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Rooting out the gremlins - stable LWFA 
operation at the PW frontier



ATLAS-3000 at CALA: Schematic system layout

ATLAS-300 homebuilt system:
up to 300 TW, 25 fs, 5 Hz Ti:Sa laser

2 frontends: 
• ps booster, sat. absorber + Amplitude stretcher & regen

• double CPA, XPW + fs-OPA + Amplitude stretcher & regen

ATLAS-3000 main amplifier
by THALES LAS

90 J, 1 Hz, 
14 x 16J GAIA HP pump lasers

Homebuilt beam 
expander & compressor

Up to 60 J
25-30 fs

1 Hz

“Apochromatic” lens telescope 
supplied by Thales
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First laser wakefield acceleration results: LWFA by shock-front injection 
old laser, 80 TW on target

f/22, 5 mm gas jet
upgraded laser, 250 TW on target

f/22, 5 mm gas jet

Similar experiment

Stability ?



A few hours after turning 
on pump lasers…

Optimized 
spectrum…

Optimized near 
field…

Optimized 
energy…

Optimized near 
field…

Optimized 
energy…

First step: 

• f/33 
• Cheap trick: 

mixed gas for 
ionization-
assisted shock 
injection
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Correlations ? … not clear



Hidden parameters?



PFT
PFC

PFT
PFC

Chromatic lens causes pulse front 
curvature (PFC)

Off-center bundle in chromatic
lens causes PFC and pulse front tilt

(PFT)

“A(po)chromatic lenses are free from PFT/PFC“ ⇒
Triplet lens expander between AMP1 and AMP2 is designed apochromatic within lambda/50

Yet still detect PFT after beam shift ⇒ expander in practice is not free from STCs

Replace “perfect“ lens telescope by reflective expander

Spatio-Temporal Couplings (STCs) by chromatic optics (beam expander telescopes)



Lens expander, aperture after 
compressor 8J on target, f/33

no expander,  no aperture
8J on target, f/33

Suppression of STCs improves electron performance (pure hydrogen)
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• Spectrally resolved Shack-Hartmann-wavefront sensor
• Measurement of Spatio-Temporal Couplings by spectral wavefront

retrieval
• Take 10 images per filter position to average out pointing jitter

Falcon device:



760 nm 770 nm 780 nm 

790 nm 800 nm 810 nm 

820 nm 830 nm 840 nm 

PtV <0.2 λ

8.5.23 11.5.23 15.5.23

Pulse front tilt
µrad/nm -2.6e-6 -2.0e-5 -7.7e-6

Pulse front tip
µrad/nm -7.7e-6 -6.2e-5 -1.1e-4



Pointing and fluence variations by air turbulence (after eliminating heat sources):
Moving from 100 TW to PW: as beam size and optical path increase, so does susceptibility to air turbulence. 
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⟹ σF = 2.8%

Recently: more foam walls:

(shot-to-shot energy 
variation < 1%)



Target density gradient
w = 15 µm

LR = 1 mm LR = 1 mm

f/22

Shot-to-shot peak fluence variation
(from focus camera)

Out-of-focus, fluence variations increase:

• fluence fluctuates much stronger out-of-focus than at focus
• Self-focusing at target gradient is sensitive to intensity fluctuations
• Probable cause: air turbulence in laser housing



Going from 6m focal length, f/33 to 10 m focal length, f/55: 
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Centroid drift over time with local pointing- 10 
minute series

• 2D drift of focus position over 3 hours. 

• Each measurement series average position relative to 
global average position plotted with its individual 
centroid data points plotted.

• Error bars were obtained from standard deviation of 
the measurement’s centroid data.

• Obvious drift in y and x over time. 

• Drift decreases over time → laser stabilizing?

• Would be interesting to look at Thales table cameras 
to see if beam profile drifted over the 3 hours of 
measurements

• Average standard deviation in x: 0.692 mm
• Average standard deviation in y: 0.585 mm

Time: 1hr 20 mins

Time: 1hr 18 mins

Figure 13: centroid drift over time superimposed with local pointing data 
for each 10 minute batch f = 50 cm → 1 µm = 2mrad 

Long term focus drift seems to saturate 
after several hours after pump laser start

What did we learn about our laser system?
• thermalisation of system takes time!

• temperature trends

Nils

• drift in energy

• drift in pointing

16/05/2023 3Michael Bachhammer

• Homemade active stabilization 
ongoing (A. Döpp)

• Shot-to-shot pointing will take a bit 
longer…



Better injection control: Hydrodynamic optical field ionized shocks

0 ns 2 ns 

-50 µm           +50 µm
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Injector beam
Witness-driver pair

PWFA

LWFA

Background
densityH2

Plasma simulation support from Oxford        (A. Ross)

Independent control of:

• injection position → final energy   
• shock height → charge
• plateau density → acceleration 

gradient

M. Foerster



HOFI shock stability

Supersonic wire shocks HOFI shocks



Blade to 
produce

shock

Optical shock inducing 
laser beam

LWFA drivie laser 
beam

Monoenergetic GeV beams 
20 mm slit nozzle target, f/55
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…
near field,
far field
cams

input pointing

spectrum, 
near field,

energy

wavefront

Hunting for correlations: Shot-to-shot diagnostics

Laser

Expt.

e-beam: 
energy, 
pointing,
charge

energy, 
spectrum,

phase, 
duration,
pointing

plasma: 
interferometry, 
beam pointing,
shock position 



Hunting for correlations: Analysis ongoing…

Run 13 Run 19
target moved downstream 

by 400 µm = 1/3 ZR

400 shots each, relying on statistical fluctuations

electron energy vs. wavefront electron energy vs. 
pulse duration
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Thank you for your attention!

Hybrid Data



Thank you for your attention!

Btw: We are hiring, too…

We are hiring :
• CALA postdoctoral fellowship 

(see https://pulse.physik.uni-muenchen.de)
• PHD positions
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Multi-objective and multi-fidelity Bayesian optimization of laser-plasma acceleration
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Beam parameter optimization in accelerators involves multiple, sometimes competing, objectives. Condensing
these individual objectives into a single figure of merit unavoidably results in a bias towards particular outcomes,
often in an undesired way in the absence of prior knowledge. Finding an optimal objective definition then
requires operators to iterate over many possible objective weights and definitions, a process that can take
many times longer than the optimization itself. A more versatile approach is multi-objective optimization,
which establishes the trade-off curve or Pareto front between objectives. Here we present the first results on
multi-objective Bayesian optimization of a simulated laser-plasma accelerator. We find that multi-objective
optimization reaches comparable performance to its single-objective counterparts while allowing for instant
evaluation of entirely new objectives. This dramatically reduces the time required to find appropriate objective
definitions for new problems. Additionally, our multi-objective, multi-fidelity method reduces the time required
for an optimization run by an order of magnitude. It does so by dynamically choosing simulation resolution and
box size, requiring fewer slow and expensive simulations as it learns about the Pareto-optimal solutions from
fast low-resolution runs. The techniques demonstrated in this paper can easily be translated into many different
computational and experimental use cases beyond accelerator optimization.

DOI: 10.1103/PhysRevResearch.5.013063

I. INTRODUCTION

Laser-plasma interaction [1,2] and, in particular, its sub-
field of laser-plasma acceleration [3,4] are highly researched
areas with prospects for numerous scientific and societal ap-
plications [5,6]. Until the past decade, both experimental and
numerical investigations in these fields were often based on
single or a few laser shots and particle-in-cell simulations [7],
respectively. Since then, improvements in laser technology
as well as computing hardware and software have made it
possible to gather data for hundreds or thousands of different
configurations in both experiments and simulations [8–10].
This has sparked interest in using advanced techniques from
computer science, particularly machine learning methods,
which can deal more efficiently with large multidimensional
data sets than human operators [11].

Early examples include the use of genetic algorithms
[12,13] and, more recently, the first measurements using sur-
rogate models have been presented [14,15]. The latter are
intermediate models that are generated based on existing
data during optimization and that can be quickly explored
numerically. Studies involving this Bayesian optimization
have demonstrated clear optimization of a carefully chosen

*Corresponding author: a.doepp@lmu.de

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Open
access publication funded by the Max Planck Society.

optimization goal. Importantly, this goal has to be encoded in
the form of a so-called objective function, which acts on the
measurement and gives a scalar output. In the case of a particle
accelerator, the beam can generally be described by the charge
distribution ρ(!x, !p) in the six-dimensional phase space, and
an objective function that optimizes beam parameters will
act on this distribution or a subset of it. One of the simplest
examples of an objective function is the charge objective
function

gQ[ρ(!x, !p)] =
∫

ρ(!x, !p)d!xd !p.

While this function can in principle be used as an objective
function in a particle accelerator, it will usually not yield a
useful optimization result. This is because it optimizes solely
the charge, and all other beam parameters, such as divergence
and energy, are lost in the integration process. In fact, due to
energy conservation, this optimizer tends to reduce the beam
energy, which is an unintended consequence in almost all
conceivable applications of particle accelerators.

In practice, one usually uses a combination of objectives,
e.g., reaching a certain charge above a certain energy or
the total beam energy. The design of objective functions for
these problems is even more difficult because they need to
give some constraints or limits to the single objectives. Many
multi-objective scalarizations take the form of a weighted
product g =

∏
gαi

i or a sum g =
∑

αigi of the individual
objectives gi with the hyperparameter αi describing its weight.
For instance, Jalas et al. [15] optimized the spectrum of
a laser-accelerated beam using an objective function that
combines the beam charge Q, the median energy Ẽ , and
the median absolute deviation #Ẽ . Their proposed objective

2643-1564/2023/5(1)/013063(10) 013063-1 Published by the American Physical Society
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function to be maximized is
√

QẼ/!Ẽ , i.e., the exponential
weights are α1 = 0.5, α2 = 1, and α3 = −1. Here, the use of
median-based metrics results in less sensitivity to outliers in
the spectrum, while the weight parameter α1 = 0.5 explicitly
reduces the relevance of charge compared to the beam energy
and spread.

The choice of particular weights is, however, entirely em-
pirical and usually the result of trial and error. An objective
function is, thus, not necessarily aligned with the actual op-
timization goal, and one often needs to manually adjust the
parameters of the objective function over multiple optimiza-
tion runs. In essence, instead of scanning the input parameters
of an experiment or simulation, the human operator will be
scanning hyperparameters of the objective function many
times over. The less prior knowledge about the system is
known, the longer this process may take.

The underlying problem is essentially one of compression,
i.e., that the objective function needs to reduce a complex
distribution function to a single number characterizing said
distribution. It is impossible to do this without information
loss for an unknown distribution function. In fact, even if
we knew the distribution, e.g., a normal distribution, one
would still need both mean and variance to describe it without
ambiguities. In the case of an unknown one-dimensional dis-
tribution function, we can use multiple statistical descriptions
to capture essential features of the distribution such as the
central tendency (weighted arithmetic or truncated mean, the
median, mode, percentiles, etc.) and the statistical dispersion
of the distribution (full width at half maximum, median abso-
lute deviation, standard deviation, maximum deviation, etc.).
These measures weigh different features in the distribution
differently. One may also include higher-order features such
as the skewness, which occurs for instance as a sign of beam
loading in energy spectra of laser-plasma accelerators [8], or
coupling terms between the different parameters. Last, the
amplitude or integral of the distribution function are often
parameters of interest [16].

In the following, we discuss optimizations of electron en-
ergy spectra according to different objective definitions and
then present a more general multi-objective optimization.

The paper is structured as follows: First, we are going
to discuss details of the simulated laser-plasma accelerator
used for our numerical experiments (Sec. II) and introduce
Bayesian optimization (Sec. III). Then we present results from
optimization runs using different definitions of scalarized ob-
jectives that aim for beams with high charge and low energy
spread at a certain target energy (Sec. IV). We then compare
these results with an optimization using effective hypervol-
ume optimization of all objectives (Sec. V). In Sec. VI we
discuss some of the physics that the optimizer “discovers”
during optimization, and in the last section, we summa-
rize our results and outline perspectives for future research
(Sec. VII).

II. LASER-PLASMA ACCELERATOR

As a test system for optimization, we use an example from
the realm of plasma-based acceleration, i.e., a laser wakefield
accelerator with electron injection in a sharp density down
ramp [8,17]. The basic scenario here is that electrons get

FIG. 1. Illustration of the four variable input parameters from
Table I, namely, the up-ramp length lup, the down-ramp length ldown,
the plateau density ne, and the focus position z0.

trapped in a laser-driven plasma wave due to a local reduction
in the plasma density, which is often realized experimentally
as a transition from one side to the other of a hydrodynamic
shock, hence the often-used name “shock injection.” The
number of electrons injected at this density transition strongly
depends on the laser parameters at the moment of injection,
but also on the plasma density itself. Both parameters also
affect the final energy spectrum the electrons exhibit at the
end of the acceleration process. Here we use simulations to
investigate this system, the primary reason being that they are
perfectly reproducible and do not require additional handling
of jitter, drifts, and noise. However, the methods outlined
in this paper are equally relevant to experiments. The input
space consists of four variable parameters, namely, the plateau
plasma density, the position of laser focus, as well as the
lengths of the up ramps and down ramps of the plasma density
close to the density transition.

While the shock injection scenario is sufficiently complex
to require particle-in-cell codes, we use the code FBPIC by
Lehe et al. [18] in conjunction with various optimizations
to achieve an hour-scale run time. On the hardware side,
the code is optimized to run on NVIDIA GPUs (here we
used Tesla V100 or RTX3090), while the physical model
includes optimizations such as the usage of a cylindrical ge-
ometry with Fourier decomposition in the angular direction
and boosted-frame moving windows [19]. Additionally, we
can take advantage of the very localized injection to locally
increase the macroparticle density in the injection area [8].
Similarly, the linear wakefields forming in regions of lower
laser intensity result in a nearly laminar flow of particles,
meaning that we can decrease the macroparticle density far
away from the laser axis [20].

One particular challenge that arises in simulations over a
large range of parameters is that different input parameters
may result in different computational requirements. For in-
stance, the transverse box size needs to be several times larger
than the beam waist to assure that the energy of a focusing
beam is not lost. Hence, a laser that is initialized out of focus
requires a larger box size than a beam initialized in focus. We
address this by scaling the transverse box size lr as a function
of the laser waist w(z) at the beginning of the simulation. Sim-
ilarly, the size of the wakefield depends on the plasma density,
and accordingly, we scale the longitudinal size lz of the box
with the estimated wakefield size. By using these adapted
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FIG. 3. Multi-objective optimization. (a) Visualization of the Pareto surface spanned by the nondominated solutions for each of the three
objectives. (b)–(d) Two-dimensional projections of the Pareto surface, showing the Pareto front for the objective pairs of charge vs energy
distance (b), charge vs energy spread (c), and energy spread vs energy distance (d). The results show that the results of a single multi-objective
optimization are either similar or better than those of all of the single-objective runs.

median and an explicit optimization of the peak energy be-
comes necessary, which we discuss in more detail in the next
section.

In the next step we compare the different versions of the
second objective (O2, O2,a, and O2,b) with Q1/2, Q2, and
Q3 weighting, respectively. As expected, the higher weight
increases the total charge in the optimized beam spectrum.
However, while this particular combination of hyperparam-
eters appears to yield objectively better beams than the O2
and O2a variations, it is not possible to know this beforehand,
adding the hyperparameter choice as an additional degree of
freedom to the optimization problem. For any new problem
an operator or user thus needs to run several optimization runs
to identify the most suitable definitions and combinations of
objectives.

V. MULTI-OBJECTIVE OPTIMIZATION

As we have seen in the previous section, a major problem
with the single-objective optimizations of complex systems is
that the optimal weights for the hyperparameters in single-
objective optimization are not known a priori. Thus, to get a
higher value for one particular objective, the weights need to
be changed via trial and error. Furthermore, multi-objective
optimization problems often exhibit some trade-offs in the
optimization of different objectives. As a result, changing
one objective’s weight will also affect the other objectives,
in either a detrimental or beneficial way. A single-objective
optimization will always be biased towards a particular
trade-off. However, it is difficult or impossible to assess
this bias beforehand, and the optimization will often not
yield the optimal trade-off of parameters a user or operator
intended.

A more versatile strategy is to directly explore the trade-off
between different objectives and choose the optimal combi-
nation of objectives a posteriori. This trade-off optimization
results in a solution set that in the output space is known as

the Pareto front and in the input space is known as the Pareto
set. A point is said to dominate another when it has at least a
higher value for one objective while keeping the other objec-
tives equal. Thus, the Pareto front is the set of nondominated
points in any given output space. The area covered by the
dominated space is known as the hypervolume and it is an
indirect measure for the diversity of solutions. In Bayesian op-
timization the expected hypervolume improvement can, there-
fore, be used to optimize different objectives simultaneously.
In our case we choose the mean energy difference !Ē =
|Ē − E0|, the standard deviation σE , and the total charge
in the beam Q as individual objectives spanning the output
space.

Results and discussion. In Fig. 3 we show the results
for one representative run of the multi-objective Bayesian
optimization. By probing the Gaussian process model, we
obtain an entire set of solutions that can be visualized as a
Pareto surface, consisting of all the nondominated points in
the three-dimensional output space. Projections showing the
Pareto fronts for the three pairs of objectives are shown in
Figs. 3(b)–3(d). We also indicate the beam parameters of the
different optimizations presented in the previous section as
blue triangles. The results show that the multi-objective opti-
mization yields comparable performance to the combinations
of objectives discussed in Sec. IV.

This figure also shows some trade-offs, inherent to many
multi-objective problems, some of which have an underlying
physics interpretation. One prominent feature can be seen in
Fig. 3(b), where an increase in the distance to target energy is
seen when the total charge exceeds 500 pC. This distance is
mainly due to a decrease in energy caused by beam loading
[8]: As the charge increases the electron bunch dampens the
strength of the wakefields, which consequently leads to lower
mean energy and, thus, an increase in the distance to the target
energy. Another trade-off in Fig. 3(c) is between high-charge
and monoenergetic beams, where increasing charge results
in a wider spectrum of the electron beams. This indicates

013063-6

Pareto front vs. single objective optimization

…currently successfully implemented in the experiment... stay tuned! 
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Centre for Advanced Laser Applications (CALA)…

…is operated by the Ludwig-Maximilians-Universität München (LMU)
… serves three university user groups
… hosts approx. 40 staff members

… houses two laser systems, ATLAS-3000 and PFS-pro
… and five experimental beamlines



gas inlet

Optical shock
driver

LWFA driving
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Multi-GeV beams 
25 mm gas cell target, f/55
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Hybrid LWFA-PWFA 
First experimental clues (ca. 2010):

S. Corde et al., Phys. Rev. Lett. 107 215004 (2011)
SW. Chou et al., Phys. Rev. Lett. 117 144801 (2016)

Hybrid accelerator  & plasma photocathode concept

B. Hidding et al., Phys. Rev. Lett. 104 195002 (2010)
B. Hidding et al., Phys. Rev. Lett. 108 035001 (2012)

Monoenergetic Energy Doubling in a Hybrid Laser-Plasma Wakefield Accelerator

B. Hidding,1 T. Königstein,1 J. Osterholz,1 S. Karsch,2 O. Willi,1 and G. Pretzler1

1Institut für Laser- und Plasmaphysik, Heinrich-Heine-Universität Düsseldorf, 40225 Düsseldorf, Germany
2Max-Planck-Institut für Quantenoptik, 85748 Garching, Germany

(Received 7 January 2010; published 14 May 2010)

An ultracompact laser-plasma-generated, fs-scale electron double bunch system can be injected into a

high-density driver/witness-type plasma wakefield accelerator afterburner stage to boost the witness

electrons monoenergetically to energies far beyond twice their initial energy on the GeV scale. The

combination of conservation of monoenergetic phase-space structure and fs duration with radial electric

plasma fields Er ! 100 GV=m leads to dramatic transversal witness compression and unprecedented

charge densities. It seems feasible to upscale and implement the scheme to future accelerator systems.

DOI: 10.1103/PhysRevLett.104.195002 PACS numbers: 52.38.Kd, 41.75.Jv, 52.35.Mw, 52.65.Rr

New strategies are sought after to increase fundamen-
tally the effectiveness of next-generation particle accelera-
tors. It might be desirable to implement new acceleration
schemes with accelerating fields orders of magnitude
higher than the current limit of state-of-the art radio-
frequency cavity-based accelerators of !100 MV=m.
One concept is the use of high-density, longitudinal plasma
waves which can provide accelerating electric fields Ez "
100 GV=m, the field scaling favorably with plasma density

ne as Ez / n1=2e . In the 1940s/50s, the particle accelerator
community had already suggested exploiting the enormous
collective fields in plasmas [1–4]. Today, two methods of
how to excite and drive highly suitable plasma waves and
wakefields are available which both have unique features:
using high-intensity laser pulses [5,6] and using beams of
charged particles themselves [7,8], Ref. [8] being a prime
example of how rf-cavity accelerator technology is nowa-
days increasingly recoalescing with plasma-based
techniques.

Laser drivers with pulse durations !L & 30 fs allow for
extremely high plasma densities ne and wakefields Ez, and
the accelerating bubblelike structures are in turn extraordi-
narily small. The laser pulse group velocity vg in a plasma
being slightly lower than the velocity of accelerated rela-
tivistic electrons " c promotes monochromatization of
electrons in the bubble wakefield, but on the other hand,
this dephasing limits the energy gain. With relativistic
electron beam drivers, in contrast, virtually no phase slip-
page occurs, and thus accelerating distances can be much
longer. However, electron beams generated by rf-based
accelerators are usually orders of magnitude longer (ps-
range) than those obtainable by laser-plasma accelerators
(few-fs-range), which limits plasma density, blowout size,
and wakefield of a plasma post-accelerator.

To overcome this dilemma, we propose a hybrid accel-
eration scheme which combines the best of both worlds. In
the first stage, ultrashort (!L " 3 fs) quasimonoenergetic
electron bunches are generated in a laser wakefield accel-
erator (LWFA) or a self-modulated LWFA, the latter lead-

ing to especially short bunches due to the maximized
plasma densities involved. Both LWFA [9–11] and
SMLWFA [12–15] are known to be able to generate even
multiples of such bunches, which are accelerated in con-
secutive plasma wave buckets and therefore are separated
by few tens of fs only. Using such ultrashort bunch dura-
tions and distances allows for a driver/witness-type plasma
wakefield accelerator (PWFA) based on electron double
bunches in the second stage of acceleration.
The paramount desirability of ultrashort electron

bunches for plasma wakefield acceleration is well known
and has given rise to complex setups designed to compress
electron beams longitudinally. This enabled breakthroughs
such as energy-doubling of a fraction of bunch electrons
[8], where a single electron bunch extending over the
whole blowout region was used so that the head of the
pulse excites the wakefield and electrons at the tail are
accelerated. Since this inherently leads to large energy
spreads, instead trains [16] or pairs of electron bunches
are desirable. Recently, for the first time, an electron
double bunch with sub-ps distance (generated by splitting
an rf-cavity based electron beam) was used for driver/wit-
ness acceleration, albeit here the energy gain was limited to
" 1 MeV [17] due to the bunch durations and distance

FIG. 1 (color online). Schematic of the hybrid accelerator
scheme. (I) A focused high-power laser pulse generates quasi-
monoenergetic, electron double bunches via LWFA or SMLWFA
in a high-density gas jet (II), the witness/driver electron double
bunch system leaves the gas jet (III), and the witness bunch is
boosted by TV-scale electric fields in the afterburner (IV).
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He fraction, thus giving rise to He electrons at an arbitrary
position within the Li blowout.

Figure 1 shows fully explicit 2D Cartesian particle-in-
cell simulation results obtained with the parallel VORPAL

framework [25]. The moving window simulation box size
was 110! ! in the longitudinal direction with a cell length
down to !=16 in order to resolve the laser wavelength !,
and in the transverse direction 110! ! at a cell width
down to !=8 to resolve the witness bunch width. The
simulation uses third order particle shapes and ADK tun-
neling ionization.

The driver electron beam (driver density is color coded
black and white) has transverse and longitudinal dimen-
sions "r ¼ 5 #m, "z ¼ 7 #m rms, a charge of Q #
300 pC at an energy of W ¼ 200 MeV, with a notable
energy spread of !W ¼ 10%. Such a beam has a trans-
verse electric field of ErðrÞ ¼ Q=½ð2$Þ3=2"z%0r'!
½1( expð( r2=ð2"2

rÞÞ', peaking at Er;max # 27 GV=m.
This is enough to field-ionize Li effectively, while not
sufficient to liberate He electrons by the same mechanism
[26]. With a maximal Li electron density of neðLiÞ ¼
3:3! 1017 cm(3 and a beam density nb¼Q=½ð2$Þ3=2!
e"2

r"z'#6:6!1017 cm(3, a moderate blowout is driven
with a plasma wavelength of !pðLiÞ # 60 #m. The maxi-
mum accelerating field observed in the simulation reaches
Ez # 50 GV=m, near to the classical wave breaking limit
EWB ¼ 2$mec

2=ðe!pÞ. Here, the electric field magnitude
is plotted, rendering visible not only the blowout, but also
the laser pulse which is linearly polarized in the simulation
plane.

The laser pulse moves collinearly with the driver beam
(in an experimental scenario, focused by a flat or parabolic
mirror with a hole created for drive beam passage), with a
focal (vacuum) waist of w0 ¼ 4 #m at a longitudinal

coordinate of z ¼ 132 #m. Here, both the Li and He gas
density reach a flat maximum, after having been ramped up
linearly. In Fig. 1, the laser pulse has already passed its
focal point, is defocusing, and its intensity has just dropped
below the He ionization threshold. The He electrons which
have been previously released by ionization are plotted
with color coded energy. A large fraction of the He elec-
trons has already gained relativistic longitudinal momen-
tum pz=m0 ¼ &vz and therefore is trapped, traveling with
sufficient velocity to remain in the PWFA cavity. As a
result of an interplay between upramping Li and He gas
densities neðLiÞ and neðHeÞ [and therefore a decreasing
plasma wavelength !pðLiÞ, leading to contracting Li blow-
out region], the relative position of released He electrons
within the Li blowout, and their integrated acceleration
history

R
dEzdz varies. This is reflected by varying longi-

tudinal normalized He electron momenta, ranging from
pz=m0 ¼ &vz # 16:2! 108 m=s down to a few counter-
propagating electrons &vz # (1:8! 108 m=s. The simul-
taneous effects of the electron momentum distribution,
relative position, and collective radial electric field exerted
by the Li blowout electrons are responsible for the double-
pinch He electron beam structure in the snapshot.
Figure 2 illustrates the injection and trapping process in

more detail via snapshots of the field magnitude E and the
He electron macroparticles and energy in the longitudinal
direction as a result of the Li based wakefield driven by the
electron beam. In Fig. 2(a), the laser pulse is converging,
not yet having reached its focal point z ¼ 132 #m, and is
not yet intense enough to initiate ionization. But as seen in
2(b), after <20 #m further propagation, the electric field
amplitude has gained another 3 GV=m, enough to ionize

FIG. 1 (color online). Results from a VORPAL [25] simulation
show how an electron driver ionizes Li gas and generates a Li
blowout with an electron density of neðLiÞ ¼ 3:3! 1017 cm(3,
corresponding to a linear plasmawavelength of!pðLiÞ # 60 #m.
The Ti:sapphire laser pulse with a duration of ' # 8 fs and a0 ¼
0:018 is located at the end of the first half of the blowout at the
electric field’s turning point, and has already ionized some He
electrons, which are then trapped and accelerated.

-10  

0

He e- energy / MeV

50.8

3.0 

10

E / GV/mE / GV/m

180 250 µm
0.9

c) d)
pinch

0 063.4

170 µm100
He e- energy / MeV

-10  µm

10 80 µm
He e- energy / MeV

E / GV/m0 63.4

10

0

He e- energy / MeV

E / GV/m 66.7

a) b)

laser

100 µm30

0

4.4e-8

330 µm260
He e- energy / MeV

-10  

0

10

E / GV/m

180 250 µm6.30.02
e) f)

0 53.1

pinch

stalk cap

e-beam
focussing

ionization track

beam
loading

Ez / GV/m -39.937.5

FIG. 2 (color online). Injection of He electrons at the begin-
ning of the interaction. Snapshots (a) to (e) show E generated by
the Li blowout and the laser pulse, and the He electrons which
are born inside the Li blowout due to ionization by the focused
laser pulse, while (f) shows only Ez and a lineout on axis,
corresponding to (d).
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nC LWFA electron bunches
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External injection of witness beam
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HOFI shocks: High stability and beam quality from hybrid 
accelerator

M. Foerster et al. Phys.Rev.X 12, 041016 (2022)

angular-spectral charge density of 7 pC=ðMeV μsrÞ, which
is approximately 40% denser than the drive beam. As seen
both in simulations and in first experimental results already
a slight improvement in terms of electron beam quality can
enable further progress in realizing free-electron lasers
[21,73–76]. Thus, the beams generated in our PWFA are
very promising for various such applications. In particular,
with a divergence after extraction of well below 1 mrad in
combination with percent-level energy spread, the beams
can be coupled into a beam line and transported without
significant degradation [77].
Remarkably, the production of these dense, low-diver-

gence witness beams is not limited to highly optimized,
submillirad drive beams such as the one shown in Fig. 4(a),
but is also seen in experiments with significantly more
divergent LWFA beams as driver. Figure 4(c) shows a
representative shot from a different dataset with the drive
bunch containing 400 pC, a divergence of 1.2 mrad (rms of
super-Gaussian fit) and thus with a much lower angular-
spectral charge density of 0.4 pC=ðMeV μsrÞ at 270 MeV.
These beams can still drive a plasma wakefield and, as
shown in Fig. 4(d), yield high-quality witness bunches with
a similarly small divergence of 0.22 mrad (rms of super-
Gaussian fit) and 2.3% (rms of Gaussian fit) energy spread.
At a charge of 20 pC the angular-spectral charge density of
these witness bunches evaluates to 6 pC=ðMeV μsrÞ at
195 MeV. This is an order of magnitude denser than the
driver. The witness properties, in particular its angular-
spectral charge density, thus appear to be largely insensitive
to the driver divergence in an interval spanning more than

one order of magnitude [79]. The similar, small divergence
of the witness beams in both scenarios indicates that the
injected electrons mainly carry the intrinsic transverse
momentum spread of our injection method and are little
affected by either the electron driver or the remainder of the
laser pulse from the LWFA stage. In the following we
establish reasonable upper and lower limits on the emit-
tance of the witness beam.
Shock-injected electrons originate from the bubble

sheath, and therefore have previously been transversely
displaced by the driver. An upper limit for the divergence
and emittance of the witness beam in this scheme can
thus be calculated by the transverse momentum of the
sheath electrons falling back onto axis at the rear of the
bubble.
We estimate the order of magnitude of the intrinsic

transverse momentum in our implementation of density
down-ramp injection based on the simplified model
derived above. From the transverse momentum betatron
trajectories and the normalized emittance of the electron
bunch are calculated [42]. For a driver current of 20 kA, a
plasma density of n0 ¼ 1 × 1018 cm−3, and a Lorentz
factor of γ ¼ 300, the upper limit for the divergence angle
at the end of the longitudinal acceleration is σθ ¼ 4 mrad.
At this point the betatron amplitude of the electrons
defining the contour of the phase-space ellipse is
σx ¼ σθc=ωβ ¼ 0.5 μm. Here ωβ ¼ ωp=

ffiffiffiffiffi
2γ

p
is the local

betatron frequency and ωp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=ϵ0me

p
the plasma

frequency. These numbers yield an upper limit for the
normalized emittance of

(a) (c)

(b) (d)

FIG. 4. Increase of angular-spectral charge density in the PWFA stage. (a) Typical spectrum of a low-divergence LWFA-generated
drive beam with 640 pC bunch charge in the high-energy feature and an average divergence of 0.41 mrad (rms of super-Gaussian fit),
leading to an angular-spectral charge density of 5 pC=ðMeV μsrÞ. (b) Spectrum after the PWFA stage with optimized beam loading for
high charge density of the witness beam. Because of the lower divergence of 0.28 mrad (rms of super-Gaussian fit) of the 30 pC witness
beam, its angular-spectral charge density is 40% higher than the driver [7 pC=ðMeV μsrÞ]. (c) Typical LWFA-driver spectrum for the
high-divergence case (1.2 mrad, rms of super-Gaussian fit). Using this beam with a charge of 400 pC and an angular-spectral charge
density of only 0.4 pC=ðMeV μsrÞ, a witness beam (d) with 0.22 mrad rms divergence, 20 pC charge, and an angular-spectral charge
density of 6 pC=ðMeV μsrÞ is generated.
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Latest preliminary results:

• GeV-scale hybrid

• Implementation of Trojan horse scheme (HZDR) 



en
er

gy

125 MeV

250 MeV

375 MeV

500 MeV

propagation directionpropagation direction

ra
di

us 0 µm

50 µm

50 µm

Simulation: laser wakefield acceleration (LWFA)


