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State-of-the-art Cosmic Ray Electrons direct measurements

Fermi-LAT as CRE detector

New analysis technique based on Unsupervised Machine Learning

Method

Results (based on simulated data)

Conclusions



CRE spectrum in the energy range 100 GeV - few TeVs can provide evidence of local 
CRE sources of astrophysical (SNR & PWN) or exotic origin (DM)

Significant differences among some spectra, particularly at higher energies 
where uncertainties are more considerable

CRE (e+e-) measurements
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background contamination were derived. An independent
analysis based on GEANT4 [26] was performed, and
differences between the MC models are included in the
systematic uncertainties. The GEANT4 simulation employs
the hadronic interaction models FTFP-BERT as the phys-
ics list, while DPMJET3 [27] is chosen as the hadronic
interaction model in the EPICS simulation.
We use the “electromagnetic shower tracking” algorithm

[28] to reconstruct the shower axis of each event, taking
advantage of the electromagnetic shower shape and IMC
imaging capabilities. As input for the electron identifica-
tion, well-reconstructed and well-contained single-charged
events are preselected by (i) an offline trigger confirmation,
(ii) a geometrical condition, (iii) a track quality cut to
ensure reconstruction accuracy, (iv) a charge selection
using CHD, (v) a requirement based on the longitudinal
shower development, and (vi) on the lateral shower con-
sistency with that expected for electromagnetic cascades.
In addition to fully contained events, the events incident

from the IMC sides and exiting through the sides of TASC
are used for analysis above 476 GeV [15]. For events not
crossing the CHD, we use the energy deposit of the first hit
IMC layer to determine their charge. The path length inside
TASC is required to be longer than the vertical depth of
TASC, i.e., 27 radiation lengths. The energy of incident
electrons is reconstructed using an energy correction
function which converts the energy deposit of TASC and
IMC into primary energy for each geometrical condition.
The absolute energy scale was calibrated and shifted by
þ3.5% [14] as a result of a study of the geomagnetic cutoff.
Since the full dynamic range calibration [24] was carried
out with a scale-free method, its validity holds regardless of
the absolute scale uncertainty. The systematic uncertainties
are described in detail in the Supplemental Material [20].
In order to identify electrons and to study systematic

uncertainties in the electron identification, we applied two
methods: a simple two-parameter cut below 476 GeVand a
multivariate analysis above. The latter is based on boosted
decision trees (BDTs) optimized in the energy interval
above (below) 949 GeV, using 13 (9) parameters, respec-
tively. Calculation of event selection efficiencies, BDT
training, and estimation of proton background contamina-
tion are carried out separately for each geometrical con-
dition and combined in the end to obtain the final spectrum.
Considering that the lower energy region is dominated by
systematics in our analysis, and therefore more statistics
would not significantly improve the precision of our data,
only fully contained events are included in the lower energy
region below 476 GeV.
An example of a BDT response distribution in the 754 <

E < 949 GeV bin including all acceptance conditions is
shown in Fig. 1. The BDT response distributions for the
TeV region are shown in Fig. S1 of the Supplemental
Material [20]. In the final electron sample, the contamina-
tion ratios of protons are 5% up to 1 TeV, and less than 10%

in the 1–7.5 TeV region, while keeping a constant high
efficiency of 80% for electrons.
By using the data obtained with the low energy trigger

(1 GeV threshold), the high energy trigger efficiency was
verified, considering only the events observed in the
rigidity cutoff region below 6 GV. Two independent
analyses were carried out by separate groups inside the
CALET Collaboration, using different event selections and
acceptance of the event geometries. The results of the two
analyses are consistent with each other within the errors
over the entire energy region.
Results.—Figure 2 shows the all electron spectrum

obtained in this analysis using the observed events with
statistics increased by a factor 3.4 since the last publication
[15]. The error bars along the horizontal and vertical axes
indicate the bin width and statistical errors, respectively.
The gray band is representative of the quadratic sum of
statistical and systematic errors, using the same definition
as in Ref. [15].
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FIG. 1. An example of BDT response distributions in the 754 <
E < 949 GeV bin, including all acceptance conditions.
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FIG. 2. Cosmic-ray all-electron spectrum measured by CALET
from 10.6 GeV to 7.5 TeV using the same energy binning as in
our previous publication below 4.8 TeV [15], where the gray band
indicates the quadratic sum of statistical and systematic errors
(not including the uncertainty on the energy scale). Also plotted
are other direct measurements in space [16,29,30] for compari-
son. The enlarged figure is shown in Fig. S4 in the Supplemental
Material [20].
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The Fermi observatory

Large Area Telescope (LAT):  
• 20 MeV to more than 300 GeV

• observes 20% of the sky at any instant

• absolute timing ~ 300 ns

Gamma-ray Burst Monitor (GBM):
8 keV to 40 MeV
observes entire unocculted sky
absolute timing ~ 2μs
compute burst location 4

The Fermi observatory
http://fermi.gsfc.nasa.gov/

Large Area Telescope (LAT)

I Pair conversion telescope

I Energy range: 20 MeV – >300 GeV

I Field of view: ⇠ 2.4 sr (at 1 GeV)

I E↵ective area: ⇠ 6500 cm2 on axis
(at > 1 GeV)

I Launched by NASA on 2008 June 11,
from Cape Canaveral, Florida

I Launch vehicle: Delta II Heavy

I Orbit: 25.6� inclination, 565 km
altitude

Carmelo Sgrò (INFN–Pisa) CRIS 2015, September XX 2 / 18

• Launch: June 11 2008, NASA
• Orbit: circular, 565 km altitude, 

25.6° inclination



TRACKER-CONVERTER
• High precision tracking
• 18 x, y tracking planes: Silicon Strip 

Detector (73 m2 of Si active area)
• 16 planes of tungsten conversion foils:

- “FRONT” → first 12 “thin” layers  
- “BACK” → next 4 “thick” layers
➡1.5 radiation lengths on-axis

CALORIMETER
• energy deposition and shower 

development imaging
• 1536 CsI(Tl) crystals; hodoscopic
• 8.6 radiation lengths on-axis. 

ANTICOINCIDENCE 
DETECTOR
• Charged-particle bkg rejection 

(with 0.9997 efficiency)
• Plastic scintillator, WLS fibers  
• 89 segmented tiles to minimize 

self-veto at high E

5 5

The Fermi LAT detector
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LAT as electron detector
STRUMENTO DI RILEVAZIONE

FERMI-LAT (LargeAreaTelescope)

( 2 )     C A L O R I M E T R O  :
• induce lo sciame elettromagnetico
• ricostruisce l’energia totale del raggio 𝛾 incidente

( 1 )     C O N V E R T I T O R E  /  T R A C C I A T O R E  :  
• converte i raggi 𝛾 in coppie 𝑒+, 𝑒−
• traccia la traiettoria delle particelle

(1)

(2)

(3)

( 3 )     A N T I - C O I N C I D E N Z A  :
• contrassegna gli eventi che erano 

originariamente particelle cariche

𝛾 𝑒−
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LAT is designed for electromagnetic showers:

naturally including electrons

event reconstruction works also for e+e-
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LAT as electron detector

LAT is designed for electromagnetic showers:

naturally including electrons

event reconstruction works also for e+e-

STRUMENTO DI RILEVAZIONE

FERMI-LAT (LargeAreaTelescope)
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𝛾 𝑒−

9

 F
lu

x Electron identification requires 
dedicated event selection 



Analysis methods
GOAL: identify electrons and positrons out of cosmic rays background in 
Fermi-LAT data (and compute their energy spectrum)

8



Analysis methods
GOAL: identify electrons and positrons out of cosmic rays background in 
Fermi-LAT data (and compute their energy spectrum)

Supervised Learning: 
Boosted Decision Trees: published in 2017

Neural Networks → similar results

Supervised approach implies training on Monte Carlo simulations:
→ strong dependence on models and simulations quality

→ sensitive to important systematic uncertainties or biases
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Analysis methods
GOAL: identify electrons and positrons out of cosmic rays background in 
Fermi-LAT data (and compute their energy spectrum)

Supervised Learning: 
Boosted Decision Trees: published in 2017

Neural Networks → similar results

Supervised approach implies training on Monte Carlo simulations:
→ strong dependence on models and simulations quality

→ sensitive to important systematic uncertainties or biases

Unsupervised Learning:
✓No labels and minimum human supervision:

→ independence of models / MC → systematic uncertainties reduced
Difficulty: very different cluster sizes (i.e. background dominant wrt signal)
Potential drawback: irreducible bkg (hadronic shower fluctuating into e.m. shower)

10



Data set: MC e+e- and p with realistic flux ratio (spectral index -3 for e and -2.7 for p)

Energy range: 70 GeV - 750 GeV

Cuts:
basic quality cuts (trigger, filter, track found and minimal PSF quality)
remove alphas and heavier ions (residual contamination < few ‰ wrt protons)
cut on shower transverse size to reduce the proton background
path length > 12 X0 in the CAL

Data set
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• Quality + alpha cut

• Quality + alpha + shower transv. size cuts

• Quality + alpha + shower transv. size + path length cuts



Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations

12



Unsupervised Approach

1. Selection of variables 
highlight the differences in the shower topology between protons and electrons

13

EM shower Hadronic shower

Log (shower transverse size)



Unsupervised Approach

1. Selection of variables 
highlight the differences in the shower topology between protons and electrons
avoid highly correlated variables

14

EM shower Hadronic shower

Log (shower transverse size)



Unsupervised Approach

1. Selection of variables 

2. Dimensionality reduction with UMAP algorithm (10.21105/joss.00861)

clustering algorithms cannot easily handle variable spaces of high dimensions      
→ map data onto lower dimensionality spaces, preserving relationships / patterns

15

https://joss.theoj.org/papers/10.21105/joss.00861


1. Selection of variables 

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering
search for similarity in events

progressively finds the 2 closest differently labeled                                                
elements and tag them with the same label until only                                               
2 labels remain → separate data into 2 clusters

Unsupervised Approach

16

• electrons
• protons



Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations:

10 000 data reprocessed x 20 times

In each of the 20 iterations:
10% of data fixed + 90% changes
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VALUTAZIONE DELLA COERENZA INTRINSECA

RICAMPIONAMENTO SELETTIVO

Dataset completo

Campione fisso

28
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Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations:

10 000 data reprocessed x 20 times

In each of the 20 iterations:
10% of data fixed + 90% changes
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VALUTAZIONE DELLA COERENZA INTRINSECA

RICAMPIONAMENTO SELETTIVO

Dataset completo

Campione fisso

Campione variabile
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• variable sample



VALUTAZIONE DELLA COERENZA INTRINSECA

RICAMPIONAMENTO SELETTIVO

Dataset completo

Campione fisso

Campione variabile
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Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations:

10 000 data reprocessed x 20 times

In each of the 20 iterations:
10% of data fixed + 90% changes

19

• fixed sample
• variable sample



Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations:

10 000 data reprocessed x 20 times

In each of the 20 iterations:
10% of data fixed + 90% changes                                                                                      
→ electrons fraction is estimated
all the outputs for dimensions between 3 and 10 are considered and averaged
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Unsupervised Approach

1. Selection of variables

2. Dimensionality reduction with UMAP algorithm

3. Agglomerative Hierarchical Clustering

4. Iterations:

10 000 data reprocessed x 20 times

In each of the 20 iterations:
10% of data fixed + 90% changes                                                                                      
→ electrons fraction is estimated
all the outputs for dimensions between 3 and 10 are considered and averaged

The entire procedure is repeated for:
all the considered energy bins
3 different seeds (3 random selection of the fixed dataset) 21



Evaluate the self-coherence of the algorithm in order to:
choose the optimal parameters (e.g. samples dimension, nb of iterations, …)
quantify the reliability of each electrons fraction estimation

How? By comparing labels assigned to                                                                      
fixed samples through the 20 iterations

Used to estimate the most probable                                                                                     
e+e- fraction in each energy bin

Figure of Merit: coherence

22

– Ideal case
– Real case

C
oherence



Results: MC electrons fraction

Predicted electron fraction is always compatible with the true value      
→ irreducible background doesn’t seem to introduce an evident bias

Results can be considered reliable up to 750 GeV (too few MC events above)
23

• Predicted  

• True



Results: MC electrons fraction
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Energy: 70-78 GeV
   True                    Predicted



Results: MC electrons fraction
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Energy: 70-78 GeV
   True                    Predicted

 Energy: 155-175 GeV
True                  Predicted



Results: MC electrons fraction
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Energy: 70-78 GeV
   True                    Predicted

 Energy: 155-175 GeV
True                  Predicted

 Energy: 288-327 GeV
True                  Predicted



Results: MC electrons fraction
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Predicted flux is always within 1 σ wrt true one (input spectral index = -3)

Fluctuations are attributable to the acceptance

28

Results: MC CRE spectrum

• Predicted  

• True



Conclusions

An approach based on Unsupervised Learning techniques has been 
developed for the selection of CRE in Fermi-LAT

Feasibility study successfully accomplished on Monte Carlo data set:

electron fraction correctly estimated (always compatible with true value)

false positives always lower than 12%

The method will be soon applied to experimental data

The method could be applied to other science cases

ACKNOWLEDGMENTS: this is part of the project “SKYNET: Deep Learning for 
Astroparticle Physics”,  PRIN 2022 (CUP: D53D23002610006). 29
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Alpha cut
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Simulation
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CTRgeomcor cut

~50% of total events are removed, but only a negligible fraction of e+e- is 
affected (between 0 and 0.5%), with not evident dependence on energy.

Total fraction of electrons goes from 10 to 20%.

Clustering performance seem to improve significantly.
32
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Energy resolution

Smart and Shea [27] and the 2010 model of the Earth’s
magnetic field from the International Geomagnetic
Reference Field (IGRF) [28], as we did in [29]. For
efficiency’s sake, the tracer computes the trajectories of test
particles in the reverse direction, starting from the spacecraft.
The test particles (electrons and positrons) are generated
according to a power law with an index of 3.2 using the
abundance ratios measured by AMS-02 for electrons and
positrons [4].
We consider test particles with trajectories reaching 20

Earth radii to have escaped the geomagnetic field, thus
corresponding to CREs actually observed by the instru-
ment, while trajectories intersecting the Earth’s atmosphere
correspond to lost particles. For a given McIlwain L
selection, we use the tracer output to estimate the fraction
of the latter.
The effect of the geomagnetic field on the loss of

primaries is enhanced by a combination of the wide angular
aperture of the LAT and its periodic rocking motion with
respect to the local zenith, with the result that the edge of
the field of view is often very close to the Earth. Because of
the rocking angle dependence, we derived correction
factors separately for the first year of the mission (rocking
angle of 35°) and for the following years (rocking angle of
50°). These correction factors are shown in Fig. 9, as well as
the correction factors that we obtain when considering
energy cutoffs 30% higher. When estimating the systematic
uncertainty for the LE analysis, we vary the energy cutoff
choice between Ec and 1.3Ec. For each energy cutoff, we
derive the corresponding McIlwain L selection and tracer
correction and compute the CRE flux. The CRE fluxes that
we obtain are within 3% of the nominal flux despite the
large variation of the tracer correction.

V. ENERGY MEASUREMENT

As for the previous versions of the LAT event analysis
Passes 6 and 7, the Pass 8 energy reconstruction above
∼5 GeV is performed by fitting the longitudinal shower

profile, using the 8 CAL layer energies. The fit parameters
are the energy and two parameters that describe the shape
of the profile: the shape parameter α and the position of the
shower maximum Tmax. Further details on the profile fit can
be found in Appendix A.
Pass 8 improves the energy reconstruction and extends

the energy range up to at least 2 TeV. Figure 10 shows that
the energy resolution (defined as the half-width of the 68%
containment range) ranges from 4% at 10 GeV to 8% at
800 GeV. Above 800 GeV the energy reconstruction is
more difficult because of both low shower containment and
crystal saturation. As a result the energy resolution
increases more rapidly up to 17% at 2 TeV.
Compared to the previous CRE LAT analysis [16], the

energy resolution is significantly improved: at 1 TeV the
68% and 95% containment half-widths were 14% and 34%,
respectively. With Pass 8 they are 10% and 25%, while the
gain in acceptance is 50%.
In order to define a subclass of events with a better energy

resolution, which is used in Sec. VII to test the sensitivity of
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Figure of Merit: coherence

Evaluate the self-coherence of the algorithm in order to choose the 
optimal parameters (e.g. samples dimension, nb of iterations, …)

How? By comparing the labels assigned                                                             
to the sample of 900 fixed events                                                                              
through the different iterations

Used to:

• quantify the reliability of each                                                                         
electrons fraction estimation

34

– Ideal case
– Real case

C
oherence.              

Electron fraction for different dimensions


