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Physics questions:

•What are the sources?

•How are they accelerated?

•How do they propagate?

•How do they interact  

in the atmosphere?
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Measured quantities: 

• Energy spectrum 
•Mass composition 
• Arrival direction

Interpretation



The Pierre Auger collaboration
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Auger contributions at RICAP
• Roberto Aloisio: The Pierre Auger Observatory and Super Heavy Dark Matter

• Marta Bianciotto: Large-scale anisotropies of ultra-high-energy cosmic rays 

• Teresa Bister: Global fit of UHECR spectrum, composition, and anisotropies 

• Emanuele De Vito: Multi-messenger studies with the Pierre Auger Observatory

• Marvin Gottowik: Update on the Offline Analysis Framework for AugerPrime 

and integration of the AugerPrime Radio Detector reconstruction 

• Federico Mariani: Anisotropy searches at the highest energy cosmic rays with 

the Pierre Auger Observatory Phase I

• Vladimir Novotny: Energy evolution of cosmic-ray mass and intensity 

• Jannis Pawlowsky: The AugerPrime Radio Detector: Enhancing the Sensitivity 

to UHE Cosmic Rays (poster)

• Julian Rautenberg: The AugerPrime extension of the Pierre Auger Observatory

• Ezequiel Rodriguez: Overview of Machine Learning Applications (poster)

• Pierpaolo Salvina: Latest results from the searches for ultra-high-energy 

photons
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Energy spectrum 
Mass composition 
Arrival direction 

Interpretation 

Soft- and hardware 
improvements



The Pierre Auger Observatory
• East of Andes


• Province of Mendoza,  
Argentina


• Area 3000 km2  
(4x Berlin)


• 2000: Engineering Array 


• 2004: start...


• 2008: ...end of construction       
of Auger


• 2024: end of construction of 
AugerPrime


• Data taking till > 2035
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The Pierre Auger Observatory
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  4

HEAT telescopes 
(in upward mode)

  

Darko Veberic Bormio 2018 12/40

Detectors

Infll: sub-array with 750m spacing, 24 km2 
E > 1017.5 eV

HEAT: high-elevation telescopes

AERA: radio detection

FD

AERA

HEAT

TeVPA 2022, Kingston (ON, Canada), August 2022Fred Sarazin (fsarazin@mines.edu)
Physics Department, Colorado School of Mines

AugerPrime (Phase II): the upgrade of the Pierre Auger Observatory

PHASE I: (ended in 2021)
• Exposure: 80,000 km2.sr.yr (q<60º)

PHASE II (8 years of operation starting 2022/23):
• Projected exposure: 40,000 km2.sr.yr (q<60º)
• Use the SD (100% duty factor) more effectively 

for mass composition information on an event by 
event basis

PHASE II detector upgrade:
• Two detector additions to every SD stations:

• Scintillator detector (SSD) - q<60º
• Radio antenna – q>60º

• Plus: 
• New electronics
• Small PMT (1’’ diameter) to increase the 

dynamic range of each WCD
• Buried muon counters in the in-fill array

radio

SD  
(WCD, SSD, RD)

Fluorescence detector (FD) 
• 4 sites

• 0-30°

• E>1018 eV


• HEAT

• 30°-60°

• E>1017 eV 


Surface detector array (SD) 
• Grid of 1500 m / 750 m / 433 m


• 3000 km2  / 24 km2 


• 1660 stations / 61 / 12

• Water Cherenkov Tanks (WCD)

• Scintillation Detectors (SSD)

• Radio Antennae (RD)

• E>1018.5 eV 

• Grid of 750 m and 433 m 

• Incl. underground muon counters 
• E>1017.5 eV 

Radio array (AERA) 
• 153 stations

• 17 km2
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Fluorescence Detector (FD): 
• calorimetric measurement of energy
• ca.15% duty cycle

Surface Detector (SD):  
• data driven shape of Lateral Distribution 

function (LDF)
• optimal distance at 1000 m
• ca. 100% duty cycle

15% duty cycle

100% duty cycle

Erec = f(S1000, ✓)
Event observed with  
Auger Observatory 

S1000
<latexit sha1_base64="3pFhwZmpo252KNFzFdSGeaxrEUE=">AAAC0HichVFNT8JAEB3qF+AX6tFLIzHx1GwJCtyIX/FigsEKCRLSlgUbStu0hQQJMV49etU/pr/Fg2/XYuKBuM12Zt+8eTuzYwWuE8WMfaSUpeWV1bV0Jru+sbm1ndvZvYv8UWhzw/ZdP2xaZsRdx+NG7MQubwYhN4eWyxvW4EzEG2MeRo7v3caTgLeHZt9zeo5txoCa9c5UZ4zNOrk808rFSrlQVJnGTorHrAJH1+GUVF1jcuUpWTU/90n31CWfbBrRkDh5FMN3yaQIX4t0YhQAa9MUWAjPkXFOM8oidwQWB8MEOsC/j1MrQT2chWYks23c4mKHyFTpEPtSKlpgi1s5/Aj2C/tRYv2FN0ylsqhwAmtBMSMVr4HH9ADGf5nDhDmv5f9M0VVMPSrLbhzUF0hE9Gn/6pwjEgIbyIhKF5LZh4Ylz2O8gAdroALxynMFVXbchTWl5VLFSxRN6IWw4vVRD8Y8n6W62DEKWkXTb4r56mky7zTt0wEdYaglqtIV1VCGGOYrvdG7UlcmypPy/ENVUknOHv1Zyss36PSRYw==</latexit><latexit sha1_base64="3pFhwZmpo252KNFzFdSGeaxrEUE=">AAAC0HichVFNT8JAEB3qF+AX6tFLIzHx1GwJCtyIX/FigsEKCRLSlgUbStu0hQQJMV49etU/pr/Fg2/XYuKBuM12Zt+8eTuzYwWuE8WMfaSUpeWV1bV0Jru+sbm1ndvZvYv8UWhzw/ZdP2xaZsRdx+NG7MQubwYhN4eWyxvW4EzEG2MeRo7v3caTgLeHZt9zeo5txoCa9c5UZ4zNOrk808rFSrlQVJnGTorHrAJH1+GUVF1jcuUpWTU/90n31CWfbBrRkDh5FMN3yaQIX4t0YhQAa9MUWAjPkXFOM8oidwQWB8MEOsC/j1MrQT2chWYks23c4mKHyFTpEPtSKlpgi1s5/Aj2C/tRYv2FN0ylsqhwAmtBMSMVr4HH9ADGf5nDhDmv5f9M0VVMPSrLbhzUF0hE9Gn/6pwjEgIbyIhKF5LZh4Ylz2O8gAdroALxynMFVXbchTWl5VLFSxRN6IWw4vVRD8Y8n6W62DEKWkXTb4r56mky7zTt0wEdYaglqtIV1VCGGOYrvdG7UlcmypPy/ENVUknOHv1Zyss36PSRYw==</latexit><latexit sha1_base64="3pFhwZmpo252KNFzFdSGeaxrEUE=">AAAC0HichVFNT8JAEB3qF+AX6tFLIzHx1GwJCtyIX/FigsEKCRLSlgUbStu0hQQJMV49etU/pr/Fg2/XYuKBuM12Zt+8eTuzYwWuE8WMfaSUpeWV1bV0Jru+sbm1ndvZvYv8UWhzw/ZdP2xaZsRdx+NG7MQubwYhN4eWyxvW4EzEG2MeRo7v3caTgLeHZt9zeo5txoCa9c5UZ4zNOrk808rFSrlQVJnGTorHrAJH1+GUVF1jcuUpWTU/90n31CWfbBrRkDh5FMN3yaQIX4t0YhQAa9MUWAjPkXFOM8oidwQWB8MEOsC/j1MrQT2chWYks23c4mKHyFTpEPtSKlpgi1s5/Aj2C/tRYv2FN0ylsqhwAmtBMSMVr4HH9ADGf5nDhDmv5f9M0VVMPSrLbhzUF0hE9Gn/6pwjEgIbyIhKF5LZh4Ylz2O8gAdroALxynMFVXbchTWl5VLFSxRN6IWw4vVRD8Y8n6W62DEKWkXTb4r56mky7zTt0wEdYaglqtIV1VCGGOYrvdG7UlcmypPy/ENVUknOHv1Zyss36PSRYw==</latexit><latexit sha1_base64="3pFhwZmpo252KNFzFdSGeaxrEUE=">AAAC0HichVFNT8JAEB3qF+AX6tFLIzHx1GwJCtyIX/FigsEKCRLSlgUbStu0hQQJMV49etU/pr/Fg2/XYuKBuM12Zt+8eTuzYwWuE8WMfaSUpeWV1bV0Jru+sbm1ndvZvYv8UWhzw/ZdP2xaZsRdx+NG7MQubwYhN4eWyxvW4EzEG2MeRo7v3caTgLeHZt9zeo5txoCa9c5UZ4zNOrk808rFSrlQVJnGTorHrAJH1+GUVF1jcuUpWTU/90n31CWfbBrRkDh5FMN3yaQIX4t0YhQAa9MUWAjPkXFOM8oidwQWB8MEOsC/j1MrQT2chWYks23c4mKHyFTpEPtSKlpgi1s5/Aj2C/tRYv2FN0ylsqhwAmtBMSMVr4HH9ADGf5nDhDmv5f9M0VVMPSrLbhzUF0hE9Gn/6pwjEgIbyIhKF5LZh4Ylz2O8gAdroALxynMFVXbchTWl5VLFSxRN6IWw4vVRD8Y8n6W62DEKWkXTb4r56mky7zTt0wEdYaglqtIV1VCGGOYrvdG7UlcmypPy/ENVUknOHv1Zyss36PSRYw==</latexit>

ICRC 2021
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ONLINE ICRC 2021
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37th International 
Cosmic Ray Conference

12–23 July 2021

1. Heavy particles interact earlier than light  
—> Depth of the shower maximum (Xmax) is probe 
for cosmic-ray mass. 

2. MHz radio signals from: 
 
 
 
 
 
 
 
 
 

3. Radio emission footprint on the ground is sensitive 
to Xmax.  
 

4. Compare measured footprint to footprint from 
CORSIKA air shower simulation  
—> minimise for Xmax of measured shower.  

Introduction: Depth of the shower maximum (Xmax) as ‘mass composition’ 
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All particle spectrum 
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ΔE/E = 14%

Systematic  
uncertainty 
of energy scale 

Cherenkov:           0°<θ<60°     E> 6x1015 eV

750m:                   0°<θ<55°     E> 3x1017 eV   

Hybrid:                 0°<θ<60°     E> 3x1018 eV

1500m:                 0°<θ<60°     E> 3x1018 eV  

1500m:                60°<θ<80°     E> 4x1018 eV  

PoS(ICRC2021)324

Auger energy spectrum Vladimír Novotnº

uncertainty is shown in the right panel of Fig. 2, estimated by shifting the energy assignment in MC
in accordance with the 15% systematic uncertainty in the energy scale.

The energy scale uncertainty of the Cherenkov–dominated data is slightly larger than that
a�ecting showers at higher energies [8], since it also accounts for the uncertainty in the Cherenkov
emission model estimated to be 3% in energy, it includes a contribution related to the invisible
energy model [11], and incorporates 2.5% in energy for half of the maximum reconstruction bias
observed. The energy threshold of 6 PeV accessible by Cherenkov–dominated events is mainly
determined by the systematic uncertainty in exposure at low energies. We report data above an
energy where the uncertainty in exposure matches the uncertainty attributed to the energy scale.
Further details on the analysis of the Cherenkov events will be reported in a dedicated publication.

3. The Auger spectrum and its features

The measurements of the energy spectrum obtained with the 1500 m array using vertical events
[5], inclined events [13], hybrid events, events detected by the 750 m array [6] and the FD events
dominated by Cherenkov light are shown in the left panel of Fig. 3. The analysis and data set used
for the hybrid events is the same as in [13] with the only exception being the improvement in the
estimation of the exposure addressed in the previous section. Also, the data set for the 750 m array
is the same as in [13], but now the analysis benefits from an improved absolute calibration of the
HEAT telescopes and a reassessment of the trigger e�ciency that a�ects the measurements around
the threshold at 1017 eV [6].

For the FD Cherenkov events, in comparison to our previous report [11, 13], the analysis has
been improved in several aspects that have allowed us to lower the energy threshold from 3⇥1016 eV
down to 6 ⇥ 1015 eV, see Section 2.2. The data period was extended to 06/2012–12/2017 resulting
in 123 159 events selected for analysis. The energy spectrum of cosmic rays derived from the
PCGF reconstruction method is depicted in the right panel of Fig. 3, together with systematic
uncertainties. Besides the uncertainties in exposure we also show a major contribution from the
energy scale uncertainty, both are discussed in Section 2.2.
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Figure 3: Intensity of cosmic rays, �, multiplied by ⇢3 estimated using five di�erent techniques (left) and
the energy spectrum deduced from Cherenkov–dominated data (right). In the right plot, the systematic
uncertainty related to exposure is shown by the magenta band, that corresponding to the energy scale by the
blue band, and the total systematic uncertainty by the gray band.
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All particle spectrum 
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Combined spectrum – systematic uncertainty

PRELIMINARY
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Spectral features
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Ankle

Instep

2nd Knee

The quest for UHECR origins 
Auger, PRL (2020)

Ultra-high energy cosmic rays (UHECR)
Long thought to be of extragalactic origin > 5 EeV (0.8 J!), marking the ankle

Observed spectral features: instep at 10-15 EeV, toe at 40-50 EeV
→ markers of Peters cycle (acceleration) and UHECR horizon (propagation) 
     based on joint spectral-composition modeling

Spectral and composition observables integrated over the sphere  
→ help constrain source distance distribution & source escape spectrum

Anisotropy observables 
→ break down the flux (and composition) vs arrival direction: pinpoint sources?

Credits: Jorge Cham & Daniel Whiteson
2

Auger 2021
Toes 

(Suppression)

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 

Spectrum shape and Instep not 
compatible with source models 
of single mass group (p, …, Fe)

Cherenkov:           0°<θ<60°     E> 6x1015 eV

750m:                   0°<θ<55°     E> 3x1017 eV   

Hybrid:                 0°<θ<60°     E> 3x1018 eV

1500m:                 0°<θ<60°     E> 3x1018 eV  

1500m:                60°<θ<80°     E> 4x1018 eV  



All-particle spectrum
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Ankle

Instep

2nd Knee

The quest for UHECR origins 
Auger, PRL (2020)

Ultra-high energy cosmic rays (UHECR)
Long thought to be of extragalactic origin > 5 EeV (0.8 J!), marking the ankle

Observed spectral features: instep at 10-15 EeV, toe at 40-50 EeV
→ markers of Peters cycle (acceleration) and UHECR horizon (propagation) 
     based on joint spectral-composition modeling

Spectral and composition observables integrated over the sphere  
→ help constrain source distance distribution & source escape spectrum

Anisotropy observables 
→ break down the flux (and composition) vs arrival direction: pinpoint sources?

Credits: Jorge Cham & Daniel Whiteson
2

Auger 2021
Toes 

(Suppression)

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 
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Mass composition: Depth of shower maximum
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Depth of shower maximum (Auger results)
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Auger preliminary

Auger preliminary
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Auger shower

Shower-by-shower 
fluctuations very small

Break in elongation rate 
just below energy of ankle

Longitudinal shower profile

)2Slant depth    (g/cm
200 300 400 500 600 700 800 900 1000

)9
N

um
be

r o
f c

ha
rg

ed
 p

ar
tic

le
s 

  (
x1

0

0

1

2

3

4

5

6

7

8

Height a.s.l.   (m)
20004000600080001000012000

 eV19proton, E=10

Auger shower

)2Slant depth    (g/cm
200 300 400 500 600 700 800 900 1000

)9
N

um
be

r o
f c

ha
rg

ed
 p

ar
tic

le
s 

  (
x1

0

0

1

2

3

4

5

6

7

8

Height a.s.l.   (m)
20004000600080001000012000

 eV19-ray, E=10a

Auger shower

)2Slant depth    (g/cm
200 300 400 500 600 700 800 900 1000

)9
N

um
be

r o
f c

ha
rg

ed
 p

ar
tic

le
s 

  (
x1

0

0

1

2

3

4

5

6

7

8

Height a.s.l.   (m)
20004000600080001000012000

 eV19iron, E=10

Auger shower

Nmax = E0/Ec

Xmax � De ln(E0/Ec)

Superposition model:

XA
max � De ln(E0/AEc)

47

Longitudinal shower profile
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FIG. 12: Investigated models (grey lines) describing the evolution of →Xmax↑ as a function of energy E. The studied models are
piecewise-linear in log10(E/eV). (a) Fit of a constant elongation rate, as suggested by the FD data analyses above 3 EeV. More
complex models describing a scenario beyond a constant evolution: piecewise-linear models with (b) one break, (c) two breaks,
and (d) three breaks. The locations of the breaks are indicated by grey arrows.

4.4! , which, on a statistical basis, indicates a substructure in
the evolution of the UHECR composition. The significance of
rejecting the hypothesis of a two-break model using the three-
break model amounts to 3.3! .

The investigated models and their parameters are summa-
rized in Table III, including statistical and systematic uncer-
tainties, and compared to the positions of the energy spec-
trum features identified at ultra-high energies. Systematic
uncertainties were estimated by shifting the measurement
by the upper and lower energy-dependent uncertainties dis-

cussed in Section III E and re-fitting the data and further-
more incorporating the uncertainty on the hybrid calibra-
tion by an energy-dependent calibration (see Fig. 18) affect-
ing the size of the elongation rate. The breaks in the evo-
lution of →Xmax↑ in all models are observed to be at sim-
ilar energies as the features of the UHECR energy spec-
trum [53], i.e., the ankle at (4.9± 0.1(stat)±0.8(sys)) EeV,
instep at (14±1(stat)±2(sys)) EeV and suppression at
(47±3(stat)±6(sys)) EeV. Note that, even for a joint astro-
physical interpretation, features in the energy spectrum and
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FIG. 12: Investigated models (grey lines) describing the evolution of →Xmax↑ as a function of energy E. The studied models are
piecewise-linear in log10(E/eV). (a) Fit of a constant elongation rate, as suggested by the FD data analyses above 3 EeV. More
complex models describing a scenario beyond a constant evolution: piecewise-linear models with (b) one break, (c) two breaks,
and (d) three breaks. The locations of the breaks are indicated by grey arrows.

4.4! , which, on a statistical basis, indicates a substructure in
the evolution of the UHECR composition. The significance of
rejecting the hypothesis of a two-break model using the three-
break model amounts to 3.3! .

The investigated models and their parameters are summa-
rized in Table III, including statistical and systematic uncer-
tainties, and compared to the positions of the energy spec-
trum features identified at ultra-high energies. Systematic
uncertainties were estimated by shifting the measurement
by the upper and lower energy-dependent uncertainties dis-

cussed in Section III E and re-fitting the data and further-
more incorporating the uncertainty on the hybrid calibra-
tion by an energy-dependent calibration (see Fig. 18) affect-
ing the size of the elongation rate. The breaks in the evo-
lution of →Xmax↑ in all models are observed to be at sim-
ilar energies as the features of the UHECR energy spec-
trum [53], i.e., the ankle at (4.9± 0.1(stat)±0.8(sys)) EeV,
instep at (14±1(stat)±2(sys)) EeV and suppression at
(47±3(stat)±6(sys)) EeV. Note that, even for a joint astro-
physical interpretation, features in the energy spectrum and
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Figure 1: Calibration of the DNN using hybrid measurements. (a) Correlation between -max reconstructed
using the FD and the deep neural network. (b) Bias of the -max reconstructed using the DNN with respect
to the reconstruction of the fluorescence detector as a function of energy.

that detect the Cherenkov light induced by secondary particles traversing the water tanks. For
each station, the measurement comprises an accurate determination of the arrival time of the first
particles and a time-dependent signal measurement covering 3 `s in bins of 25 ns.

To ensure a high-quality selection, we use the standard SD selection [11], i.e., reject events
below 1018.5 eV and zenith angles above 60�, and accept only events where each station in the
hexagon surrounding the station with the largest signal is working. We further apply a fiducial
selection derived using simulations to select only events that fall in a zenith range where the
composition bias of the DNN between iron and proton is smaller than 10 g cm�2. The cut is
energy-dependent and removes events with geometries challenging to reconstruct using the SD.
After selection, our data set consists of 48,824 events recorded with the SD array of the Pierre
Auger Observatory, from January 1, 2004, to August 31, 2018.

For cross-calibration of the algorithm, a data set of hybrid measurements is also utilized to
remove the dependency on the hadronic interaction models and detector effects. After performing the
SD selection as described above, the FD selection [5] is applied, guaranteeing stable calibrations,
good observation conditions, an adequate reconstruction of the Gaisser-Hillas profile, and an
accurate reconstruction of -max within the field of view of the telescope, ensuring that the event
selection is unbiased, i.e., that the acceptance does not depend on -max. The hybrid data set after
cuts comprises 1,642 events measured between January 1, 2004, and December 31, 2017.

3. ^max reconstruction using deep learning

To reconstruct the depth of the shower maximum -max, the time-dependent particle footprint
measured at each triggered SD station is exploited using deep neural networks. The arrival times,
as well as the measured signal traces, are used as input for the algorithm. In detail, we utilize two

3

Several breaks

identified

Systematic 
offset in Xmax

8

TABLE I: Best-fit parameters with statistical and systematic
uncertainties for the identified elongation model that features
three changes at energies (E1,E2,E3) in the elongation rate
(D0,D1,D2,D3) and an offset b of →Xmax↑ at 1 EeV. The
positions of the features of the energy spectrum [53] are also
given.

parameter 3-break model energy spectrum
val±!stat ±!sys val±!stat ±!sys val±!stat ±!sys

b / gcm↓2 750.5±3±13
D0 / gcm↓2 decade↓1 12±5±6

E1 / EeV 6.5±0.6±1 4.9±0.1±0.8
D1 / gcm↓2 decade↓1 39±5±14

E2 / EeV 11±2±1 14±1±2
D2 / gcm↓2 decade↓1 16±3±6

E3 / EeV 31±5±3 47±3±6
D3 / gcm↓2 decade↓1 42±9±12

matching our findings. These indications reinforce our results
and will be further investigated to extract information on their
astrophysical origin.

We also studied the evolution of !(Xmax) (see Figure 2b) to
identify a potentially similar underlying structure. We observe
a decrease in fluctuations, while the elongation rate implies a
change towards a heavier composition. Consistently, we find
no substantial change in the fluctuations !(Xmax) at the re-
gions — between the ankle and the instep, and above the sup-
pression — where the elongation rate of →Xmax↑ is closer to
that of a constant composition. While being compatible with
the data (∀/ndf = 10.3/10), a model featuring three breaks at
positions fixed to those found in the elongation rate is statis-
tically not significant. Using such a model, a linear decrease
in !(Xmax) can be rejected at a 2.2! significance level only.
Note that changes in the primary mass composition are not
reflected in the same way in the energy evolution of →Xmax↑
and !(Xmax) [11]. A simple transition between two primary
species at a constant rate corresponds to a linear dependence
of →Xmax↑ on log(E) but to a non-linear behavior of !(Xmax),
for which, thus, the application of a broken-line model is in-
appropriate. For the evolution involving a larger number of
primary species with unknown proportions, a specific model
for the interpretation of !(Xmax) cannot be defined. Hence,
more sophisticated investigations are needed. Detailed studies
on the astrophysical origin of the features in the mass compo-
sition and the energy spectrum are ongoing and will, jointly
with the AugerPrime upgrade, offer new insights into the na-
ture of UHECRs.

SUMMARY

We have performed a measurement of →Xmax↑ and !(Xmax)
for cosmic rays with energies between 3 and 100 EeV to inves-
tigate their mass composition. The method relies on the time-
dependent signals recorded by the SD of the Pierre Auger Ob-
servatory. After training our deep learning model on simu-

lated SD data, we used measured hybrid data to crosscheck
and cross-calibrate our algorithm using the FD of the Obser-
vatory to remove mismatches between simulations and mea-
sured data. With the calibrated method, we obtained a 10-
fold increase in the size of the Xmax data set for E > 5 EeV
compared to the FD measurements and found a consistent
picture of the →Xmax↑ and !(Xmax) measurements. At lower
energies, our measurements are in excellent agreement with
fluorescence observations, indicating a light and mixed mass
composition. At the highest, so far inaccessible, energies, we
report a purer and heavier composition, confirming the trend
indicated by the FD data. The observation of small fluctu-
ations in Xmax beyond 50 EeV further excludes a significant
fraction of light nuclei at the highest energies. Due to the sub-
stantial rise in statistics, we have found evidence at a level of
4.4! for a characteristic structure in the evolution of the mass
composition beyond a constant elongation rate. The model de-
scribing our data best features three breaks. Interestingly, the
identified breaks in the elongation rate model are observed to
be in proximity of the ankle, instep, and suppression features
in the energy spectrum, where changes in the spectral index
have been reported [4]. A structure, while not statistically sig-
nificant, is visible in !(Xmax), which could suggest breaks at
similar energies. More statistics are needed to study the na-
ture of the identified breaks and, particularly, investigate the
existence of the third break at the highest energies, where the
statistics are decreasing and systematic uncertainties are in-
creasing. We have demonstrated the significant potential of
applying deep neural networks to astroparticle physics, par-
ticularly in the analysis of low-level data. Our approach com-
prises a detailed study of systematic uncertainties, including
the cross-calibration with a complementary detector, high-
lighting the importance of an independent data set for cali-
bration and validation of these powerful algorithms.

The Pierre Auger Observatory is now being upgraded,
which includes the deployment of scintillators and radio an-
tennas on top of each SD station. The new detectors, com-
bined with the emerging capabilities of machine-learning-
based algorithms, offer unique prospects for accurate com-
position studies [55, 56] and increase our understanding of
cosmic rays at ultra-high energies.
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Agencia Nacional de Promoción Cientı́fica y Tecnológica
(ANPCyT); Consejo Nacional de Investigaciones Cientı́ficas
y Técnicas (CONICET); Gobierno de la Provincia de Men-
doza; Municipalidad de Malargüe; NDM Holdings and
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Elongation rate in agreement with that found with FD 
Clear evidence of a structure in ER, best described with a three-break model: 
constant ER rejected at 4.4σ              incompatible with pure composition 

➡kinks  resembling the spectrum features 
➡in agreement with those predicted  by a simplified astrophysical model
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Muon measurement – inclined showers
Number of muons in showers with θ>65°
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FIG. 3. Measured average number of muons as a function of the energy and the predictions from three interaction models for
proton (red) and iron (blue) showers.

FIG. 4. Left panel: Average number of muons measured as a function of the energy together with the predictions from three
interaction models given the composition measured with Xmax. The line is the best fit of the form hRµi[E] = a(E/(1019 eV))b.
Right panel: Relative fluctuations in the number of muons measured as a function of the energy together with the predictions
from three interaction models given the composition measured with Xmax.

B. Detailed comparison between interaction models and measurement

In Fig. 3 the average number of muons in each bin of energy is shown. The model predictions for proton and iron

primaries are shown as well.

In Fig. 4 the measurement of the average number of muons (left panel) and the relative fluctuations (right panel)

are shown as a function of the energy. The predictions from interaction models given the measured composition

are shown for each model individually. In Figs. 5 and 6 the measurement of the average number of muons and the

relative fluctuations are compared with the predictions from the interaction models separately. All models, given the

measured composition, reproduce the fluctuation measurement. In case of the average number of muons none of the

models yields enough muons to describe the data.

In Fig. 7 the measurement of hXmaxi and hlnRµi at 10
19

eV are compared. Both quantities scale linearly with

hln Ai, meaning the predictions for di↵erent primary compositions fall on a line.

(Auger PRD 2015, PRL 2021)

The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0

PHYSICAL REVIEW LETTERS 126, 152002 (2021)

152002-6

Shower-to-shower fluctuations

Discrepancy of muon number (20–30%),  
but non in relative shower-to-shower fluctuations

Muonic component

Hadronic shower

(mesons & baryons)

Electromagnetic shower (electrons and 
photons)

Primary: 
Hadron

Primary:Photon

The bulk of radiated and visible 
energy comes from the EM cascade

Muons trace the hadronic shower which is the
backbone of the whole cascade

л0 decays are the propellers of the EM cascade

6
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Comparison with other Auger data

Comparison muon content and Xmax: Inconsistency

Muon deficit at lower energies: 38% EPOS-LHC, 50% QGSJetII-04 

Qualitative agreement with evolution from Xmax?

20
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The engineering array – Main results

EPOS-LHC

➢ Comparison muon content and Xmax

➢ Muon deEcit in lower energies (38% EPOS-LHC, 50% QGSJetII-04)

➢ But qualitative agreement with evolution from Xmax
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Karl-Heinz Kampert - University of Wuppertal MMAW Workshop, Pisa Oct. 10-12, 2022

Auger: A 4    MM Observatory
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! Neutrons and charged CRs: Θ ≤ 80°

" Photons: 30° ≤ Θ ≤ 60° 

# Down-Going Neutrinos: 60° ≤ Θ ≤ 90° 

$ Earth Skimming Neutrinos: 90° ≤ Θ ≤ 95° 

% BSM Particles: Θ > 90°

π

Auger as 4π 
multi-messenger 

observatory

Picture: curtesy KH  Kampert
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GZK proton (Kampert et al. 2011)
GZK mixed (Bobrikova et al. 2021)
SHDM I (Kalashev & Kuznetsov 2016)
SHDM II (Kachelriess, Kalashev & Kuznetsov 2018)

 interactions in halo (Kalashev & Troitsky 2014)pp

CR interactions in Milky Way (Berat et al. 2022)
Single source without cutoff

Figure 5. Upper limits (at 95% C.L.) on the integral photon flux above 2⇥1017 eV determined here (red circles). Shown are also
previous upper limits by various experiments: Pierre Auger Observatory (hybrid: blue circles, taken from Savina & Pierre Auger
Collaboration (2021); SD: cyan circles, taken from Rautenberg & Pierre Auger Collaboration (2019)), KASCADE/KASCADE-
Grande (orange triangles, taken from Apel et al. (2017)), EAS-MSU (magenta diamonds, taken from Fomin et al. (2017))
and Telescope Array (green squares, taken from Abbasi et al. (2019)). The red band denotes the range of expected GZK
photon fluxes under the assumption of a pure-proton scenario (Kampert et al. 2011). The green band shows the expected GZK
photon flux assuming a mixed composition that would fit the Auger data (Bobrikova et al. 2021). In addition, the expected
photon fluxes from the decay of super-heavy dark matter particles are included (decay into hadrons: dashed violet line, based
on Kalashev & Kuznetsov (2016); decay into leptons: dot-dashed gray line, based on Kachelriess et al. (2018); the exact lines
have been obtained through personal communication with one of the authors). The photon fluxes that would be expected from
pp interactions in the Galactic halo (Kalashev & Troitsky (2014), olive-green line) or from cosmic-ray interactions with matter
in the Milky Way (Bérat et al. (2022), blue band) are shown as well. Also included is the expected flux of photons from a single,
putative source without a cuto↵ in its spectrum (dotted turquoise line, modeled after HAWC J1825-134, Albert et al. (2021),
where we extrapolated the measured flux to the highest energies), ignoring its directionality as if its flux were distributed over
the full sky.

of the UHECR flux, and the mass composition. The
limits obtained in this study improve previous ones in
the energy range of interest to probe such a flux; yet
they remain between two and three orders of magnitude
above the expectations.
The cosmogenic fluxes just mentioned can be seen as

floors above which increased sensitivity to photons could
reveal unexpected phenomena. To exemplify such a po-
tential, we explain below the four curves that correspond
to fluxes from putative sources in the Galactic disk or
to patterns that could emerge from proton-proton inter-
actions in the halo of the Galaxy or from the decay of
super-heavy dark matter (SHDM).
The recent observation of photons above 2⇥1014 eV

from decaying neutral pions from the J1825-134 source

reported in Albert et al. (2021), in a direction coincident
with a giant molecular cloud, provides evidence that cos-
mic rays are indeed accelerated to energies of several
1015 eV, and above, in the Galaxy. Interestingly, the
flux of this source could extend well beyond 2⇥1014 eV,
as no cuto↵ is currently observed in its energy spectrum
measured up to this energy. As an example of the dis-
covery potential with increased exposure, we show as
the green curve the flux from such a putative source ex-
trapolated to the highest energies. Note that this flux,
which is directional in essence, is here for simplicity cal-
culated by converting it to a di↵use one, assuming the
flux were distributed over the full sky. We observe that
the extrapolated flux for this source is higher than the
cosmogenic ones below 1018 eV. The upper limits deter-

Multimessenger searches:  
Neutrinos and photons

22

• Best sensi1vity to UHE neutrinos
slightly below 1018 eV, comparable
to that of IceCube

• Integral limit for neutrino energies
between 1017 eV and 2.5×1019 eV:
3.5×10-9 GeV cm-2 s-1 sr-1

or equivalently
1.1 EeV km-2 yr-1 sr-1

• Frac1onal contribu1ons:
• Channel: ES 0.79; DGH 0.18; DGL 0.03
• Flavor: "" 0.10; "# 0.04; "$ 0.86

Upper limits on the diffuse flux of UHE neutrinos

15 November 2022Jaime Alvarez-Muñiz, Marcus Niechciol / Pierre Auger Collaboration Meeting November 2022 7

IceCube, PRD 98, 062003 (2018)
ANITA, PRD 98, 022001 (2018)

PRELIMINARY

ν: Neutrino sensitivity better than Waxman-Bahcall bound 

Limits constrain GZK & astrophysical neutrino models

γ search ν search

γs: Exotic processes 
as dominant sources 
excluded

Sensitivity reaches 
GZK predictions
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Anisotropy



Large scale anisotropy

24

Combination of  showers with θ<60° and 60°<θ<80°

Harmonic analysis in right ascension α of SD data
Large-scale anisotropy (Auger data)
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Combination of vertical and inclined showers
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5 EeV

2 EeV

gal. coordinates

(l,b) = (233�,�13�)

Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies 
(Harari, Mollerach PRD 2015, 2016) 

Deflection of dipolar pattern due to  
Galactic magnetic field 

Strong indication for extragalactic origin

11

DISCUSSION DISCUSSION 

disfavors galactic origindipole direction ~ 125° from GC 

observed dipole: (l, b) = (233°,-13°)

Flux map above 8 EeV- Galactic coordinates

Dipole's equatorial plane

Equatorial plane  
of dipole

Observed dipole:  
(l, b) = (233°,-13°) 

3D dipole above 8 EeV 
in galactic coordinates

Significant modulation of 6.5+1.3% at 6.9σ level-0.9

(Science 357 (2017) 1266, update ICRC 2023) 

Dipole reconstruction

5No clear trend in the evolution of dipole direction with energy 

Galactic coordinates

Corresponds to 6.6\

was 1.4 × 10EX (ApJ 2020) and 
2.6 ×10E[ (Science 2017)

Dipole amplitude 
growing with energy
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Accounting GMF deflections

Z ~ 1.7 – 5  at 10 EeV E/Z ~ 2 – 5  EeV
[Auger Coll. PRD 90 (2014) 122006]

The flux-weighted dipole from IR galaxy distribution in 

2MRS points to (l,b)=(251º,38º)  → ~55º from observed
[Erdogdu et al. 2006]

[Jansson and Farrar ApJ 757 (2012) 14]

DISCUSSION DISCUSSION 

Improves agreement 
observation ↔2MRS

Large scale anisotropy

25

• Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies  
(Harari, Mollerach PRD 2015, 2016) 

• Deflection of dipolar pattern due to  
Galactic magnetic field 


• Strong indication for extragalactic origin 
dipole direction ~ 125° from GC 

2MASS Redshift Survey The flux-weighted dipole from  
IR galaxy distribution in 2MRS  
points to (l,b)=(251o,38o)  
⇒ ~55o from observed 

Observed dipole:  
(l, b) = (233°,-13°) 

3D dipole above 8 EeV 
in galactic coordinates

Significant modulation of 6.5+1.3% at 6.9σ level-0.9



Arrival directions – high-energy anisotropy searches

26

A closer look at the catalog-based models

Which UHECR overdensities do the models grasp?
Centaurus region in all models (M83 + Cen A + NGC 4945 at ~4 Mpc)

Galactic-South-pole tepid spot in starburst model (NGC 253 at ~4 Mpc)

No hotspot at (l,b) ~ (280°,75°) from IR model (Virgo cluster at ~16 Mpc)

Observed > 41 EeV

Best-fit models > 38-41 EeV 

9

Disclaimer: qualitative comparison
Starbursts + IR/X-ray/ɣ-ray vs IR/X-ray/ɣ-ray

yield only mild (2-3σ) preference for starbursts

Discovery level of 5σ expected only after 2025 

(Astrophysical Journal, 935:170, 2022, update ICRC 2023)

Centaurus A region: E > 38 EeV, ~27° radius, 4.0 σ (post trial) 
Starburst galaxies: E > 38 EeV, ~25° radius, 3.8 σ (post trial)

  

SBGs and AGNs in our vicinity

Active galaxies or AGN

e.g. Cen A, close to an Auger hotspot

AGNs from the 2FHL Catalog 
(Fermi-LAT, > 50 GeV)

within 250 Mpc

Ackermann+ 16

more distant (90% of Bux < 100 Mpc)

Star-forming or starburst galaxies

e.g. M82, close to the TA hotspot

'Starbursts' from Fermi-LAT search list 
(HCN survey) within 250 Mpc

with radio Bux > 0.3 Jy

Gao & Salomon 05

nearby (90% of Bux < 10 Mpc)

Assumption: UHECR 2ux ∝ non-thermal photon 2ux

Note: inspired from Pierre Auger Collaboration 2011
but di�ers from most past UHECR studies:

doesn't assume that sources are 'standard' candles
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PoS(ICRC2023)252

An update on the arrival direction studies made with data from Auger Geraldina Golup

number of events, 𝐿obs, inside a circular window, compared to the mean number of events expected
from isotropic simulations, 𝐿exp. The post-trial 𝑀-value is computed as the fraction of isotropic
simulations that have an equal or smaller probability under the same scan. The most significant
excess, presented in Table 1, is for an energy threshold of 38 EeV, an angular window of 27→, a
post-trial 𝑀-value of 2% and for a region located 2→ away from Cen A. In Fig. 1, we show the sky
maps for local Li-Ma significance and the flux, for the same energy threshold and top-hat window.

Analysis 𝑁th [EeV] ω [→] 𝐿obs 𝐿exp Local 𝑀-value Post-trial 𝑀-value
Overdensity 38 27 245 172.0 1.8 ↑ 10↓8 0.02
Cen A 38 27 237 169.0 1.1 ↑ 10↓7 3.0 ↑ 10↓5

Table 1: Results of the all-sky search for overdensities and the search fixed at Cen A. 𝑁th is the threshold
energy, ω is the top-hat radius for which the local 𝑀-value is minimum. 𝐿obs and 𝐿exp are the number of
observed and expected events above 𝑁th and inside ω. The post-trial 𝑀-value accounts for the scan.

We also update the search for excesses fixed at the location of Cen A. The energy scan is the
same as in the overdensity search and the angular scan as well, with the exception that between 1→

and 5→, the steps are of 0.25→ as in [4, 5]. The results of the scan are shown in Fig. 2 and the most
significant excess is listed in Table 1. The smallest 𝑀-value is at the same 𝑁th and top-hat window
as in [5], and the post-trial 𝑀-value has decreased to 3.0 ↑ 10↓5 (4.0𝑂 1-sided). The excess of
events has grown by five, within the expectations of a linear growth of the signal, and thus the 5𝑂
discovery threshold is expected for an exposure of (165, 000± 15, 000) km2 yr sr, as reported in [5].

Figure 1: Local Li-Ma significance map within a top-hat window of 27→ radius (left panel) and flux map
(right panel) with 𝑁 ↔ 38 EeV in Galactic coordinates. The supergalactic plane is shown with a gray line.

Furthermore, we study the regions of the sky where the Telescope Array (TA) Collaboration
has reported excesses in their data (see [9] for the latest update). The TA overdensities close to the
Perseus-Pisces supercluster (PPSC) and the higher-energy excess, the so-called “TA hot spot”, are
reported for a top-hat window of 20→ and 25→, respectively, as in [9]. Their post-trial 𝑀-values are
between 3.0-3.2𝑂 (for the PPSC results, no account appears to have been taken for the three trials
in this region, and the post-trial 𝑀-values decrease to ↗2.5𝑂 if they search for an excess close to
any other major structure). In Table 2, we present our results compared to those published by TA.
We have rescaled the energy where TA reports their excesses by ↓20%, taking into account the
cross-calibration of the energy scale reported in [10]. With comparable statistics to TA, we do not
find any significant excesses in the same regions with rescaled energy thresholds.

3

Cen A
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Dipole anisotropy of extragalactic origin
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Figure 1. Left above: The density field of the local universe derived from CosmicFlow-2 (Hoffman et al. 2018) in Super-
galactic coordinates; a 3D interactive view is available at [https://sketchfab.com/3d-models/quasi-linear-construction-of-the-density-field-
91448f58ed5b4a30b5dc270a34fb4352] Left below: The intensity map of the flux illuminating the Galaxy � 8 EeV, for sources following
the CosmicFlow-2 density field using the Eq. 1, “d90”, treatment; the pattern is virtually identical for the sharp-horizon treatment, but with
maximum relative flux =1.47 instead of 1.67 as in “d90”. The direction of the dipole component is not far from the CMB dipole. Right panels:
The colored lines are the percentage contribution to the observed UHECR flux coming from the indicated distance bins, as a function of energy,
for the parameters of the best-fitting d90 (above) and sharp-horizon SH* (below) models detailed in Table 1. The dots represent the average
over the energy bin indicated at the top. The actual calculation uses 1 Mpc bins in distance and 0.1 bins in log10(E).

discussed in Table 1; the meaning should be clear in context.)
Even if the source spectrum were known, Eq. 1 is not an ex-
act description because the energy loss rate evolves during
evolution as the composition and energy change. Moreover
the d90(A, E) values available in the literature are integrated
above a threshold rather than applying to a bin of energy.
A future more accurate treatment needs to take this into ac-
count as well as taking the source spectrum as an unknown
to be self-consistently fit.

We explore the possible spreading of the source images
and reduction in horizon due to diffusion in the EGMF, us-
ing the sharp-horizon treatment. We adopt the simplest hy-
pothesis that the universe is filled with homogeneous and
isotropic turbulent magnetic fields. While the turbulence
level of the EGMF is still unknown, upper limits obtained by
various measurements or arguments exist (Durrer & Neronov
2013). We adopt a Kolmogorov spectrum and – to fully

cover the possible parameter space – we consider rms ran-
dom field strength 0.08  BEG  10 nG and coherence
length 0.08  �EG  0.5 Mpc. The diffusion coefficient,
DEG, and indeed all magnetic deflections, depends on rigid-
ity, E/Z; in the relevant rigidity domain, DEG is proportional
to
⇣
E/ZBEG�0.5

EG

⌘2
(Globus et al. 2008). The intensity profile

of a single source depends on the diffusion coefficient and on
the distance to the source; it is calculated by a method fol-
lowing the diffusion of light in scattering media, that allows
to take into account the transition between quasi-linear and
diffusive regimes, as detailed in Appendix A.

For a given assumed EGMF, composition and energy, and
adopting either the sharp-horizon or d90 attenuation, we cal-
culate the weight of a 1-Mpc-thick shell of matter at dis-
tance z in the total observed CR flux at the given (A, E). The
final illumination map for that (A, E) and attenuation model
is then the weighted sum of the surface mass density in each

Protons below ankle energy are of extragalactic origin 
Dipole anisotropy indicates transition to extragalactic sources 
Interplay of source distribution, composition, and mag. horizon

Direction and energy dependence of extragalactic dipole 

(Auger, ApJ 203, 2012, 
Giacinti et al. JCAP 2012, 2015)

(Ding, Globus & Farrar 
ApJ 913 (2021) L13)
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Figure 11. 99% CL upper limits on dipole and quadrupole amplitudes as a function of the energy. Some generic anisotropy expectations from stationary Galactic
sources distributed in the disk are also shown for various assumptions on the cosmic-ray composition. The fluctuations of the amplitudes due to the stochastic nature
of the turbulent component of the magnetic field are sampled from different simulation data sets and are shown by the bands (see the text).
(A color version of this figure is available in the online journal.)

Table 3
Summary of the Dipolar Analysis (ℓmax = 1) Reported in Section 5.2,

Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E N r δ α UL
(EeV) (%) (◦) (◦) (%)

1–2 360132 1.0 ± 0.4 −15 ± 32 342 ± 20 1.5
2–4 88042 1.6 ± 0.8 −46 ± 28 35 ± 30 2.8
4–8 19794 2.7 ± 2.0 −69 ± 30 25 ± 74 5.8
>8 8364 7.5 ± 2.5 −37 ± 21 96 ± 18 11.4

simulation of showers. Both the systematic uncertainties asso-
ciated with the different interaction models and primary masses
and the statistical uncertainties related to the procedure used to
extract g1 and g2 constitute a source of systematic uncertainties
on the anisotropy parameters.

To quantify these systematic uncertainties, we repeated the
whole chain of analysis on a large number of modified data
sets. Each modified data set is built by randomly sampling the
coefficients αP , αρ, and βρ (or g1 and g2 when dealing with
geomagnetic effects) according to the corresponding uncertain-
ties and correlations between parameters through the use of a
Gaussian probability distribution function. For each new set of
correction coefficients, new sets of anisotropy parameters are
then obtained. The rms of each resulting distribution for each
anisotropy parameter is the systematic uncertainty that we as-
sign. Results are shown in Figure 10, in terms of the dipole
and quadrupole amplitudes as a function of the energy. Bal-
anced against the statistical uncertainties in the original analysis
(shown by the bands), it is apparent that both sources of system-
atic uncertainties have a negligible impact on each reconstructed
anisotropy amplitude.

7. UPPER LIMITS AND DISCUSSION

From the analyses reported in Section 5, upper limits on
dipole and quadrupole amplitudes can be derived at 99% CL
(see Appendices C and D). All relevant results are summarized
in Tables 3 and 4. The upper limits are also shown in Figure 11
accounting for the systematic uncertainties discussed in the
previous section: in the last two energy bins, the upper limits
are quite insensitive to the systematic uncertainties because all
amplitudes lie well within the background noise.

Below we illustrate the astrophysical interest of these upper
limits by calculating the anisotropy amplitudes expected in a toy
scenario in which sources of EeV cosmic rays are stationary,

Table 4
Summary of the Quadrupolar Analysis (ℓmax = 2) Reported in Section 5.3,
Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E λ+ β UL (λ+) UL (β)
(EeV) (%) (%) (%) (%)

1–2 2.0 ± 0.7 1.7 ± 0.6 3.0 2.9
2–4 5.0 ± 1.7 4.2 ± 1.3 6.3 6.1
4–8 1.6 ± 2.0 1.9 ± 1.8 10.0 9.4
>8 4.0 ± 3.4 3.9 ± 2.7 14.5 13.8

densely and uniformly distributed in the Galactic disk, and emit
particles in all directions.

Both the strength and the structure of the magnetic field in
the Galaxy, known only approximately, play a crucial role in
the propagation of cosmic rays. The field is thought to contain
a large-scale regular component and a small-scale turbulent
one, both having a local strength of a few microgauss (see,
e.g., Beck 2001). While the turbulent component dominates in
strength by a factor of a few, the regular component imprints
dominant drift motions as soon as the Larmor radius of cosmic
rays is larger than the maximal scale of the turbulences (thought
to be in the range 10–100 pc). We adopt in the following a
recent parameterization of the regular component obtained by
fitting model field geometries to Faraday rotation measures of
extragalactic radio sources and polarized synchrotron emission
(Pshirkov et al. 2011). It consists in two different components:
a disk field and a halo field. The disk field is symmetric with
respect to the Galactic plane and is described by the widely
used logarithmic spiral model with reversal direction of the
field in two different arms (the so-called BSS-model). The
halo field is anti-symmetric with respect to the Galactic plane
and purely toroidal. The detailed parameterization is given in
Pshirkov et al. (2011) (with the set of parameters reported in
Table 3). In addition to the regular component, a turbulent field
is generated according to a Kolmogorov power spectrum and is
pre-computed on a three-dimensional grid periodically repeated
in space. The size of the grid is taken as 100 pc, so as the
maximal scale of turbulences, and the strength of the turbulent
component is taken as three times the strength of the regular one.

To describe the propagation of cosmic rays with energies
E ! 1 EeV in such a magnetic field, the direct integration of
trajectories is the most appropriate tool. Performing the forward
tracking of particles from Galactic sources and recording those
particles which cross the Earth is, however, not feasible within
a reasonable computing time. So, to obtain the anisotropy of
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JCAP05(2023)024

Figure 4. Scenario 2. Left: the generation rate at the sources for each representative mass; the
LE and HE contributions are shown as dashed and solid lines, respectively. Right: the corresponding
best fit results for the all-particle energy spectrum at the Earth, given by the superposition of the LE
and HE extragalactic components.

according to energy spectra described by eq. (2.1) but with di�erent parameter values, since
they are reasonably associated to two di�erent populations of sources. We are here implicitly
assuming that a possible Galactic contribution is subdominant in the considered energy range.

The best-fit parameter values are listed in the column “Scenario 2” of table 1. The
spectral parameters in both energy ranges as well as the composition of the HE one are
similar to those found in the previous scenario. The composition of the LE component is a
mix of mostly protons and nitrogen, similar to the sum of the Galactic and LE extragalactic
components in the previous scenario.

The estimated generation rate at the sources is shown in the left panel of figure 4 for each
component and each ejected nuclear species. After the propagation through the intergalactic
medium, the partial contributions of the two components overlap in the ankle region and
provide a total flux which describes the measured spectrum in the whole considered energy
region, as shown in the right panel of figure 4.

We report also the contributions at the top of the atmosphere grouped according to
mass number (figure 5) and the first two moments of the Xmax distributions (figure 6).

In figure 7, the propagated fluxes produced by each ejected nucleus heavier than hy-
drogen are shown (dashed lines) along with their partial contributions from di�erent mass
groups of secondary particles at the Earth (solid lines). Note that so far only the statistical
uncertainties have been taken into account and the visible minor features in the energy spec-
trum that are not described by our model are actually encompassed within the systematic
uncertainties discussed in section 4. Besides, it is worth stressing that further extending the
fit to lower energies will require to include the e�ect of intergalactic magnetic fields, here
neglected (see section 3.3), to avoid the overestimation of measured fluxes below the current
fit threshold.

The plots on the top of figure 7 show the contributions from the LE component, whereas
the ones on the bottom refer to the HE one. From the comparison of the primary and
secondary contributions, it is clear that the photodisintegration plays no significant role in
the propagation of the LE component, whose observed composition is essentially the same
as the one ejected at the sources. Within the HE component the intersection of the helium
and nitrogen groups at Earth might be responsible of the change of the slope at the instep,
as already pointed out in ref. [5].

– 10 –

Basic scenario: 
•2 populations of EG identical 

sources, uniformly distributed

•Power law injected energy 

spectrum + rigidity cutoff

•Propagation only (no in-source 

interactions considered) 

Best description of the observed energy 
spectrum and composition at Earth:

•Hard HE component with low rigidity 

cutoff

•Soft LE component with unconstrained 

rigidity cutoff

Ankle ~ 5 EeV 
Interplay between the two 
popolations


Instep ~ 10 EeV 
Interplay between He and CNO 
primary masses


+ Absence of  cosmogenic 𝝂 and ɣ

+ Low cutoff


Suppression mainly due to 
exhaustion of the sources

JCAP05(2023)024

Figure 5. Scenario 2. Left: partial contributions to the energy spectrum at the top of the
atmosphere grouped according to mass number. Right: the corresponding relative abundances as a
function of the energy.

Figure 6. Scenario 2. First two moments of the Xmax distributions as predicted by the best-fit
results, along with the measured values and the predictions for pure compositions of various nuclear
species according to Epos-LHC.

Although the values of the source rigidity cuto� R
HE
cut are lower than approximately

1018.5 V, the shape of the cuto� is such that the ejected nuclei (especially medium-mass ones)
can still undergo a substantial amount of photodisintegration during their propagation, with
a major impact on the all-particle spectrum. In particular, as shown in the fourth panel
of figure 7, the secondary nucleons and helium nuclei from such interactions contribute to
around half of the all-particle spectrum at the ankle energy.

3.3 Discussion of astrophysical scenarios

Using two di�erent populations of extragalactic sources dominating at high and low energy
(HE and LE respectively) allows to easily reproduce the ankle feature. In both proposed
scenarios, the HE extragalactic population has a mixed mass composition, in agreement with
what was found in our previous work [54] for the fit above the ankle. Conversely, the two
scenarios di�er in the mass composition of the LE population, which in one case is mixed,
while in the other case it is composed of pure protons, requiring an additional medium-mass
Galactic component to match the observations [26].

– 11 –

EG magnetic fields between Earth and 
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spectrum, reducing low-rigidity particle 
flux (see  arXiv:2404.03533)
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Best-fit model: arrival directions
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(Murase 2019)

Nuclear disintegration in source 
region (scaling with mass A) 
(Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)
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Problem 1: injection of mainly heavy elements 
Problem 2: ions have to leave source 
Problem 3: hard source spectrum 
Problem 4: source population diversity 
Problem 5: large degree of isotropy 
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Interplay between 
confinement in source 
and disintegration of nuclei:

hard energy spectra

(Aloisio et al. 2014, Taylor et al. 2015, 
Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)

13

FIG. 16. Same as Fig. 12 but with HL GRB contribution
added. The maximum acceleration energy is ZE0

p,max =

1018.2ZL�iso,47
1/2 eV and �E = 0.14.

tion assuming the proton composition for the HL GRBs
and the LL GRB duration 100 times longer than the HL
GRB duration. The main results are una↵ected with the
luminosity function used in this work. If the composi-
tion for the HL GRBs is proton-dominated, the model
predicts that the composition changes at the highest en-
ergies, ⇠ 1020.2 eV.

V. CONNECTION TO THE ICECUBE
NEUTRINOS

Murase et al. [40] suggested that LL GRBs can be
the dominant sources of IceCube’s neutrinos (see also
[99, 100]). Interestingly, one of the predictions for a low
Lorentz factor of � = 5 is compatible with the IceCube
data above ⇠ 0.1 PeV [50], and the medium-energy neu-
trinos could be explained by their choked jet contribution
that can be more abundant [50]. The di↵use neutrino
flux from high-energy nuclei can be estimated using the
simple analytic formula [31],

E
2
⌫�⌫ ⇡ c

4⇡H0

3

8
⇠zfsupmin[1, fp�(EA/A)fA�(EA)

+ fmes(EA)(1� fA�(EA))]E
2
A
dNA

dEA
⇢
LL
0

⇠ 2⇥ 10�8 GeV cm�2 s�1 sr�1min[1, fp� ]fsup

⇥
✓
⇠CR/R

1

◆✓
⇠z

3

◆✓
E iso
rad

1050 erg

◆✓
⇢
LL
0

200 Gpc�3 yr�1

◆
,(10)

where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
ANNA [109].

Tidal disruption events (TDEs) 
of WD or carbon-rich stars

(Farrar, Piran 2009, Pfeffer et al. 2017, 
Zhang et al 2017)

Reverse shock scenario in

low-luminosity long GRBs

(Zhang, Murase et al 2019+)

One-shot acceleration in 
rapidly spinning neutron stars 
(Arons 2003, Olinto, Kotera, Feng, Kirk …)

Relativistic reflection of

existing CR population

(Biermann, Caprioli, Wykes, 2012+, Blandford 2023)

Cen-A bust & deflection on 
Council of Giants, solving isotropy

and source diversity problem

(Taylor et al. 2023)
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Fe Si, S
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CD

Shocked 
ejecta

Shocked 
CBM

Unshocked 
CBM

Engine-driven SNe

Unshocked 
ejecta

FIG. 1. A schematic diagram about the origin of UHECR
nuclei from GRBs. Nuclei in the stellar core can be extracted
by the relativistic outflow and accelerated to ultrahigh en-
ergies in the energy dissipation region via internal shocks or
external reverse-forward shocks. The progenitor massive star
is assumed to have an “onion-skin” structure at the onset
of core collapse with an iron core in the center (red circle)
surrounded by Silicon/Sulfur shell (purple circle) and Oxy-
gen/Carbon shell (green circle).

estimated to be R⇥ ' 5.6 ⇥ 1016E1/4
k,51.5%

�1/4
cbm,1T

1/4
4

cm,
where we adopt the “thick ejecta shell” case considering
� = cT > R⇥/2�2

0
, and T = 104 s is the engine frame

duration of the GRB ejecta [90]. This is justified when
the central engine is active for a su�ciently long time.
Note that if R⇥/2�2

0
> cT , we should consider the “thin

ejecta shell” � = R⇥/2�2

0
, where the thickness of the

ejecta shell are dominated by the velocity spreading.
The Lorentz factor of the shocked ejecta in the en-

gine frame is �⇥ ' 6.3 E1/8
k,51.5%

�1/8
cbm,1T

�3/8
4

, where we

adopt the condition %ej/%cbm ⌧ 4�2

0
for more tenuous

ejecta. The Lorentz factor of the shocked ejecta viewed
from the frame of the unshocked ejecta can be calcu-
lated from the addition of velocities in special relativ-
ity, �0

⇥ ⇡ (1/2)(�⇥/�0 + �0/�⇥) ' 1.1. The mag-
netic field strength of the shocked GRB ejecta can be
estimated assuming a fraction ✏B of the post-shock en-
ergy density is converted into the magnetic energy, B⇥ '
1.6✏1/2B,�1.3E

1/8
k,51.5%

3/8
cbm,1T

�3/8
4

G.

Once we know the Lorentz factor and magnetic field
strength of the shocked ejecta, we can constrain the RS
emission spectra. The typical break frequencies mea-
sured in the engine frame can be calculated using the
formula ⌫i = 3e�2

i B⇥�⇥/4⇡mec with some characteris-
tic Lorentz factor of electrons, �i. Here ⌫i represents ⌫m
(injection frequency), ⌫a (self-absorption frequency), and
⌫c (cooling frequency), respectively. The injection syn-
chrotron frequency in the engine frame is

⌫m ' 1.4⇥ 1013[(�0
⇥ � 1)/0.1]2

⇥ ✏
2

e,�1
f
�2

e,�2
✏
1/2
B,�1.3E

1/4
k,51.5%

1/4
cbm,1T

�3/4
4

Hz, (1)

with ✏e is the equipartition value of the thermal energy
convert to electrons, fe is the number fraction of electrons
that are accelerated. We adopt s = 2.4 as the default
electron spectral index as in Ref. [91], and the chosen
value s = 2.4 is already used in previous works in or-
der to reproduce the external reverse-forward shock emis-
sion [90, 93]. The electron cooling Lorentz factor depends
on the ratio between electron radiation time scale and
dynamical time scale �c = 6⇡mec

2�⇥/�T (Y + 1)R⇥B
2

⇥,
where Y is the Compton Y parameter. The typical cool-
ing frequency in the slow cooling regime is

⌫c ' 4.1⇥ 1013✏�3/2
B,�1.3E

�1/2
k,51.5%

�1

cbm,1T
�1/2
4

Hz, (2)

and the self-absorption frequency is

⌫a ' 3.8⇥ 109✏1/5B,�1.3✏
�1

e,�1
f
8/5
e,�2

E19/40
k,51.5

⇥ %
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�33/40
4

[(�0
⇥ � 1)/0.1]�1 Hz. (3)

The latter is estimated by setting the self-absorption op-
tical depth ⌧(⌫a) to unity [90, 91].
The synchrotron emission from RS can be described as

broken power law [91] (⌫a < ⌫m < ⌫c)

dn

d"
= n", max

8
>><

>>:

("a/"m)�2/3("/"a) "min < "  "a

("/"m)�2/3
"a < "  "m

("/"m)�(s+1)/2
"m < "  "c

("c/"m)�(s+1)/2("/"c)�(s+2)/2
"c < "  "max

(4)

where n", max = L", max/4⇡R2

⇥c"m is the normalization
of the di↵erential photon number density. The comoving
frame luminosity per unit energy is

L", max =
1

2⇡~
feNe

p
3e3B⇥

mec
2

= 6.9⇥ 1055fe,�2✏
1/2
B,�1.3E

9/8
k,51.5%

3/8
cbm,1T

�3/8
4

s�1
,(5)

where Ne = Ek/�0mpc
2. We show the comoving frame

di↵erential photon number density (blue lines) in Fig. 2,
which are calculated from following di↵erent parameter
sets:

• Jet-A: Ek = 3 ⇥ 1051 erg, T = 104 s, �0 = 10,
%cbm = 10 cm�3, ✏e = 0.1, fe = 0.01, ✏B = 0.01,
and s = 2.4.

New generation of complex model scenarios
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2.3. IMPORTANCE OF DETERMINING THE MUONIC SHOWER COMPONENT 17
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Figure 2.12: The 1s contour of the number of muons at maximum of the muon shower development,
log10 Nµ

max, vs the depth of shower maximum, Xmax, for fixed energies, E = 1019 eV (left) and E =
5⇥1019 eV (right), and fixed zenith angle, q = 38�.

• study hadronic interactions at high energy, understand the observed muon discrep-
ancy, and discriminate between different exotic interaction model scenarios. Further-
more, we could study systematic uncertainties by performing measurements with dif-
ferent observables and derive consistency checks on models.

• improve the current photon and neutrino sensitivity not only by collecting more statis-
tics, but also by having a much improved discrimination power.

• understand better, and reduce the systematic uncertainties of, many different measure-
ments including the all-particle flux and the cosmic ray composition measurement.

The key question is whether we can use additional information on the separation between
the electromagnetic and muonic shower components for improving the estimate of the mass
of the primary particles.

The simulated number of muons at maximum of the muon shower development,
log10 Nµ

max, versus the shower maximum Xmax at 1019 eV (5⇥1019 eV) and 38� of zenith angle,
as well as the marginal distributions are displayed in Figs. 2.12 and 2.13.

The difference in log10 Nµ
max and Xmax for the two most recent incarnations of LHC tuned

models (EPOS-LHC and QGSJetII.04) are of the order of D log10 Nµ
max ⇡ 0.1 and DXmax ⇡

15 g/cm2 independent of the primary. Within the frame of a single model, a clear separation
of light and heavy primaries seems possible. Even intermediate primaries like nitrogen can
be separated from protons and helium if the recorded statistics permit. Overall, the expecta-
tions from air shower simulations strongly indicate the feasibility of composition determina-
tion at the highest energies. It can be expected that, if the detector resolution is smaller or of
the order of the shower fluctuations, the primary mass can be inferred on an event-by-event
basis.

The fact that the average properties of the cascade can, to a large extent, be described in
terms of energy and shower age only is called shower universality, see [128] and Refs. therein.
To first approximation there is no direct dependence on the primary mass nor zenith angle.
This is a very remarkable result. Despite the vast number of interactions in an air shower,
its overall shape as well as the time profiles of particles reaching ground can be described
very well with very few measurable quantities. In the literature it has been described for the
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Complementarity of particle response used  
to discriminate em. and muonic components
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Scintillation detector (SSD)
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Sµ,WCD = aSWCD + bSSSD

Sem,WCD = cSWCD + d SSSD

(AugerPrime design report 1604.03637)(Martello, ICRC 2017)

To increase exposure with composition  
sensitive data Surface array needed!


Duty cycle: 100% (SD) vs 15% (FD)

(AugerPrime design report 1604.03637) 
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Status and plans for AugerPrime 
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Scintillators: 1450 installed

Status 2024-03-04

Radio: 904 (411) installed

Muon detectors:

41 installed

36
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AugerPrime: 2025      2035…..

μ

WCD/SSD/RD can collect multi-hybrid events with a 100% duty cycle 

Separation of shower components can be obtained  
• by WCD/SSD for events up to ~600  

• by WCD/RD for inclined events >600  
• by WCD/SSD/UMD extending the mass sensitivity to the lower energies and 

improving the photons/hadrons  discrimination 

• With UUB we will enhance the sensitivity of triggers to electromagnetic signals
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• With UUB we will enhance the sensitivity of triggers to electromagnetic signals
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Advent of AugerPrime: data start flowing in 
RD: most extended radio event detected so far

37

RD SD
Azimuth (deg) 156.99±0.01 157±0.1
Zenith (deg) 84.7±0.01 84.7±0.1
Energy (EeV) 36.23 	± 	3.34 38.55 	± 	2.92
Core X (km) -19.8 -17.40±0.88
Core Y (km) -8.73 -9.78±0.45

Comparing SD and RD

• Recorded in April 2024

• SD and RD data well in agreement

AugerPrime (6/2024) 
   1475 scintillators installed

   1529 with new electronics (incl. rim)

   1240 radio antennas (704 with digitizers)



Shaping the future — Auger as  
testbed for next generation arrays 
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The GRAND@Auger Stations

Fig. 4. Detail of the opening phases. 

First,  the umbrella  is  inserted vertically in  folded position,  until  the ribs are touching the tank 

bottom. Then, applying of a vertical down thrust force induces the bending of the extremities of the 

articulated ribs (40 cm). These deviate from the shaft by dragging on the bottom (fig. 5.). In this 

aim, the extremities of the ribs are rounded (various other systems for sliding or rolling could be 

considered: wheels, buckles, …). To minimize the occurrence of horizontal stresses, the touch of the 

ribs against the vertical wall could be obtained by using an elastic loop which is covered by the 

skirt.

Fig. 5. Detail of the articulated ends of the arms showing the strips of plastic used as springs and  

the rounded ends for the sliding. At the rib end is fixed a loop spring system dedicated to touch the  

vertical wall. An optimal optical sealing is obtained, by extending the membrane beyond the ribs  

and loop springs, on the entire circumference. 

At an angle of 45 °, the ribs become straight again, due to the thrust of water (see fig. 4.). The 

second step, which is the final opening of the umbrella, can begin by pushing on the top of the 

mechanism (piston triangular) (few centimeters per minute). This phase must take place slowly (10 

mn) because of the forces that will  be induced by the movement of water around the disk.  To 

pushed forward, a plunger of triangular shape, which use 3 pushing axis (rods 12 mm diameter) is 

necessary. At the end of umbrella opening, this plunger is used as cover flange in order to seal the 

shaft. To ensure a good seal to the water at the push mechanism, the upper flange is equipped with 

adequate seals for the crossings pistons.

The necessary force to the deployment is estimated at around 300 N. This pressure decreases even 

more as the speed of deployment is low. Due to the force applied to the plunger, the structure will 

gradually open, until the ribs reach their horizontal positions. In the same time, the membrane will 

5

Double layered surface detectors (GCOS)

Concept of FAST (Fluorescence detector 
Array of Single-pixel Telescopes)

Status of FAST@Auger remote operation

- Installed two telescopes at LL
- total observation time: ~2100 hours
- with external trigger of LL: ~700 hours

Fluorescence detector array to detect >30 EeV cosmic 
rays and neutral particles with 10x exposure of Auger

- low-cost and simplified telescope
- 4 PMTs (20 cm diameter), segmented mirror of 1.6 

m diameter and ultraviolet-trans filter

2
FAST Telescopes

IceCube prototypes

GRAND antenna



Conclusions
Measurements are the driving force behind progress  
in UHECR physics


Complex and unexpected picture of UHECR emerging


Auger data have revolutionized our understanding of UHECRs


Increasingly consistent picture of UHECR emerging


Upgrade AugerPrime implemented, Phase II started


Source models have to be more sophisticated than simple power laws  

39

Nature is completely different from what we thought 20 years ago (prior to Auger) 

Many new challenges and questions (anisotropy, composition, MM)

  4

HEAT telescopes 
(in upward mode)
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Flux of cosmic rays and interactions
Angular acceptance of LHC experiments

Definition of pseudorapidity : ⌘ = � log tan(✓/2)
where ✓ is the angle wrt. to the beam
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Multi-messenger astronomy with  
gravitational waves — GW 170817 

Auger in predefined ± 500s window  
as sensitive as IceCube

BBH merger; Albert et al. ApJL, 2017

GW170817

Instantaneous aperture comparable to IceCube if direction of source is favorable

Multi-messenger: searches for neutrinos and photons in coincidence with GW events

Search for spatial neutrino and UHECR 
correlations (ApJ 934 (2022) 164)above the energy threshold of ∼50 EeV (Biteau et al. 2019).

Furthermore, we include an improved magnetic deflection
model that distinguishes between the Northern and Southern
Hemispheres for analysis 2. We report the results from the three
improved correlation searches, which update the preliminary
reported results in Schumacher (2019), Aublin et al. (2019),
and Barbano (2019). In addition, we report upper limits on the
correlated fluxes of UHECRs and neutrinos based on bench-
mark models for the magnetic deflections.

2. Observatories and Data Sets

All data sets used in this paper are used in previous work by
the four respective collaborations. This section focuses on the
main aspects relevant for our analyses.

2.1. The IceCube Neutrino Observatory

The IceCube Neutrino Observatory (Aartsen et al. 2017d) is
an ice-Cherenkov detector sensitive to neutrinos with energies
�5 GeV. It is located at the geographic South Pole, about 1.45
−2.45 km deep in the ice. Its main component consists of a
volume of about 1 km3 glacial ice instrumented with 5160
photomultipliers that are connected to the surface by 86 cable
strings.

Two classes of neutrino-induced events can be phenomen-
ologically distinguished: elongated, track-like events that are
produced by muons that originate mostly from charged-current
νμ interactions; and the spherical, cascade-like events that
originate from charged-current νe and ντ interactions with
hadronic and electromagnetic decays, as well as neutral
−current interactions of all flavors. Typically, track-like events
enable a better angular resolution than cascade-like events
owing to their different topologies, but they provide a poorer
energy resolution (Aartsen et al. 2014a; Wandkowsky 2018).
One method of suppressing the dominant background of down-
going muons produced by cosmic-ray interactions in the
atmosphere is by selecting events with the interaction vertex
within the detector (Aartsen et al. 2014c; Kopper 2017;
Wandkowsky 2018). Alternatively, through-going tracks with
either horizontal or up-going directions are selected, such that

the atmospheric muons are blocked out by Earth (Aartsen et al.
2016; Haack & Wiebusch 2017). In the case of down-going
tracks, a high-energy threshold and elaborate selection
procedures are necessary to filter out atmospheric muons
(Aartsen et al. 2017b, 2017c, 2018c). In all cases, the remaining
event rate is dominated by atmospheric neutrinos. The selection
of astrophysical neutrinos can be achieved on a statistical basis
by selecting very energetic events or, in the case of the very
down-going region, by vetoing events where an atmospheric
shower is observed in IceTop, IceCube’s surface detector for
cosmic rays (Abbasi et al. 2013).
For the three analyses, data from multiple detection channels

are used, which are (i) a data set of through-going tracks from
the full sky optimized for point-source searches (PS), (ii) a data
set of high-energy starting events (HESE) of both topologies
from the full sky, (iii) a data set of high-energy neutrinos
(HENU) selected from through-going tracks with horizontal
and up-going directions, and (iv) a data set of tracks from a
selection of extremely high energy events (EHE). The PS data
set is used for analysis 1, while the HESE, HENU, and EHE
data sets are used for analyses 2 and 3. For analyses 2 and 3,
track-like events from the HESE, HENU, and EHE data sets are
combined, while multiple instances of identical events are
removed. This results in a data set of 81 track-like events. In
analyses 2 and 3, the 76 cascade-like events from the HESE
data set are analyzed separately owing to their larger directional
uncertainty. The sky distribution of selected events is shown in
Figure 1, and an overview of the nomenclature is presented in
Table 1.
The PS data set consists of a combination of data collected

from 7 yr of operation between 2008 and 2015 that were used
for point-source searches (Aartsen et al. 2017b) and data from
3.5 yr of operation between 2015 and 2018 that were selected
for the real-time gamma-ray follow-up (GFU) program of
IceCube (Aartsen et al. 2017c, 2018c). The combined data set
consists of about 1.4 million track-like events above ∼100
GeV. It is dominated by atmospheric neutrinos in the Northern
Hemisphere and by atmospheric muons in the Southern
Hemisphere. The median of the angular resolution (Ψ) is better
than 0.5° above energies of a few TeV. Figure 2 shows the

Figure 1. Left: sky map of the arrival directions of UHECR events and high-energy neutrinos. The high-energy neutrino track-like events from IceCube consist of the
HESE, HENU, and EHE data sets, while the cascade-like events are only of the IceCube-HESE data sets. From ANTARES, only high-energy tracks are selected for
the analyses. Right: histogram of the decl. of UHECR events, separated into Auger and TA contributions.
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Figure 1: Exposure of SD and FD measurements to cosmic ray showers as a function of energy (left) and
calibration functions of the SD energy estimators to the energies reconstructed by the FD (right).

1500 m array is covered by a denser array with a spacing of 750 m. Their spacings and areas are
chosen according to the energy ranges probed by the two arrays. Individual SD stations utilize the
water–Cherenkov technique of particle detection, thus they are sensitive to both the electromagnetic
(EM) and muonic components of showers.

The 1500 m array is sensitive to cosmic ray showers with incident zenith angles up to 80�,
but showers with zenith angles above 60� (so-called "inclined" showers) are reconstructed with a
di�erent method [3] to those at lower zenith angles ("vertical" showers) [4, 5]. This is mandatory
because for inclined showers the signal is dominated by muons that are deflected in the geomagnetic
field producing an asymmetric footprint on the ground. For events with zenith angles below 60�,
dominated by EM particles, this e�ect is negligible. The 1500 m array is fully e�cient in the
detection of showers, regardless of the primary mass composition, above 2.5 EeV and 4 EeV in the
case of vertical and inclined reconstruction, respectively.

The array with 750 m spacing is designed to measure at lower energies, and is fully e�cient
from 0.1 EeV, assisted by an additional set of dedicated triggers [6, 7].

The aperture of all SD methods is calculated geometrically by summing the contributions from
individual hexagonal cells under operation. With the use of a monitoring database, we then obtain
the exposure as an integral of the aperture in time. Thus the exposure of SD measurements is
independent of energy and is depicted in the left panel of Fig. 1 for all three SD methods.

The energy estimate for the SD array (⇢SD) is obtained by means of a calibration procedure
based on coincident SD and FD measurements. Events detected by both detectors can be used to
obtain a relation between the SD energy estimator (⌃ in the following) and the FD energy. This is
performed using the calibration function ⇢FD = �⌃⌫, where ⇢FD is the energy obtained with the
FD, and � and ⌫ are calibration parameters.

The energy estimators in the reconstruction of vertical showers are parameters (38 and (35 for
the SD 1500 m and SD 750 m measurements, respectively. These parameters are corrected for the
average shower size attenuation in the atmosphere using the constant intensity cut method [4]. In the
case of inclined reconstruction, the corresponding energy estimator is #19, the scaling factor of the
two dimensional muon density map on the ground used to fit the signal recorded by the SD [3]. The

3
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FIG. 16. Same as Fig. 12 but with HL GRB contribution
added. The maximum acceleration energy is ZE0

p,max =

1018.2ZL�iso,47
1/2 eV and �E = 0.14.

tion assuming the proton composition for the HL GRBs
and the LL GRB duration 100 times longer than the HL
GRB duration. The main results are una↵ected with the
luminosity function used in this work. If the composi-
tion for the HL GRBs is proton-dominated, the model
predicts that the composition changes at the highest en-
ergies, ⇠ 1020.2 eV.

V. CONNECTION TO THE ICECUBE
NEUTRINOS

Murase et al. [40] suggested that LL GRBs can be
the dominant sources of IceCube’s neutrinos (see also
[99, 100]). Interestingly, one of the predictions for a low
Lorentz factor of � = 5 is compatible with the IceCube
data above ⇠ 0.1 PeV [50], and the medium-energy neu-
trinos could be explained by their choked jet contribution
that can be more abundant [50]. The di↵use neutrino
flux from high-energy nuclei can be estimated using the
simple analytic formula [31],
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where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
ANNA [109].
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where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
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