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outline 

!  The ALICE computing model 

"  Yet again, with a focus on Data Management


!  Scheduled activity

"  HI processing


!  Chaotic activity

"  Getting ready for QM2011


!  Things change

"  Evolution of the CM


!  Impact on CPU efficiency

"  [Put a punchline here]
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The original ALICE Computing Model 

!  Tier-0

Does: first pass reconstruction; calibration and alignment

Stores: one copy of RAW, calibration data and first-pass ESDs


!  Tier-1

Does: reconstructions and scheduled batch analysis

Stores: second collective copy of RAW, one copy of all data to be 

kept, disk replicas of ESDs and AODs, replica of calibration data


!  Tier-2

Does: simulation and end-user analysis

Stores: disk replicas of AODs and ESDs


Tier role distinction is 
becoming more shaded: 
except for reconstruction, 
everybody does 
everything if needed or 
possible
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Computing strategy 

!  AliEn as a common front-end for all distributed 
resources


"  Using transparent interfaces to different grids where needed

"  Xrootd as a common file access protocol


!  Resources are shared

"  No “localization” of data

"  File and job quota enforced in the Central Services

"  Prioritisation of jobs in the central Task Queue


!  Data access only through the GRID and AAF

"  No backdoor access to data

"  No “private” processing on shared resources

"  No “private” resources outside of the grid
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Data management Key concepts  

!  Central File Catalogue

"  Central DB of all file produced 

"  Enforcement of access rights, quotas, policies etc.

"  FS-like browsable interface for users


!  Calibrations and conditions data are no different

"  Root files accessible via catalogue entries

"  Database structure (OCDB) for structured access

"  Replicated in Tier-1s (not yet)


!  Xrootd as uniform access protocol

"  Across sites, storage architectures and use cases

"  Run the same analysis macro locally, on PROOF or on the Grid accessing data 

regardlessly of their physical location 



!  Central transfers queue

"  Manages data transfers

"  Uses xrd3cp for transfers
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Three job classes 

!  MC simulation & reco production

"  Low I/O, high CPU efficiency

"  Data export (several copies) after job completion

"  Managed, scheduled


!  Analysis Trains

"  Optimized I/O (read once, do many tasks)

"  Streamlined code (as much as possible…)

"  Managed, scheduled


!  User jobs

"  Lowest CPU efficiency

"  Variable job duration, many failures, far-from-perfect code

"  Unmanaged,  chaotic
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2010 data sample 

System
 Events
 RAW volume

p-p
 7.0×108
 1100 TB

Pb-Pb
 7.0×107
 900 TB
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Hi data processing 

Pass 2 
reconstruction


HI reconstruction:

Opportunistic 
usage of resources
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User analysis jobs 2011 

January:

•  5000 jobs

•  190 users

(×2.5 increase 
over 2010 av.)


February:

•  5600 jobs

•  240 users

(+12%, +20%)


March:

•  7100 jobs

•  280 users

(+27%, +16%,

¼ of resources)


April:

•  7500 jobs

•  290 users

(+27%, +16%)
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User analysis jobs 2011 

January:

•  5000 jobs

•  190 users

(×2.5 increase 
over 2010 av.)


February:

•  5600 jobs

•  240 users

(+12%, +20%)


March:

•  7100 jobs

•  280 users

(+27%, +16%,

¼ of resources)


5-6 May: all grid resources freed for users.

80% job slots utilization ONLY from chaotic 
user analysis


Last two weeks:

•  10000 av. jobs

•  >20000 max jobs
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Grid responsiveness 

This is for user jobs, that have priority over production.

RED: job waiting time in the task queue  (av. 38 min)

BLUE: job duration (average 115 min)
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13 

User analysis access to storage  

AOD, ESD 
analysis
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Things change 

!  Some extra tasks added to original CM

"  Offline calibration

"  QA Analysis trains

"  More to follow


!  User Analysis on such a scale was never 
tried on the Grid before

"  The structure and demands are becoming more clear

"  Again, more to follow


!  Everything worked but computing model 
is evolving to take this into account 
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User jobs are messy 

!  Diverging memory allocation

"  Killed jobs or even stuck WNs

"  A safety is in place with new AliEn release


!  Coding and JDL errors

"  Private code is never tested enough

"  Thousands of jobs can be failing very quickly

"  User problem or site problem?


!  A user will do anything with an open query

"  E.g. queries with o(106) files

"  Whether it makes sense or not

"  Protections need to be in place everywhere
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 Storage rates history  

16 

5× increase of read traffic from 
User Analysis since Jul-Aug 2010
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Updated cm parameters 

F.
 C

ar
m

in
at

i


pp/event
 PbPb/event


CPU reco (KHEP06×s)
 0.07 (+10%)
 9.75 (+71%)


CPU MC (KHEP06×s)
 1.30 (+40%)
 150.00 (+4%)


Raw size (MB)
 1.3 (+18%)
 12.5 (0%)  


ESD size (MB)
 0.08 (+37%)
1.20 (-65%)


MC Raw size (MB)
 0.4 (0%)
 61.5 (0%)


MC ESD size (MB) 
 0.26 (0%)
 50 (0%)
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Computing model evolution 

!  More files than ever anticipated


"  Original model: �

1 RAW 1 ESD  1 AOD (×3 passes) 


"  Current cascade: �

1RAW  5× ESD-related (×3 passes) �

  6× AOD-related (per train) (×N passes)


"  MC is more difficult to describe, but also a substantial 
generator of files


"  Users are prolific generators of files (*.root)

"  In one year we have accumulated 25×106 files in the 

catalogue (RAW is 1.1 ×106)

"  The physical replication of the above is about 4.2
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Computing model evolution 

!  More complex job structure


"  Added few more reconstruction passes and analysis 
trains to the original processing model


"  MC is increasing in complexity and is more 
fragmented (PWG requests,…)


"  User access strongly depends on the file 
fragmentation from the productions


"  In general, the jobs are becoming more complex and 
demanding on the entire Grid infrastructure 


"  “Sending jobs where data is” is becoming more 
difficult
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Computing model evolution 

!  More access to calibration


"  OCDB is 5× bigger (in number of objects) than 
originally anticipated


"  Access to OCDB is ~30 more frequent than original 
projections


"  Will increase substantially with more Pass0, Trains 
and Tenders – but how much?


"  All of the above has increased the load on the AliEn 
catalogue and access services dramatically


"  In addition to the massive file access within and 
outside of the Grid infrastructure
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Computing model evolution 

Data taking 

Online 
calibration 

Immediate 
Pass 1 Reco 

Data taking 

Online 
calibration 

Pass 0  
Reco+Calib 

Complete 
Pass 1  

Complete 
Pass 1  

Original CM
 Current

implementation
… 

Pass 0  
Reco+Calib 

Partial  
Pass 1 

QA Trains 
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Scheduled vs chaotic analysis 

!  Scheduled analysis means “analysis trains”

"  “Trains” of several independent “analysis tasks” to reduce 

number or reads

"  All tasks inherit from a common abstract interface

"  Run on ESD and AOD, may make heavy use of OCDB 

(conditions database).


!  User analysis generally mean single tasks

"  A Master Job is generated e.g. by the AliEn Plugin during an 

interactive ROOT session. 

"  The Master Jobs is split in a number o(100) of subjobs

"  Subjob usually run where data is located.

"  Subjob results are then merged either interactively or by a 

job.

Boldface red means 
remote data access.
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Impact on  cpu efficiency 

!  Remote data access reduces CPU 
efficiency

"  How much?

"  Unfortunately, other contributions to CPU efficiency 

loss appeared more or less at the same time

"  Difficult to decouple, see next slides

"  Also moving data around requires resources 

(“hidden” inefficiencies)


!  Investigation and optimization will be one 
of the next priorities

"  E.g.: “best” SE discovery
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Cpu efficiency history 

Average CPU efficiency for 
user jobs ~33%
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Cpu efficiency history 

Average CPU efficiency for 
user jobs ~23%
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Cpu efficiency history 
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Bugs and other features 

!  SE selection mechanism briefly did not work

"  Small, transient effect


!  Low-level bug in data access code

"  Read more data than actually needed

"  Bug fixed, will deploy shortly

"  Candidate for being one of the major sources of inefficiency 

(we’ll see)


!  “Hanging” jobs

"  Small contribution, and shrinking


!  Composition of Analysis Trains can be optimized

"  First priority after QM
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mitigation 

Question: which are the best 4 Storage Elements 
for me to send my files to (or read my data from)?


!  Network topology

"  Each SE is associated to a set of Ips (VO-Box, xrootd redirector 

and servers)

"  Tracepath/traceroute between all sites

"  Measure RTT for the full matrix


!  SE “reputability”

"  “Demotion factor” = 


  

! 

0.75 "
# failed tests

# tests last day + 0.25 "
# failed tests

# tests last week
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Network topology by AS 
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Se metrics in ml 

Demotion factor
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Available bandwidth vs rtt 
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Network within continents 
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Other interesting items 

!  Data staging to AAF

"  Virtual Mass Storage by xrootd

"  Automatic staging or SE access?


!  Xrootd advanced features

"  Not all are used by ALICE


!  Catalogue optimization

"  More files than foreseen

"  Automatic “crawlers” to ensure consistency


!  …
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conclusions 

!  The ALICE Computing model is evolving

"  Remote access to data is becoming an unavoidable, and maybe 

desirable, feature


!  The general model works

"  Both for heavy scheduled activity (PbPb processing), massive 

chaotic analysis (QM preparation) and combinations of the two.

"  Also, sites performed brilliantly


!  The storage was able to cope with the load

"  Never tested before in this I/O regime


!  However, there is much room for improvement

"  User tasks show markedly low CPU/Wall time efficiency and high 

memory footprint

"  Will probably need some new tools to diagnose new and exciting 

large-scale effects



