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Why am I here giving this talk?

2Rasmus and I have been discussing these topics for twenty years!



FACET-II: a National User Facility with a Portfolio of PWFA Experiments
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Beam-driven plasma wakefield acceleration with electrons (now) and positrons (future) 

FACET-II experiments are focused on 10GeV stage 
with high-energy extraction, high-efficiency and 

preserving beam emittance ~10µm level

Development of high-brightness plasma-based injectors

Beam Brightness scales with plasma density. 
Short FACET-II bunches are predicted to 

enable collider level emittance beams



Approach of this presentation
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• I will give an overview of diagnostics that I have found to be useful for PWFA 

experiments over the years 

• I will correlate types of diagnostics with the goal or problem being addressed but 

I will not delve into specific design details such as resolution – these depend on 

detailed requirements of specific experiments (beam energy, peak current, 

emittance…) 

• I will cite examples from my own work and collaborations as well as that of other 

groups and give references where available



Beamlines of Three Active PWFA Facilities Have Many Similarities
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Common ingredients: 

• Final focus and Imaging spectrometer magnets 

• Collimation systems 

• Plasma targets and lasers 

• BPMs and Toroids 
• Bunch length monitors: TCAVs, EOS, Pyro 
• Profile monitors: OTRs, YAG, LANEX, Cherenkov
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FIG. 1. (a). Schematic of the hollow channel experiment carried out at FACET. All relevant

diagnostics are labeled. Inset (b) The drive-witness energy spectrum measured upstream of the

hollow channel plasma. Inset (b) Sample images on the YAG screen downstream of the hollow

channel plasma showing the transverse beam profile for di↵erent experimental conditions. Inset

(d) Sample image of the ionizing high-order Bessel pulse used to ionize the plasma channel. Note

that the image is deformed by the downstream optics and is primarily used for shot-to-shot jitter

measurements. Inset (e) Comparison of beam energy spectra with and without the plasma channel

present.

longitudinal size of the bunch �z from several millimeters to a few hundred microns. The

beam acquires a time-energy correlation, or chirp, due to longitudinal wakefields in the linac.

In the final chicane, the beam is sent through a notch-collimation system [1] which exploits

the chirp of the beam to convert the beam from a single-bunch structure to a two-bunch

structure with variable separation. The collimation system is also used to adjust the total

charge of the beam delivered to the experiment. At the end of the final chicane, the beam

is focused by a series of quadrupole magnets before entering the lithium oven.

The schematic of the experiement is depicted in Figure 1. The longitudinal shape of the

two-bunch beam structure is characterized by an electro-optical sampling (EOS) crystal [20]

with a resolution of 10 microns (30 femtoseconds). The plasma source is a lithium heat-

pipe oven [17]. The plasma source has several heating coils which can be turned on and

o↵ to adjust the length of the vapor region. The lithium is ionized by a Terawatt-class,

Ti:Sapphire laser with 800 nm central wavelength. In order to ionize the 25 cm-long annular

plasma, the laser is shaped by a di↵ractive kinoform optic [16, 18, 21, 22]. The optic forms

the laser into a high-order Bessel intensity profile (see Methods VB). The Bessel intensity
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FACET-II @ SLAC

FLASHForward @ DESY

SPARC_LAB @ INFN

detailed shaping of the current profile [25]: low- and
high-energy collimators for removing the bunch head and
tail, respectively, and a wedge-shaped notch collimator
for creating a double-bunch profile with an adjustable
separation [Figs. 1(a) and 1(b)]. The bunch charge was
measured before and after collimation with toroidal current
transformers—the uncollimated chargewas ð1018" 1Þ pC.
A set of quadrupole magnets was used to tightly focus the
electron beam at the entrance of the plasma cell. Two cavity-
based beam-position monitors (BPMs) [26], placed directly
upstream and downstream of the cell, were used to measure
the beam trajectory. The plasma cell consisted of a discharge
capillary [27] with a 50 mm-long, 1.5 mm-diameter channel
milled from two blocks of sapphire, filled with argon
through two gas inlets (placed 2.5 mm from the ends) at
a backing pressure of 20 mbar, and discharged with
short (400 ns), high-voltage (25 kV), high-current
(500 A) pulses. The evolution of the plasma density at
the cell center [Fig. 1(c)] was measured in an identical setup
where the argon was doped with 3% hydrogen to observe
spectral-line broadening of the H-alpha line [28,29]. The
electron bunches were diagnosed downstream of the plasma
cell with a dipole spectrometer, using five quadrupoles for
point-to-point imaging of the beam from the plasma exit
to a LANEX screen [Fig. 1(d)]. Further downstream, an
X-band rf transverse deflection structure (TDS) [30,31] was
used to streak the bunch onto a cerium-doped gadolinium
aluminium gallium garnet (GAGG:Ce) screen for measure-
ments of the current profile—the full length of the bunchwas
approximately 500 μm with a peak current of 1 kA. The

TDSwas only operatedwith non-plasma-interacted bunches
and relaxed beam focusing due to the complexity of trans-
porting high-divergence bunches the full distance (33 m)
from the plasma to the TDS measurement screen.
High-quality plasma acceleration requires precise con-

trol of the transverse phase space of the incoming beam.
The matching quadrupoles were set to focus the beam to a
waist close to the plasma entrance with a beta function [32]
of approximately 10 mm in both planes. The waist location
and beta function were then measured and fine-tuned with
mm precision using a novel jitter-based measurement
technique [33]. An object-plane scan was performed with
the imaging quadrupoles, verifying the location of the waist
and measuring the horizontal divergence to be ð0.23"
0.03Þ mrad in the tail and up to 1 mrad in the head (higher
due to coherent-synchrotron-radiation effects [34]). These
measurements imply minimum beam sizes of 2–10 μm and
normalized slice emittances of 1–20 mmmrad (tail to head,
respectively). The vertical divergence could not be mea-
sured, but is expected to be similar to the horizontal
divergence of the tail. In order to inject charge in the very
back of the plasma cavity, the bunch was straightened by
adjusting quadrupoles and sextupoles in the dispersive
section to cancel beam tilts and curvatures, respectively
[35]. A plasma density of approximately 6 × 1015 cm−3

was found to best match the plasma-cavity length to the full
(uncollimated) bunch length.
A multidimensional scan of beam and plasma parameters

was performed to locate the optimal-beam-loading
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FIG. 1. (a) A notch collimator with an adjustable width and position, located in a dispersive section, was used to create two bunches
from a chirped electron bunch. (b) The resulting current profiles were measured with a downstream TDS. (c) A discharge capillary was
used to form a plasma channel. The plasma density was measured to decay exponentially (orange trendline) after the initial discharge—
the density was varied by adjusting the beam arrival time. Measurements shortly after the discharge (shaded area) may be inaccurate due
to temperature effects [28]. (d) Energy spectra were measured with a dipole spectrometer and a set of quadrupoles for point-to-point
imaging. (e) 3D parameter scan of plasma density (1) versus notch position (2) as a function of notch width (3). Each row of plots shows,
from the top, measurements at each step of the transformer ratio (T), energy-transfer efficiency (η) and energy-spread-to-gain ratio (σδ),
which were combined into an overall optimization parameter Ω [Eq. (2)]. A full characterization was performed at the optimal operating
point (red circle).

PHYSICAL REVIEW LETTERS 126, 014801 (2021)

014801-2

https://www.nature.com/articles/s41567-020-01116-9

https://arxiv.org/pdf/2304.01700.pdf

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.126.014801



Emittance Preservation Requires Understanding Optics at per-mille Level
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Page 14Dr. Carl A. Lindstrøm  |  6 Oct 2022  |  E300 Collaboration Meeting  |  Plans for the E302 experiment

Understand the beam optics with per-mille-level accuracy

> The waist beta function is ~10 x 10 mm. 

> mm-level movements required 0.1%-level changes in quad currents. 

> Online beta-function monitor (Hz updates) using two BPMs. 

> ~mm precision in placing the beta function. 

> Online tool was crucial in placing the focus precisely  
(no time for quad scans for every 0.1% change in final-focus quads.) 

> We never used in-waist screens (CTR makes it impossible to use).

Source: Lindstrøm et al., PRAB 23, 052802 (2020).

Online beta-function GUI (measured live with 2-BPM technique)
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Imaging Spectrometer After the Plasma Performs Many Functions
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• Measure energy spectrum after the plasma (point to point imaging R12 = R34 = 0) 

• Typically combined with dual imaging systems: 

- Lower-resolution with higher acceptance (wakefield amplitude, affect on drive beam, 
quantifying efficiency…) 

- Higher-resolution with limited energy acceptance (precision measurements of witness 
bunch energy and energy spread) 

• Through dispersion can access drive and witness beams independently 

• May be scanned to stitch together spectrum, change imaging planes, perform quad scans 

• Screens can be calibrated for charge measurement

FACET-II example

Spectrometer BeamlineFinal Focus IP Area

XTCAV Differential pumping + 
spectrometer quads

Differential pumping 
+ final focus quads

Spectrometer dipole
Dump diagnostics chambers

Dump table

https://arxiv.org/pdf/2305.09581.pdfhttps://www.nature.com/articles/nature05538
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• Dump table contains main electron and 
gamma diagnostics 

- DTOTR1/2 – in vacuum OTR+YAG high 
resolution, single shot emittance and TCAV 
measurements 

- LFOV and CHER – DRZ and Cherenkov 
spectrometers with large field of view 

- Gamma1/2/3 -> photon profile, spectral 
information from <100keV to 10’s of MeV 

• PDC/EDC added for low energy electron 
and positron diagnostics

e-
gammas

Dipole PDC EDC
Butterfly

Dump Table
Beam Dump



Energy Spectrum Reveals Details of the PWFA Interaction
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Energy gain and loss – Efficiency Optimal beam loading

operating point. Three important parameters were identi-
fied: (1) the plasma density, adjusted by changing the beam
arrival time after the discharge; (2) the longitudinal position
of the current-profile notch, adjusted by transverse move-
ments of the wedge-shaped notch collimator; and (3) the
width of the notch, adjusted by vertical movements of the
notch collimator. While the current profile prior to colli-
mation remained constant, the plasma density was used to
change the normalized bunch length (relative to the plasma-
cavity length), and the two notch parameters were used to
change the separation distance and charge ratio between the
two bunches. Each parameter was scanned across the full
range of values where acceleration could be observed, with
a total of 5 × 13 × 13 steps averaged over 15 shots per step;
12 675 shots in total.
At each step, three wakefield properties were calculated

from the resulting spectra to evaluate the shape of the
longitudinally averaged wakefield: the transformer ratio,
the energy-transfer efficiency, and the energy-spread-to-
gain ratio. The longitudinally averaged transformer ratio T
is calculated as the mean energy gain of the trailing bunch
normalized by the maximum energy loss within the driver
[36]; the longitudinally averaged energy-transfer efficiency
is calculated as

η ¼ −
ΔhEiaccQacc

ΔhEidecQdec
; ð1Þ

whereΔhEi denotes the mean energy change of each bunch,
Qacc is the final accelerated charge, andQdec is the average of
the initial and final decelerated charge—the best estimate of
the wake-driving charge in case of charge loss from the
driver. Finally, the energy-spread-to-gain ratio, σδ, is calcu-
lated as the full width at half maximum (FWHM) of the
accelerated spectrum normalized by the mean energy gain.
All three properties (T, η, and σδ) are dimensionless and
instantaneous representations of the wakefield, and therefore
allow the quality of the beam-loading process to be evaluated
independently of acceleration length and gradient.
Figure 1(e) shows the measurement of the three wake-

field properties. This complex parameter space has multiple
optima based on the desired objective: the highest trans-
former ratio was measured to be (1.61$ 0.01), the highest
efficiency was ð71$ 4Þ% (subject to systematic errors
discussed below), and the lowest energy-spread-to-gain
ratio was ð3.1$ 0.2Þ% FWHM, where the quoted uncer-
tainty represents the root-mean-square (rms) variation at the
optimum step. However, a useful operating point requires
all properties to be simultaneously optimized. It is therefore
helpful to define a new wakefield optimization parameter,

Ω ¼ σδ
ηT

; ð2Þ

as an overall figure of merit. Minimizing this quantity
simultaneously minimizes the energy-spread-to-gain ratio

σδ, while maximizing the energy-transfer efficiency η and
the transformer ratio T. Measurements of this optimization
parameter show a distinct minimum in the parameter space.
A careful characterization was performed at this optimal
operating point [red circle in Fig. 1(e)], where the value of
Ω was measured to be (0.077$ 0.012)—between 1 and 2
orders of magnitude lower than in previous experi-
ments [17,18].
Figure 2(a) shows spectrometer images and spectra for a

single shot at the optimal operating point: a ð490$ 10Þ pC
driver accelerates a 100 pC trailing bunch while preserving
(and slightly dechirping [37–39]) the 0.16% FWHM
initial energy spread. A small negative skewness (i.e., a
low-energy tail) is introduced in the accelerated
spectrum, caused by imperfections in the trailing-bunch
current profile compared to the ideal shape described by
Tzoufras et al. [19]. To ensure good energy resolution, the
spectrometer was configured to form a point-to-point image
for the mean energy of the trailing bunch in spectrum
measurements both with and without plasma interaction.
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FIG. 2. (a) Spectrometer images at the optimal operating point
[red circle in Fig. 1(e)], as well as the corresponding energy
spectra, for shots with and without plasma interaction. The initial
energy spread of the trailing bunch is preserved. (b) High stability
is observed across 5000 consecutive shots—the energy gain is
stable to within 3% rms. (c) In 6.4% of these shots, the energy
spread is lower than or equal to the initial energy spread (dotted
line). (d) Simultaneously, high energy-transfer efficiency is
observed, distributed between 30% and 50%.

PHYSICAL REVIEW LETTERS 126, 014801 (2021)

014801-3

Energy boost before FEL

Nature | Vol 605 | 26 May 2022 | 661

and then subtracted. The red line shows the numerical fit (R2 ≈ 0.9997) 
computed on the measured energy according to the exponential law 
Epd = a·exp(z/Lg), in which Lg = 1.1 ± 0.1 m is the resulting gain length.

Figure 3 also shows a simulation of the amplification process, car-
ried out with the GENESIS 1.3 code32. A set of 100 independent runs was 
processed similarly to the measured data. The electron beam macro-
scopic parameters (charge, emittance, energy spread and duration) 
were statistically varied (within the experimental errors) and used 
as input for the simulations to estimate the energy fluctuations. The 
simulated energies reasonably match the measured ones, resulting 
in a gain length of Lg = 1.26 ± 0.13 m, computed on the largest 10% of 
energies. Considering the SASE regime, large shot-to-shot fluctuations 
are expected and effectively observed from both the experiment and 
the simulations33.

The single-mode amplification of light is supported by the spectral 
measurements carried out with the imaging spectrometer collecting 
the light at the end of the undulators beamline. The spectral distribu-
tions of the 20 shots with the largest intensities (out of a distribution 
of 200 samples) is shown in Fig. 4a. The statistical analysis, presented 
in Fig. 4b, shows that the radiation is centred at λr = 826 ± 9 nm with 
bandwidth σλ = 4.7 ± 1.1 nm (corresponding to ≈0.6%). A single shot of 
the FEL radiation measured with the imaging spectrometer is shown in 
Fig. 4c. Good agreement between the simulations and the experiment 
is confirmed by looking at the simulated spectrum in Fig. 4d. Both plots 
also report the respective spectrum traces obtained by projecting the 
images over the horizontal axis.

In conclusion, we reported a proof-of-principle experiment demon-
strating the first lasing of a FEL driven by a PWFA. The results indicate that 
the high quality of the plasma-accelerated beam (with low energy spread 
and emittance), accompanied by the high stability and reproducibility 
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Fig. 2 | Witness acceleration in plasma. Snapshots of the driver (D) and 
witness (W) spectrum with plasma turned off (a) and on (b). In a, the RF 
deflector is turned on to vertically separate the two bunches. In b, the 
decelerated driver energy spectrum is obtained by merging the images 
obtained with different currents of the spectrometer. c, Energy (top) and 
spread (bottom) distributions of 500 consecutive shots of the accelerated 

witness. d, Numerical simulations. The top plot shows a snapshot of the two 
bunches moving through the plasma background. The white dashed line shows 
the axial accelerating field along the co-moving coordinate ξ. The plasma 
density is reported by the colour bar, in units of cm−3. The evolution of the 
average energy (blue) and energy spread (red) along the capillary longitudinal 
coordinate z is reported in the bottom plot.
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Fig. 3 | Exponential growth of the amplified light. Energy gain of the FEL 
radiation along the six undulators measured with the photodiodes (blue 
circles). The red line shows the computed exponential fit over the experimental 
data. The resulting FEL simulation (green triangles) is also reported. The error 
bars are computed as the standard deviation of the signal amplitudes 
measured at each point.
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Figure 1. (a) and (c) show the energetically dispersed transverse charge density profile
of the highest peak energy shot from the data set as observed on the wide-field of view
(FOV) Cherenkov screen and the Lanex screen, respectively. The left-axis displays the
energy calibration of the screen, and the right and bottom axes display the physical
size of the beam on the screen. The color axis corresponds to the charge density in
units of pC/mm2, represented on a linear scale. The horizontal lines represent centroid
energy (red), the peak energy (solid black), and the values corresponding to the rms
energy spread about the peak energy (dashed black). All of these values were calculated
for the Cherenkov screen shown in (a). (b) and (d) show the horizontally integrated
spectral charge density profiles from (a) and (c), respectively.

Table 1. Statistical analysis of accelerated beam spectra, including the standard
deviation (s.d.) of each measured quantity. Values are given for calculation techniques
using both the centroid energy and spectral peak energy.

Measured Quantity Centroid Energy Spectral Peak Energy

Mean Energy Gain 4.7 GeV (1.1 GeV s.d.) 5.3 GeV (1.4 GeV s.d.)
Mean RMS Energy Spread 5.9% (1.3% s.d.) 5.1% (2.3% s.d.)
Mean Accelerated Charge 140 pC (55 pC s.d.) 120 pC (47 pC s.d.)

of about five. This di↵erence can be accounted for by the ratio of the length of the two

plasma sources (3.6) and the ratio of accelerated charge (1.6), the combination of which

would lead to a rough estimate of an improvement in energy transfer of about a factor

• Need to BBA the quads to avoid 
steering and added dispersion 

• Calibrate energy axis carefully 

• Charge calibration (counts/e-) 

• Be careful with saturation in 
camera or material 

• Be mindful of synchrotron and 
betatron backgrounds

Multishot piecewise spectral measurement

Wakefield amplitude 
and energy gain
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https://www.nature.com/articles/s41586-022-04589-1
https://www.nature.com/articles/nature14890

https://arxiv.org/pdf/2305.09581.pdf https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.014801



Non-invasive Energy Spectrometer at FACET/FACET-II
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• With strongly compressed 
beams energy-spectrum 
correlates with compression 

• Enables shot-to-shot 
comparison of before and 
after plasma for systems 
with drift and/or jitter 

• Non-invasive single shot SLAC-PUB-16310

Scheinker, Gessner, PRSTAB 18 102801 (2015)

• Vertical chicane in region 
of large horizontal 
dispersion 

• Intercept X-rays off axis 
with YAG screen



Emittance Measurement with Dispersive Quad Scan in Spectrometer
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Advantages: 

• No assumption on Twiss/emittance vs energy 

• Measure energy-slice emittance 

• Can resolve lower emittance than butterfly (M12 range vs energy spread used to fit 
butterfly) 

• Can measure no plasma case and beams with very low energy spread 

Disadvantages: 

• Multishot 

• Only for non-dispersed plane

hx2iim = M2
11hx2iob + 2M11M12hxx0iob +M2

12hx02iob

High 
energy

Low
energy

Target 
energy

High 
energy

Low
energy

Target 
energy

High 
energy

Low
energy

Target 
energy

M12 = 0 M12 > 0M12 < 0

« Dispersive » quad scan

Scan M12, keep M34=0.

Projected Measurement Dispersive Measurement

FACET-II data courtesy Doug Storey



Butterfly Emittance Measurement
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• First developed at LWFA Facilities and successfully 
implemented at FACET and FACET-II 

• Energies further from the focus → Increasing 
contribution from divergence → Wider on image  

• Divergence angle and position of the butterfly determines 
the emittance, exit beta function and the exit plane

Shot UID: 1343800040414 
Normalized emittance: 100.9566 mm.mrad 

beta*: 15.5759 cm 
s*: -25.6081 cm 

Beam size: 17.0856 microns 
Beam divergence: 109.693 urad 
Energy at pinch: 27.5261 GeV 

Spot size at pinch: 112.0484 microns

Advantages: 

• Single shot 

Disadvantages: 
• Assume 𝛼, 𝛽 and 𝜀 independent of 𝛾 

• This is wrong when there is a 
mismatch, which is expected to 
happen when emittance growth 
occurs 

• Only for non-dispersed plane

Measuring low emittances at FACET – Carl A. Lindstrøm – October 18, 2016

The Butterfly (what we usually see)

4

Image credit: S. Corde, FACET data

Focused  
energy

Out-of-focus 
energies

• Energies further from the focus → Increasing contribution from divergence → Wider on image. 

• Divergence angle and position of the butterfly determines the emittance, exit beta function and the exit plane. 

• Robust method for high emittance beams, but not ideal for low emittance beams.

• A typical high-energy (~20 GeV), high-emittance (~0.1-1 mm) image:

Higher 
emittance

Lower 
emittance

E

FACET data courtesy Sebastien Corde



Emittance Measurement by Scanning Spectrometer Object Plane

13

• The imaged beam size is shown for a range of object planes around the plasma cell, measured with the plasma cell extracted 
(orange points) and inserted into the beam path (blue points) 

• Fits of the virtual-waist evolution (orange and blue lines) demonstrate that the normalized emittance, εn, was preserved to 
within the fit error 

• The measurement was performed by scanning the object plane of a point-to-point imaging spectrometer, first with the plasma 
cell extracted (b, 210 shots) and subsequently inserted (c, 420 shots)

3

observed high energy-transfer efficiency indicate that the wake-
field was flattened by beam loading34—an effect also observed in 
the PIC simulation. 

Preservation of emittance 

Figure 2 demonstrates preservation of the projected (i.e., aver-
aged over all energy slices), normalized emittance in the horizon-
tal plane; starting at 2.79 ± 0.07 mm-mrad, measured with the 
plasma cell extracted, and ending up at 2.75 ± 0.09 mm-mrad after 
acceleration in the plasma. The root-mean-square (rms) horizon-
tal beam size was measured across a range of object planes by 
varying the strength of the imaging quadrupoles, while keeping a 
constant magnification as well as a constant object plane in the 
vertical (dispersive) plane to ensure high energy resolution (Figs. 
2b–c). This multi-shot measurement was only possible due to the 
high stability of the interaction (Fig. 1c). The divergence was mea-
sured to be 0.27 mrad rms both before and after acceleration, with 
corresponding virtual-waist beam sizes of 4.9 and 4.7 µm rms. The 
screen resolution, measured to be 6.2 µm rms (Methods), affected 
the measurement minimally, as the quadrupole imaging magni-
fied the beam by a factor 8, thereby allowing sub-µm beam fea-
tures to be resolved. The preservation of emittance was achieved 
simultaneously with that of charge and relative energy spread: 
these were within the 68th percentile range of their initial values in 
41% and 62% of all shots, respectively (Figs. 2d–e). 

Comparison to particle-in-cell simulations 

The evolution of the beam inside the plasma can be estimated via 
simulation (Fig. 2a). This suggests that the trailing bunch was fo-
cused down to a beam size of less than 2 µm rms, undergoing 880° 
of phase advance (i.e., nearly five betatron envelope oscillations). 
The emittance was preserved even in the presence of a small 
mismatch of the beta function; the expected emittance growth 
after full phase mixing24 is 10%, but this was never reached be-
cause the decoherence length for a per-mille-level energy spread 
would be tens of metres. Moreover, since the driver was focused 
21.3 ± 0.3 mm upstream compared to the trailing bunch (due to 
the chromaticity of the final-focusing quadrupoles) and had a 

higher emittance, the transverse size of the driver was relatively 
large, which both suppressed the hose instability35 and resulted in 
negligible motion of argon ions on the timescale of one plasma 
oscillation. Emittance growth from Coulomb scattering, estimat-
ed analytically from the simulation to be 1.1×10−4 mm-mrad, was 
also negligible due to the small beta function inside the plasma 
cell29. In short, the simulation suggests that even if scaled to ener-
gy doubling (i.e., a 750 mm-long stage), preservation of emittance 
at the level achieved would still be expected. 

Emittance growth from misalignment 

Ultimately, the main experimental challenge was to reduce mis-
alignment and mismatching of the incoming bunch sufficiently to 
avoid sampling the nonlinear focusing fields in the electron 
sheath surrounding the plasma cavity. The emittance-preserving 
operating point shown in Fig. 2 was found using high-precision 
scans of two key parameters: the angle between the trajectories of 
the driver and the trailing bunch (Fig. 3), and the longitudinal 
waist location of the focused trailing bunch (Fig. 4). At each point 
in these scans, an object-plane scan such as that shown in Fig. 2 
was performed. 

Figure 3 shows the effect of misalignment on the emittance. 
The angle between the driver and the trailing bunch was scanned 
by varying the horizontal dispersion with a quadrupole magnet in 
the upstream dispersive section. Since the mean energy of the two 
bunches was slightly different (by 0.9%), this dispersion resulted 
in a relative misalignment (by up to ±1.2 mrad). However, because 
the corresponding range of quadrupole strengths (±1.5%) as well 
as the beam size in this quadrupole were both small, the beam-
waist location remained within a range of 2–7 mm downstream of 
that of the emittance-preserving operating point, while the waist 
beta function changed by less than ±25% (Methods). 

Optimal alignment resulted in a projected emittance lower than 
the initial projected emittance, close to the initial slice emittance 
of the central energy slice. This can be explained by the removal 
of an internal angular dispersion within the trailing bunch during 
the acceleration process (measured to be 0.1 mrad per 0.1% of 
energy), possibly due to dechirping or due to a small charge loss 
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Plasma cell

Fig. 2 | Preservation of projected, normalized emittance. a, The imaged beam size is shown for a range of object planes around the plasma cell, measured with the 
plasma cell extracted (orange points) and inserted into the beam path (blue points). The screen resolution (green dotted line) is negligible. Fits of the virtual-waist 
evolution (orange and blue lines) demonstrate that the normalized emittance, εn, was preserved to within the fit error. The evolution of the beam size throughout the 
plasma cell is estimated using a PIC simulation (gray line). b–c, The measurement was performed by scanning the object plane of a point-to-point imaging spec-
trometer, first with the plasma cell extracted (b, 210 shots) and subsequently inserted (c, 420 shots); projections in energy and transverse position are displayed in 
the upper and lower panels, respectively. d–e, The insets show the charge, Q, and relative energy spread, σE/E, before (orange lines) and after acceleration (blue 
histograms).
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Transverse Deflecting Cavities

14

Re-introduction of LoLa Structures in the Ultra-Fast Era

7

• Fast forward to the year 2000 and the original 2.5 m LoLa structures were 
found in storage, cleaned up and reinstalled in the linac Li29 as part of the 
SPPS, Sub-Picosecond Photon Source
R. Akre, L. Bentson, P. Emma, P. Krejcik “A Transverse RF Deflecting Structure for Bunch 

Length and Phase Space Diagnostics”, proceedings PAC 2001, p. 2353. 

CALIBRATION MEASUREMENT
Position vs. Phase Beam Size at -180°, 0°, +180°

Re-introduction of LoLa Structures in the Ultra-Fast Era

7

• Fast forward to the year 2000 and the original 2.5 m LoLa structures were 
found in storage, cleaned up and reinstalled in the linac Li29 as part of the 
SPPS, Sub-Picosecond Photon Source
R. Akre, L. Bentson, P. Emma, P. Krejcik “A Transverse RF Deflecting Structure for Bunch 

Length and Phase Space Diagnostics”, proceedings PAC 2001, p. 2353. 

CALIBRATION MEASUREMENT
Position vs. Phase Beam Size at -180°, 0°, +180°

• Deflecting structure produces a time-varying 
transverse kick to the bunch  

• The bunch is not timed to sit at the crest of the RF 
wave, but at the zero-crossing 

• The net deflection of the centroid of the bunch is 
zero, but the head and the tail of the bunch are 
streaked in opposite directions 

• Calibrated, single shot, femtosecond resolution

XTCAV – simulated distributions

• Incoming LPS measured with current XTCAV voltage (14 MV)

• Working on fix to bring it back to ~35 MV (or higher with SLED)

5

15 kA 45 kA
(measure ~33kA)

2 Bunch

From Claudio

Older particle distributions – Need to repeat with Claudio’s files

D. Storey – 6/7/2023 E300 Meeting – Diagnostics

Bunch Length Measurement2. RF Transverse Deflecting Cavity as a Diagnostic

4

• Deflecting structure produces a time-varying transverse kick to the bunch
• The bunch is not timed to sit at the crest of the RF wave, but at the zero-

crossing
• The net deflection of the centroid of the bunch is zero, but the head and the 

tail of the bunch are “streaked” in opposite directions𝜎𝜎𝑦𝑦2 = 𝜎𝜎𝑦𝑦02 + 𝛽𝛽𝑑𝑑𝛽𝛽𝑠𝑠𝜎𝜎𝑧𝑧2
2𝜋𝜋 𝑒𝑒𝑉𝑉0
𝜆𝜆𝑅𝑅𝑅𝑅𝐸𝐸𝑠𝑠

𝑠𝑠𝑠𝑠𝑠𝑠Δ𝜓𝜓 𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐
2

S-band or X-band

Combined with 
spectrometer 

can get full 
longitudinal 
phase space



TCAVs Are Powerful and Versatile Diagnostic Tools

15

Slice Emittance with TCAV0 at the LCLS Injector
(Compare with STCAV in LCLS-II Diagnostic Bypass Line)

8
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Emittance
Current

Screen measurement Quad Scan Slice Emittance (x-plane only)

Measurement examples: 4.7GeV, 150pC (1keV)

Three Images at the e-dump spectrometer screen

XTCAV 
Off

Vertical dispersion reveals 
energy distribution of the 
electron bunch

XTCAV On
FEL Supressed

(baseline)

Vertical dispersion is now 
resolved in time showing energy 
distribution along the length of 
the bunch

XTCAV On 
FEL On

~1mJ FEL pulse energy
Transfer of energy to photons 

causes e- energy loss and spread

…also used in dumpline spectrometer 
for characterization of FEL Lasing

e.g. study slice emittance with TCAV0 in LCLS Injector

https://www.nature.com/articles/ncomms4762

https://journals.aps.org/prab/abstract/10.1103/PhysRevSTAB.18.030704

…and studying suppression of 
the micro bunching instability

https://cds.cern.ch/record/556141/files/wpah116.pdf



For Good PWFA Performance – “Straighten the Beam!”

16

• Hosing instability is predicted for low emittance beams in strongly loaded PWFA 
when beams have large tilts or offsets 

• TCAV diagnostic facilitates correcting head-tail correlations before the plasma

PolariX TDS: https://www.nature.com/articles/s41598-021-82687-2Pau Gonzalez (PhD thesis, Uni. Hamburg, 2022 Page 15Dr. Carl A. Lindstrøm  |  6 Oct 2022  |  E300 Collaboration Meeting  |  Plans for the E302 experiment

Straighten those bunches, also to higher order (sextupoles)

> Measured on a TDS / TCAV. Changing a quad 
and a sextupole in a dispersive section.

Source: Pau Gonzalez (PhD thesis, Uni. Hamburg, 2022)

> In the end, the plasma tells you if the bunch was 
straight or not (final straightening is in-situ).

Measured with 2-BPM technique (slice-by-slice)

https://www.nature.com/articles/s41598-021-82687-2


Litos Group at CU Boulder is Developing a New Generation of Diagnostics 
for Transverse Wakefield Studies at FACET-II

17

Simulations predict longitudinal bunch-to-bunch separation resolution of ~10 fs and 
relative transverse offset resolution of ~1μm for realistic FACET-II PWFA beams. 10

EOS-BPM Design for FACET-II

Two identical EOS setups straddle the beamline with one setup fully 
motorized to allow for independent path length adjustment.  

7

EOS-BPM simulated single-shot signal

Δ𝑥 = 0.98 μm

Δ𝑥 = −1.05 μm

• Simulations give longitudinal bunch-to-bunch separation resolution of O(10) fs and a 
relative transverse offset resolution of O(1) μm for realistic FACET-II PWFA beams.An Electro-Optic Sampling 

Beam Position Monitor (EOS BPM)

• Single crystals provide standard measurement of longitudinal spacing 

• Difference signal provides horizontal offset 

• First generation will measure one transverse direction 

• Calibrated with stage translation

https://doi.org/10.1016/j.nima.2021.165210 and https://www.osti.gov/servlets/purl/1852444

Use single shot information to correlate emittance growth vs witness beam offset

https://doi.org/10.1016/j.nima.2021.165210


FACET-II: 

• Need detectors for keV and MeV photons  

• Angularly-resolved spectrum can be very important

Betatron Gamma-ray Measurements at FACET & FACET-II

18

Information can be obtained from spatial and spectral gamma-ray measurements  

• Self-focusing 

• Beam symmetrization 

• Matching 

• Emittance diagnostic

https://royalsocietypublishing.org/doi/full/10.1098/rsta.2018.0173  
and P. San Miguel Claveria AAC2022 Proceedings

Gamma-ray measurements 

12	

Critical energy fit: 
 
Fit the measured signals behind each filter to the 
predicted signals from Monte Carlo simulations for 
different photon critical energies. 

Ec fit = 13.2 MeV 

Synchrotron spectrum: 

dW

d!
= A

!

!c

Z 1

!/!c

K5/3(⇠)d⇠

Ec = ~!c

Gamma-ray measurements 

12	

Critical energy fit: 
 
Fit the measured signals behind each filter to the 
predicted signals from Monte Carlo simulations for 
different photon critical energies. 

Ec fit = 13.2 MeV 

Synchrotron spectrum: 

dW

d!
= A

!

!c

Z 1

!/!c

K5/3(⇠)d⇠

Ec = ~!c

Evidence of electron beam self-focusing 

17	

From divergence measurement: 
 
 
From critical energy measurement: 

Evidence for self-focusing of the electron beam in the 
argon plasma from the vacuum beam size of ~ 20 um 
to ~ 2 um in the blowout cavity. 

Self-focusing makes it possible to drive blowout wakes 
and leads to large energy gains. 

Gamma-ray measurements 

11	

Sextufilter: 
 
A set of filters, made of Cu and W with 
thicknesses ranging from 0.3 to 10 
mm, is used to characterize the 
spectral distribution of the gamma-ray 
beam. 
 
Single shot measurement! 

Cu 3 mm 

Cu 1 mm No converter 

Cu 10 mm W 3 mm 

W 1 mm 

Cu 0.3 mm 

Fig. 1. Sketch of the relevant beam line elements for the high energy radiation
measurement at FACET-II.

II. DESIGN OF GAMMA DETECTORS AT FACET-II

Prior to the initial runs of FACET-II, a collaborative effort
involving users from different experiments was carried out
with the goal of developing a unified set of diagnostics that
would meet the measurement requirements of the initially
planned experiments. Based on the outcomes of several sim-
ulation tools described in the next paragraphs, the first set of
two scintillation-based detectors were developed and installed.
Referred to as GAMMA1 and GAMMA2, they are designed
to acquire X-ray/gamma-ray angular and spectral information.

When a high energy photon propagates through the scin-
tillator, some of its energy is deposited in the bulk of the
material, some of which is then transformed to visible light.
The amount of deposited energy depends on the choice of the
scintillation material, but also on the incoming photon energy.
For instance, a photon with energy . 1 keV will deposit,
on average, almost its entire energy in most commercially
available scintillators, i.e. it will be absorbed. In contrast, a 1
GeV photon will deposit a much smaller fraction of its energy
in the passage through the scintillator screen. In this article
we will refer to the spectral response of the detector as the
average fraction of the incoming photon energy ~! that is
deposited in the scintillator �dep(~!). Given the wide photon
spectra produced during different experimental campaigns at
FACET-II, understanding the spectral response of these X-ray
and �-ray detectors over the relevant photon energies is of key
importance to understand the sensitivity of these detectors.

The spectral responses have been calculated using the
GEANT4 simulation toolkit [1]. The main advantage of using
GEANT4 with respect to tabulated data of X-ray absorption
is to account for the photon-matter interactions that happen
prior to the interaction of the incoming photons with the
scintillation screens. Namely, these simulations account for the
secondary particle production that can ultimately contribute to
the total energy deposited in the scintillator. For this purpose,
the angular distributions of these secondary particles as well
as the spatial distribution of the detectors need to be accounted
for in the simulations. In the GEANT4 simulations used
here, this was achieved by tracking both the primary and
secondary particles through a simplified version of the FACET-
II geometrical set-up. In these simulations all the scintillating
screens, as well as other elements on the photon axis, had a
transverse spatial extent of 10⇥ 10 cm

2, corresponding to the
acceptance angle of the different vacuum components from the
IP to the GAMMA1 and GAMMA2 detectors. Furthermore, all

Fig. 2. Spectral response of GAMMA1 scintillation screens (a) and of the
GAMMA2 scintillation screen (DRZ-fine) with different conversion filters
(b), as computed using GEANT4. See text for details regarding the filter and
scintillator layout.

these elements were placed with the same longitudinal spacing
as in the experimental set-up.

Figure 2(a) shows an example of the spectral response of
two GAMMA1 scintillators as computed using GEANT4, with
and without the effect of the Al exit window. For each photon
energy, 106 photons were used to compute the averaged energy
deposited in the scintillation screen. We observe that at low
energies (10-20 keV) the Al window absorbs the photons and
therefore no energy is deposited in the scintillator, meaning
that those photons cannot be detected. For high energy photons
(& 2 MeV) the Al window has the opposite effect on the
amount of energy deposited in the scintillator: the secondary
particles produced during the passage through the Al exit
window reach the detectors and increase the amount of energy
deposited in the scintillator.

A. GAMMA1
The GAMMA1 detector at FACET-II is a scintillation-based

X-ray and �-ray detector designed to measure the integrated
radiation yield and its angular distribution. This detector has
two scintillation screens that can be individually inserted
into the photon-axis: a DRZ-FINETM screen (manufactured
by Mitsubishi Chemical Group) and a pixelated CsI array
(manufactured by Epic-Crystal). The CsI array, formed by
165 ⇥ 165 crystals of 0.5 ⇥ 0.5 ⇥ 3 mm

3 size, offers better
sensitivity than the DRZ-FINE, both in terms of the spectral
response (see Fig. 2a) and light output (number of scintillation
photons emitted for a given amount of deposited energy).
This better sensitivity comes at the cost of a worse spatial
resolution, given by the transverse size of an individual CsI
crystal (0.5 mm). The visible light emitted by the scinitillator
is imaged via a Nikon NIKKOR 50mm f/1.2 objective on an
Allied Vision Manta G-125 GigE camera.

Similarly to the effect of the Al window on the spectral
responses discussed above, a foil of high-Z material, such as
0.1 mm tungsten, can be installed on the upstream face of the
DRZ-FINE scintillator in order to increase the sensitivity of
the DRZ-fine to high photon energies (& 2 MeV).

B. GAMMA2
The GAMMA2 detector at FACET-II is a scintillation-

based X-ray and �-ray detector designed to assess the spectral

FACET-II PWFA with Beam Ionized H2 
Ec fits give x0: 0.3, 1, 2µm

Next steps are to transition from qualitative to quantitative diagnostic



Relative Bunch Length Monitors

19

Great for feedbacks and quick correlations when you just want a scalar value



Extreme Beams Can Be Challenging 

20

FACET-II has unique challenges related to high intensity beams that require new approaches

New threshold for micro bunched 
beams at FACET-II?

COTR Vacuum activity
Be window 

damage

at 700pC

Traditional diagnostics 
become consumables
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SLAC-PUB-15729

• Laser heater is installed and awaiting commissioning to  mitigate microbunching 

• Differential pumping system removed vacuum windows from experimental area

https://www.slac.stanford.edu/pubs/slacpubs/15500/slac-pub-15729.pdf


ML/AI Based Virtual Emittance Diagnostic Under Development

21

Spectral filters installed in 
December downtime to enhance 
interference fringes needed for 

emittance quantification

Steady progress on O’Shea ECA for non-destructive emittance measurement along the FACET-II linac

SRW Simulation Modeled Camera 
Response

Measurement

November 2022

BC11 (first chicane in linac ~350MeV) 
Modified vacuum chambers, viewports, 

cameras installed summer 2022

ph/s/0.1%bw/mm^2 -> ph/pixel

BW: 0.55 nm -> 20 nm
Area: (1mm)^2 -> (3.75 µm)^2
Charge: 1C -> 2nC
QE: 56 %
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Injector TCAV Commissioning with ML-based Bunch Length Prediction

22

• TCAV used to measure current 
profile and characterize shot-to-
shot current/bunch length 
variations in the injector 

• Bunch length variations 
correlated with injector RF, 
magnet, laser parameters. 

• ML model used to predict 
changes in the bunch length 
from non-destructive inputs 

• Non-destructive LPS diagnostic 
to be used for tuning/data 
analysis in upcoming runs

Current profile (measured) Bunch length variation (measured)

Current profile (simulation)

Dataset 33312

Dataset 33312

ML based diagnostic successfully predicts bunch length at the injector exit. Extension to 2D LPS to follow.



E327 - Virtual diagnostic for longitudinal phase space prediction and optimization

ML based LPS diagnostic feasibility demonstrated at FACET-II. 
Upcoming work focused on robustness + multiple locations/beam configurations  

Experiment schematic

First results
Neural network 
prediction of 
FWHM bunch 
length and LPS in 
FACET 
experimental area

Science Goals

Implement a single-shot non-destructive 
ML diagnostic to predict the e-beam LPS 
along the linac. 

Use the ML-diagnostic to customize/
control the LPS for different 
experiments.

Data from 7/8/22
TCAV measurement TCAV measurement TCAV measurement

C. Emma and A. Edelen et al.,PRAB 21 112802 (2018)

https://journals.aps.org/prab/pdf/10.1103/PhysRevAccelBeams.21.112802

https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.21.112802


Summary

24

• Decades of PWFA experiments have employed a wide variety of conventional and 
novel diagnostics to address various physics challenges 

• Recent experiments focussed on beam quality and emittance preservation at 
SPARC_LAB, FLASHForward and FACET-II provide a good template for EuPRAXIA to 
draw from: 

- A well designed spectrometer to characterize energy, energy spread and emittance 

- High resolution BPMs upstream and downstream of the plasma for precise waist 
location and matching to strong focussing at the entrance of the plasma up-ramp 

- A transverse deflecting structure and appropriate downstream screens to measure 
the current profile and ensure the beams are straight entering the plasma 

• ML/AI tools are showing promise and may provide virtual diagnostics for long term 
stability 

• Thank you to Riccardo Pompili, Carl Lindstrøm and my FACET-II colleagues for their 
helpful comments and contributions


