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Rise of Machine Learning

Machine learning (ML) is a branch of Artificial Intelligence (Al) and computer science which focuses on the use of data
and algorithms to imitate the way that humans learn, gradually improving its accuracy
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> Technology progresses.

o The development of big data technologies and 1001 — Machine Learning
. . . —— Artificial Intelligence
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cheaper) have made the processing of big data ]

possible as well as the use of increasingly complex
models, considerably reducing the time required
for single operations.
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What is Cloud Computing

«Cloud computing is a style of computing in which scalable and elastic IT-enabled capabilities are delivered as a

service using Internet technologies»

Gartner Glossary, 2008

In 2011, the NIST provided a detailed definition of cloud
computing.
> five essential characteristics
o on-demand self-service, network access,
resource pooling, rapid elasticity, measured
service
> three service models
o Infrastructure as a Service (laaS), Platform as a
Service (PaaS), Software as a Service (SaaS)
> four deployment models
o public cloud, community cloud, private cloud,
hybrid cloud

Why cloud computing? Several arguments: economy,
security, resilience, elasticity, sustainability.
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What is Machine Learning as a Se

Machine Learning as a Service (MLaaS) is used as an umbrella definition of various
cloud-based platforms that provide a web service to users interested in ML tasks

> Leading cloud providers offer MLaaS solutions with different
interfaces and APIls, designed to cover standard use cases, e.g.
classification, regression, clustering, anomaly detection,
performed in different sectors like natural language processing

CLOUD MACHINE LEARNING SERVICES COMPARISON

Amazon ML Microsoft
and Azure Al

IBM Watson
Machine

Google Al
Platform

and computer vision.

These platforms simplify and make ML accessible to even non-
experts, ensuring affordability and scalability as these services
inherit the strengths of the underlying cloud infrastructure.
Moreover, the MLaaS solutions are well integrated with the rest of
the provider’s portfolio of services which thus offers a complete
solution.

There are several aspects in which the MLaaS platforms help
users.
o Data management, access to ML tools, ease of use, cost
efficiency
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High Energy Physics at the Large Hadro

High Energy Physics (HEP) is the study of fundamental particles and forces
that constitute matter and radiation. It is called “high energy” because
experimentally very high energy probes are needed for such study

The European Organization for Nuclear Research (CERN) is an European
research organization that hosts the largest particle physics laboratory in the
world, and the largest and highest-energy particle collider in the world,
called Large Hadron Collider (LHC).
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Computing at the Large Hadron Collider

Tier-2 sites
(about 160)

> Collectively, LHC experiments operations produce ~200 PB of data each it il
year that must be stored, processed, and analyzed (the entire amount is fe =
~1.5 EB). To allow physicists to have access to computing power and - ¢ F&ﬁ
storage needed to conduct research activities, CERN exploits the " @ €
Worldwide LHC Computing Grid (WLCGQG). :

» Challenges towards High Luminosity LHC (HL-LHC)
o Fitting within the limited budget for computing
o Managing Exabyte scale data
o Heterogeneous computing and portability

Run| user ntuples

The ROOT framework provides the data format commonly used t0 | gmmmwmwwmmn 000 o
store HEP data, as well as tools to access and analyze such data

Run2 user ntuples

~ 30-50 kB

NanoAOD ~1-2kB 10
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Data science tools for analysis

14 TeV

7.5x nominal lumi

> The HEP analysis software landscape is changing. 5: Rz RS HLLHC era

o The usage of Python in HEP ramped up in the years
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Machine Learning in HEP

» Data collected by HEP experiments is complex and high dimensional. For several decades, physicists have tried to
improve their analyses by exploiting algorithms that utilize multiple variables simultaneously. In HEP, this
approach is often referred to as multivariate analysis (MVA), outside of HEP this is considered an example of ML.

o The analyses that led to the discovery of the Higgs boson by the CMS and ATLAS collaborations used Boosted
Decision Trees.

250 < pT/GeV <260 GeV, 65 < mass/GeV < 95 250 <p, /GeV <260 GeV, 65 < mass/GeV <95
Pythia 8, QCD dijets, s =13 TeV Pythia 8, W'—> WZ, {s=13 TeV
I [

> In recent years, there has been an increasing use of ML
techniques in HEP analyses.

o Train very large NNs that greatly outperformed the
previous state of the art became possible. This allowed
to handle higher-dimensional and more complex
problems

[Translated] Azimuthal Angle ($)
o
o

[Translated] Azimuthal Angle (¢)

10° 05 0 05 1
[Translated] Pseudorapidity (n)

-1 -0.5 0 05 1
[Translated] Pseudorapidity ()

» Many areas of ML applications in HEP.

o Event selection
Jet classification
Track and event reconstruction .
Fast inference on designed hardware ZZ
Fast simulation n
Monitoring of detectors and data quality
Computing operations

O O O O O O O
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Why Machine Learning as a Service in

> Developing a ML project and implementing it for production use
requires specific skills and is a highly time-consuming task.
o It would be helpful to provide HEP physicists who are not
experts in ML with a service that allows them to exploit the
potentiality of ML easily

» MLaaS solutions offered by major service providers have many
services and cover different use cases but are not directly usable in
HEP.

o ROOT data format cannot be directly used

o Flattening of data from the dynamic size event-based tree
format to the fixed-size data representation does not exist

o Pre-processing operations may be more complex than the ones
offered

» There are various R&D activities underway within HEP aimed at
providing HEP analysts with tools or services to accomplish ML tasks.
o Solutions designed only for optimization of the inference phase
(e.g. hls4ml, SonicCMS)
o Custom solutions adopted in specific CMS analyses cannot
easily generalized and do not represent “’as a Service’’ solutions
o And others...

Standard
Analysis workflow
(C++in CMSSW)

Ready for inference

ROOT data and
model specifications

MLaaS4HEP

Trained model



MLaaS4HEP

My PhD thesis is focused on the development of a MLaaS for HEP (MLaaS4HEP) solution as a product of R&D activities
within the CMS experiment

HDFS

The MLaaS4HEP solution aims to:

ROOT

> provide transparent access to HEP datasets stored in ROOT files ; -—

> use heterogeneous resources in HEP for training and inference

> use different ML frameworks of interest in HEP

> serve pre-trained HEP models and access it easily : Data Streaming Layer
Input Jagged Array data \ Neural Network

with Dense Jagged Layers
NumPy
arr

Multi-language architecture: Python and Go
> Data Streaming Layer
o developed using the Uproot library
o allows to read ROOT data from local and remote data storage
o use a Generator to read data in chunks
> Data Training Layer

[1T]
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Data Training Layer

- - -

o process input data

o provide a proper normalisation of each attribute //N/

o use data to train ML model chosen by user L My ::: repostony
> Data Inference Layer * A EEE of NN models

o implemented as Tensorflow as a Service (TFaaS) SERVICE

o provides access to pre-trained HEP models for inference purpose Data Inference Layer
16




Jagged/Awkward Arrays

> Each event is a composition of flat and

Jagged/Awkward branches. arey’ -

o Jagged Array is a compact representation of =] 5 .
variable size event data produced in HEP g 3"
experiments = []

o Such a data representation is not directly suitable — 53
for ML :i# it

» To feed these data into ML frameworks, the Jagged T eaged
Arrays are flattened into fixed-size arrays with dimensionaliy
padding values through a two-step procedure:

o compute the dimensionality of every Jagged Array @ ey taatone
attribute

o update the dimension of the Jagged branches
USing paddlng Values flat branches padding ﬁ%ﬂiﬂ jaggel;?st:r:;ches

, » with padding

» The mask array with padding values location is stored. N I O O

< >

jagged branches
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YES

NO Take Nchunk' ni/Ntot
events from the chunk ¢,
Are ‘
all the files
completely convert into numpy
read? arrays, fix Jagged
X Arrays’ dimension and

Read all the
ROQT files

ﬁproot

: list of files ; 2

uproot

If chunk c;is empty
or fully processed,

read N, . events

from the file f;

normalise the values \

Did
you go
through all the
files?

Train the model for
Nepocns Using batches

of data with size N,

/

compute

specs.json

specs file

chunk of handled events

[w]o]w[w]v]

{max:
{key1: max_1,
key_2: max_2,...}, load specs
min: information

{key_1: min_1, key_2:
min_2,...}, ...}

read the events

jagged branches

jagged rest of
flat branches padding branch jagged branches
- " < > with padding
data
amy L LT TTTTTTTTTTTITTITTTITTITITITITITT]

pre-process the events

train the ML model
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Run a MLaaS4HEP workflow

./workflow.py ——files=files.txt —-labels=1labels.txt —model=model.py ——params=params.json ——preproc=preproc.json

¥

¥

MLaaS4HEP

¥ ¥

Labels related
to ROOT files
content

¥

Definition
of the ML
model

Input ROOT

training filas

workflow

Keras model (model.py)

¥

MLaaS4HEP
parameters

Definition of
preprocessing
operations

Optional

MLaaS parameters (params.json)

from tensorflow import keras {
from keras.models import Sequential
from keras.layers import Dense, Dropout

def model(idim):
"Simple Keras model for testing purposes"
ml_model = Sequential( [Dense(128,
activation='relu', input_shape=(idim,)),
Dropout(0.5),
Dense(64, activation='relu'),
Dropout(0.5),
Dense(1, activation='sigmoid')])
ml_model.compile(optimizer=keras.optimizers.Adam(lr=1e-3),
loss=keras. losses.BinaryCrossentropy(),

"nevts": 3000,
"shuffle": true,
"chunk_size": 1000,
"epochs": 3,
"batch_size": 100,

"identifier": "",

"branch": "boostedAk8/events",
"'selected_branches":"",
"exclude_branches": "",

"hist": Ilpdfsll,

"redirector": "root://xrootd.ba.infn.it",

""'verbose": 1

keras.metrics.AUC(name="'auc')])

Input ROOT files (files.txt)

Labels of ROOT files (labels.txt)

PATH/flatTree_ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin_pythia8.root 1
PATH/flatTree_TT_TuneCUETP8M2T4_13TeV-powheg-pythia8. root 0

19



Pre-processing operations

"new_branch": {

"log_partonE": {

> The MLaaS4HEP code has been updated to support ::g%;ﬁ:"}?gégzgfonmu'
Uproot4 and to allow users to perform pre-processing "cut_1": ["log_partonE<6.31", "any"l,
operations on the input ROOT data. e 20 |0 REFEOREESEE T, el
remove': "False",

"keys_to_remove": ["partonE"]},

» The migration to the updated version of Uproot "nJets_square": {

allowed to create new branches and to apply cuts, "def': "nJets*kx2",
both on new and on existing branches. “type™: "flat", §
cut": "l<=nJets_square<=16",

"remove": "False",

"keys_to_remove": ["nJets"1}},

"flat_cut": {
"nLeptons": {
"cut": "@<=nLeptons<=2",
"remove": "False"}},

"jagged_cut": {

"partonPt": {
"cut": ["partonPt>200", "all"],
"remove": "False"}}}

20



Real case scenario: tt H(bb) analysis in the boostet

The MLaaS4HEP framework was tested on a real physics use-case:
a signal vs background discrimination problem in a ttH (CMS)
analysis. This allowed to:

1. validate MLaaS4HEP results from the physics point of view
2. test performances of MLaaS4HEP framework

For the validation phase 9 ROOT files were used, 8 of background
and 1 of signal. Each file has 27 branches, with ~350 thousand
events for the whole pool of files and a total size of ~28 MB. The
ratio between signal and background is ~10.8%.

N®,

ol
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MLaaS4HEP validation

0.950
» Validate the MLaaS4HEP approach by comparing it with i osupuuUEEREERREREEEEE
P CL L —
alternative methods on the reference use-case. 09251 ggZE=
o A simple NN with Keras in all methods has been chosen
0.900 -
» Validation successful: physics results are not impacted. 2
0.875 -
» The AUC score is also comparable with the BDT-based — using jupyter notebook
_— re? ing with MLaaS, model with jupyter notebook
analysis, performed within the TMVA framework by a 0.850- T usinoMiaes
subgroup of the CMS HIG PAG. < Velidation
== Test
0.825 T T T T T
1 2 3 4 5
Epoch
0.30 1 : :;a;tnmg + validation 0.95 1 D
0.90 -
0-237 Chunk size set to the total number of events
g
= < 0.85
020 ‘:I Chunk size set to 10k events
0.80 -
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- Test
1 5 9 13 17 21 25 29 33 1 5 9 13 17 21 25 29 33 22

# of chunks # of chunks



MLaaS4HEP performance

> In the phase of testing the MLaaS4HEP performance, all available ROOT files without any physics cut were used.
This gave a dataset with ~28.5M events with 74 branches (22 flat and 52 Jagged), and a total size of ~10.1 GB.

> All the tests were performed running the MLaaS4HEP framework on:
o macOS, 2.2 GHz Intel Core i7 dual-core, 8 GB of RAM
o CentOS 7 Linux, 4 VCPU Intel Core Processor Haswell 2.4 GHz, 7.3 GB of RAM CERN Virtual Machine

> The ROOT files are read from local file-systems (SSD storages) and remotely from the Grid sites, stored in three
different data-centers located at Bologna (BO), Pisa (PI), Bari (BA).

> Based on the resource used and if the ROOT files were local or remote, the results obtained are:
% specs computing phase (chunk size = 100k events)
o Event throughput: 8.4k - 13.7k evts/s
o Total time using all the 28.5M events: 35 - 57 min
% chunks creation in the training phase (chunk size = 100k events)
o Event throughput: 1.1k - 1.2k evts/s

o Total time using all the 28.5M events: 6.5 - 7.5 hrs

> In the reading phase there is a worse performance using Uproot4 than using Uproot3 but in the chunk creation
phase, there is better performance with Uproot4.
o Strong performance degradation when cuts on existing Jagged branches and on new branches are applied

23



The MLaaS4HEP framework and its develop

Summary
1. It is developed to accept flat ROOT ntuples as input for HEP classification problems
2. Itis ML framework and model agnostic. Currently, it has been tested using
o MLP written in Keras and PyTorch
o MLP, Gradient Boosting, AdaBoost, Random Forest, Decision Tree, kNN, SVM, and Logistic Regression
written in Scikit-learn
o Gradient Boosting written in XGBoost

3. Itis experiment agnostic. It has been also used to tackle the Higgs Boson ML challenge (ATLAS)

Developments made
1. It has been updated to support Uproot4
2. Pre-processing operations defined by the user have been supported

3. An additional training procedure of the ML models has been introduced

24



Towards MLaaS4HEP cloudification

> The MLaaS4HEP performance strictly depends on the available hardware resources. How to improve it?
o Adopt new solutions in the code
o Invest in better and more expensive on-premise resources
o Move to the cloud

> The operation of cloudification has two benefits.
o Opens to potentially more performing resources
o Opens to the creation of an ‘““as a Service’’ solution

> Work towards the MLaaS4HEP cloudification using DODAS

Dynamic On Demand Analysis Service (DODAS) is a Platform
as a Service tool for generating over cloud resources and on-
demand, container based solution.

Network
Architects

In order to enable
this layer

DODAS provides a solutionat |
that level. .. 25




MLaaS4HEP cloudification with DODA @

o

&

docker ANSIBLE

- . N\
Creation of a docker Create an Ansible playbook to Convert the Ansible

image able to run the ‘ aut;)r:gaélée l’iwemcsnrlfgfutr;:on ‘ playbook into an
workflow.py script Pl Ansible role

container with dependencies

W Creation of a Tosca template to R
: toract i gry _ Create the deployment _ define the resource requirements
y from command line and the input parameters for the

with jupyES __ creation of the docker container/

- 4

dodas create lgiommi-template.yml
dodas login <infID> <vmID>

| OAsIS 1 TOSCA |
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MLaaS4HEP using Jupyterhub

> A Saas solution for a sharable jupyter notebook has been provided INDIGO - DataCloud
» Token-based access to the jupyterhub, with the support for a Welcome to dodas
customizable environment
L lucagiommi
- 8| g
Server Options 7
Select your desired image: n €= felixfelicislp/mlaas_cloud:mlaas_jupyterhub SpS—
Select your desired memory size: 468 8 Or signiin with
GPU: NotAvailable B

“ S

Apply for an account

> Integrate cloud storage for managing the required files (ROOT files,
ML model, etc.)

~ Jupyterhul

Logout | Control Panel

Files Running Clusters

Select items to perform actions on them. Upload || New +

o - | m/

Name &  Last Modified  File size

0o \\Laa§4HLP 18 giomi fa

18 giomi fa

O O sha 18 giomi fa

# . ./shared/setup_local

(base) # cd /workarea/shared/folder_test

(base) # ../../workarea/MLaaS4HEP/src/python/MLaaS4HEP/workflow.py ——files=files_test.txt ——labels=1labels_test.txt ——model=keras_model.py —--params=params_test.json
model parameters: {"nevts": -1, "shuffle": true, "chunk_size": 10000, "epochs": 5, "batch_size": 100, "identifier": ["runNo", "evtNo", "lumi"], "branch": "events",

"selected_branches": "", "exclude_branches": "", "hist": "pdfs", "redirector": "root://gridftp-storm-t3.cr.cnaf.infn.it:1095", 'verbose": 1}
Reading ttH_signal.root

# 10000 entries, 29 branches, 1.10626220703125 MB, 0.034181833267211914 sec, 32.364039645948566 MB/sec, 292.5530623775014 kHz
# 10000 entries, 29 branches, 1.10626220703125 MB, 0.022344589233398438 sec, 49.50917626973965 MB/sec, 447.53563807084936 kHz




Create a cloud native solution for ML

The goal is to create a cloud service that could use cloud resources and could be added into the INFN Cloud
portfolio of services

> The work described before shows a general procedure to create an automated deployment of a service
applied in the specific case of the MLaaS4HEP framework. MLaaS4HEP is not yet a service and should be
developed as a cloud native application. The needed steps are:
o Provide APIs through which a user can interact with it
o Develop interconnected microservices, each of them in charge of different tasks
o Containerize each microservice

» The following microservices have been identified as the pillars of the entire MLaaS4HEP service:
o a MLaaS4HEP server, which allows to submit MLaaS4HEP workflow requests and manage all the
actions related to it

o an authentication/authorization layer, which allows to authenticate the users and authorize their
requests to the MLaaS4HEP server

o anh XRootD Proxy server, which allows to use X.509 proxies for the remote access of data

28



Integrated services

» MLaaS4HEP server
o Written using the (Python-based) Flask framework

> OAuth2 Proxy server

OAuth2
Proxy

o Register the client with the authorization server: https://cms-auth.web.cern.ch/

o Use a proper configuration file for the proxy
o Obtain a token for the registered client using oidc-agent

» XRootD Proxy server
o It creates an X.509 proxy and renews it when it is expired

» TFaaS

A working prototype of the service is running on a VM of INFN Cloud.
Once the user obtains an access token from the authorization server,
he/she can contact the MLaaS4HEP server or TFaaS using curl, e.g. in the
following ways:

curl -L -k -H "Authorization: Bearer ${TOKEN_MLAAS}" -H "Content-Type:
application/json" -d @submit.json https://90.147.174.27:4433/submit

curl -L -k -H "Authorization: Bearer ${TOKEN_TFAAS}" -X POST -H "Content-
type: application/json" -d @predict_bkg. json
https://90.147.174.27:8081/json

2] INDIGO IAM for cms

PERSONAL Home / Self-service Client Registration
Manage Approved Sites
Manage Active Tokens

View Profile Information

Register a new client

DEVELOPER Use this form to register a new client with the authorization server. You will be given

Sl p— aclient ID and a registration access token to manage your client.
gogiciretion + New Client

elf-sel e
resou

Configuration file for the OAuth2 Proxy server

provider="oidc"

https_address = ":4433"

redirect_url =
"https://90.147.174.27:4433/0auth2/callback"
oidc_issuer_url = https://cms-auth.web.cern.ch/
upstreams = [ "http://127.0.0.1:8080/" ]
email_domains = [ "x" ]

client_id = "CLIENT_ID"

client_secret = "CLIENT_SECRET"
cookie_secret "COOKIE_SECRET"
tls_cert_file "./localhost.crt"
tls_key_file = "./localhost.key"

29




Conclusions

During the PhD | was the lead developer of the MLaaS4HEP project
> | developed the MLaaS4HEP framework to perform ML pipelines (read data, pre-process data, train ML
models) in HEP
> | updated the code to Uproot4 enabling new features
> | worked on the creation of a SaaS solution, automatizing the deployment using DODAS
> | created a working prototype of the MLaaS4HEP service, hosted by a VM of INFN Cloud

Outlook
> Automatize the deployment of the entire MLaaS4HEP service
> Make MLaaS4HEP usable also for other tasks, e.g. regression problems, image classifications, as well as
accept other data formats as input
> Provide a general inference service

> Code available in GitHub (MLaaS4HEP framework,
MLaaS4HEP service, TFaaS) MLAAS4HEP
» MLaaS4HEP service demo available PERFORMING ML PIPELINES FOR HEP
» MLaaS4HEP for the Higgs boson ML challenge
o use case already added in confluence

30


https://github.com/lgiommi/MLaaS4HEP
https://github.com/lgiommi/MLaaS4HEP_server
https://github.com/vkuznet/TFaaS
https://www.youtube.com/watch?v=_JHg4oTeVbc
https://confluence.infn.it/display/MLINFN/16.+MLaaS4HEP+for+the+Higgs+boson+ML+challenge

Thanks for the attention
Questions?



Read remote ROOT files
MLaaS parameters and compute specs Write and load the specs

] N N

1 1593445994.0
00, "identifier":
S": IIII’ Ilhistll: Ilpdfsll'

DataGenerat
model parameters: {{nevts":
["runNo", "evtNo", "lumi™rl,
"redirector": "root://xrootd.ba

./workflow. ﬂ\L——files:files.txt —1label

30000

thia8. root
c, 9.833482950553169 kHz
sec, 7.705484441248654 kHz

Reading root://xrootd.ba.infn.it//store/use
# 10000 entries, 77 branches, 9.52220344543
# 10000 entries, 77 branches, 9.5339155197

giommi/ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin
MB, 1.0169336795806885 sec, 9.36364252323795 MB/,

—— first pass: 948348 events, (22-flat,
<MLaaS4HEP. reader.RootDataReader object a

Reading root://xrootd.ba.infn.it//store/user/lgiommi/TT_TuneCUETP8M2T4_13TeV-powheg-pythia8
# 10000 entries, 77 branches, 8.875920295715332 MB, 0.9596493244171143 sec, 9.249128895189 MB/sec, 10.42047313071777 kHz
# 10000 entries, 77 branches, 8.868906021118164 MB, 1.2938923835754395 sec, 6.854438694979 MB/sec, 7.728618026459661 kHz
# 10000 entries, 77 branches, 8.869449615478516 MB, 1.1267895698547363 sec, 7.871433897477 )9 MB/sec, 8.874771534572496 kHz
——— first pass: 1003980 events, (22-flat, 52-jagged) branches, 312 attrs
<MLaaS4HEP. reader.RootDataReader object at 0x7f8410e15f90> init is complete in 4.53512477 /47559 sec

write global-specs.json
load specs from global-specs.json for root://xrootd.ba.infn.it//store/user/lgiommi/ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin_pythia8. root
load specs from global-specs.json for root://xrootd.ba.infn.it//store/user/lgiommi/TT_TuneCUETP8M2T4_13TeV-powheg—-pythia8.root
init RootDataGenerator in 11.186564683914185 sec

label 1, file <ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin_pythia8.root>, going to read 4858 events

read chunk [0:4857] from /store/user/lgiommi/ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin_pythia8. root

# 10000 entries, 77 branches, 9.52220344543457 MB, 1.3816642761230469 sec, 6.891835889507034 MB/sec, 7.237648228164387 kHz
total read 4858 evts from /store/user/lgiommi/ttHJetTobb_M125_13TeV_amcatnloFXFX_madspin_pythia8.root

label 0, file <TT_TuneCUETP8M2T4_13TeV-powheg—pythia8.root>, going to read 5142 events

read chunk [4858:9999] from /store/user/lgiommi/TT_TuneCUETP8M2T4_13TeV-powheg-pythia8.root
# 10000 entries, 77 branches, 8.875920295715332 MB, 1.7170112133026123 sec, 5.169401473297779 MB/sec; 8240737873606205 kHz
total read 5142 evts from /store/user/lgiommi/TT_TuneCUETP8M2T4_13TeV—powheg—pythia8.rootrﬁ<

~

Read events from remote ROOT files,
pre-process them and create the chunk




0.30 ~—— Training + validation ~— Training + validation
= Test “ Test
0.92
0.25
a 0.91
3
0.92
0.275 ~— using jupyter notebook
~~ reading with MLaa$, model with jupyter notebook 0.20 -
—— using MLaasS 0.90
—— Training
s —-= Validation 0.91
& cese Test
v v v v - v v v v 0.89 . . - . v v v
1 5 9 13 17 21 25 29 33 ) § 5 9 13 17 21 25 29 33
# of chunks # of chunks
g 0.225 (a) (b)
~—— without ttH_noDRmatch
0.95 - y ~— with only ttH_noDRmatch
0.6 3%
0.200 == 9sing Junyternotehook —— Training + validation
- ~—— reading with MLaa$, model with jupyter notebook -~ _ —-— Test
~ using MLaaS 0.90 1
= Training 0.6 == 50% signal, 50% backgr.
== Validation
0.175 cees Test 4 §
0.88 ~— : . y v < 0.85- s
1 2 3 5 1 2 3 a 5
# of epochs # of epochs
0.2
(a) Loss metric. (b) Accuracy metric.
0.950 0.80 1
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........... - - — 2
sRAOOEEEEEES : —r LLh = ; ; - x - :
0.925 b 1 5 9 13 17 21 25 29 33 1 5 9 13 17 21 25
# of chunks # of chunks
(c) (d)
9:300 1.0 e 1.0
]
a
0.875 1
0.9-
0.9
— using jupyter notebook
~— reading with MLaa$, model with jupyter notebook E
0.850 —— using MLaas H §
< o5-
— z':::'."u' 0.8 —— without ttH_noDRmatch i —— without ttH_noDRmatch
cesi Tapk o ~— with only ttH_noDRmatch % ~~— with only ttH_noDRmatch
0.825 v v v
2 3 4 5 —— Training + validation = Training + validation
# of epochs 0.7+ -= Test - Teast
(c) AUC metric. 3¢ 50% signal, 50% backgr. 0.7 =& 50% signal, 50% backgr.
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30000

25000

20000

15000

Event throughput (evts/s)

10000

5000
10 33 50

——run in macOS with local files
run in CERN VM with local files
———run in CERN VM with remote (BARI) files

-

100 200 500
Thousands eventsin achunk

1000

——run in macOS with remote (BOLOGNA) files
run in CERN VM with remote (BOLOGNA) files
———run in CERN VM with remote (PISA) files

reading time | specs comp. time | time to complete event throughput for
(s) (s) step (D (s) reading + specs comp. (evts/s)

macOS with local files 1633 (9) 958 (2) 2599 (11) 11055 (49)
macOS with remote files (BO) 2365 (49) 974 (10) 3353 (57) 8585 (149)
VM with local files 1131 (3) 963 (2) 2102 (5) 13690 (34)
VM with remote files (BO) 2455 (68) 959 (2) 3427 (67) 8396 (158)
VM with remote files (BA) 2304 (88) 961 (2) 3279 (89) 8801 (241)
VM with remote files (PI) 2129 (41) 1044 (78) 3186 (83) 9047 (228)

~19-41 min ~ 16-17 min ~ 35-57 min ~ 8.4k - 13.7k evts/s

Values for chunk size fixed to 100k events
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1250

1200

= - =
) = =
a1 o u
o o o

Eventthroughput (evts/s)

=
o
o
o

950
900
10 33 50 100 200 500 1000
Thousands eventsin achunk
——run in macOS with local files ——run in macOS with remote (BOLOGNA) files
run in CERN VM with local files run in CERN VM with remote (BOLOGNA) files
——run in CERN VM with remote (BARI) files ——run in CERN VM with remote (PISA) files
event throughput for event throughput for
creating a chunk (evts/s) | pre-processing a chunk (evts/s)

macOS with local files 1102 (11) 1157 (7)
macOS with remote files (BO) 1057 (17) 1138 (4)
VM with local files 1209 (11) 1247 (2)
VM with remote files (BO) 1110 (32) 1243 (5)
VM with remote files (BA) 1071 (19) 1153 (4)
VM with remote files (PI) 1152 (18) 1234 (5)

~ 1.1k - 1.2k evts/s

Values for chunk size fixed to 100k events
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Uproot3 Uproot4
reading time (s) 1136 (2) 1301 (4)
specs comp. time (s) 653 (1) 607 (1)
time to complete step 1 (s) 1796 (3) 1914 (5)
gfarre‘girg (teh‘ffs‘j%g‘p“t 25304 (44) | 21995 (73)
?O‘fas; :;egéri‘goé%ﬂff:) 43604 (50) | 46968 (50)
e e g o | 161220 | 14990 0
creating a chuudke (evis/3) 1197(5) | 1406 (14)

MLaaS4HEP performance: Uproot3 vs U

no cut flat cut Jagged cut | new branch cut | mixed cuts
gfarzae;i‘g (":Vrfs‘}gs?P“t 15157 (71) | 15325 (56) | 22505 (64) | 19718 (51) 19375 (20)
Efi;jc"segg‘;oégvi‘f}g 44004 (52) | 43600 (136) | 947 (4) 878 (11) 944 (5)
f;jgrl‘nzvi“:}i‘;:‘gfxut( ;‘/’trs 1y | 1127367 | 1133929 | 908(3) 841 (10) 900 (5)
event throughput for 1363 (3) 1395 (8) 125 (1) 124 (1) 124 (1)

creating a chunk (evts/s)
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Comparison of the two MLaaS4HEP traini

0.93 R | —— Training 12000 —e— Original /,
z g 0.32 Validation --+- Standard v
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0.92 030 10000
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go'” 8000
0.91 b= . 0
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2 z £ 6000
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0.90 So2
—— Training 2000
Validation
i —— Test 92z
' i B / 2000
—— Original 0.20 -\/ et
e Standard e =
0.88 0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of Epochs Number of Epochs Number of Epochs
(a) (b)
0.9301 P — szt ] —— Training 1000{ —*— Original e
= : - Validation --e- Standard o~
—— Test ~
800 P
0.22 Original o
----- Standard re
s
= — »”
" g B 600 -
2 Z 021 . g
P Chunk size £ o
i o 2
iy — g
sy o 100k events 400 o
| Validation 0.20 e
/f —— Test A
fl 200 e
09001 '/ —— Original s
e Standard 0.19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 5 3 4 5 6 37 & 9§ 10 11 12 13 14 15
Number of Epochs Number of Epochs Number of Epochs
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Dynamic On Demand Analysis Service (DODAS) is a Platform as a Service tool for generating over cloud

resources and on-demand, container based solution.

> DODAS completely automates the process of provisioning,

creating, managing and accessing a pool of distributed and
heterogeneous computing and storage resources.

DODAS has a high level of modularity, a key to a generic
applicability.

o Being modular, the architecture provides the ability to
easily customize the workflow depending on the
community computational requirements.

o Implements services composition model based on
templates

Both HTCondor batch system and platform for the Big Data
analysis based on Spark, Hadoop etc, can be deployed using
“’any cloud provider’’ with almost zero effort.

aasS | e
v ye)

MLaaS4HEP

In order to enable
this layer

DODAS provides a solution at
that level...
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MLaaS4HEP performance using DODA

Functional tests of this solution were performed by deploying an Ubuntu 18 Linux, 8 AMD Opteron 62xx class
CPU 2.6 GHz, 16 GB RAM VM with DODAS and running the MLaaS4HEP pipeline on it. The average available
bandwidth was ~576 Mbit/.

local files remote files (PI)
reading time (s) 1687 (1) 2538 (46)
specs comp. time (s) 2245 (38) 2376 (50)
time to complete step 1 (s) 3953 (35) 4937 (50)
mean event throughput 17111 (6) 11355 (209)

for reading (evts/s)

mean event throughput
for specs comp. (evts/s)
mean event throughput for

12697 (211) 12000 (251)

reading + specs comp. (evts/s) 7286 (69) 2828 (57)
event throughput for

creating a chunk (evts/s) 494 (2) 498 (4)
event throughput for 505 (1) 512 (1)

pre-processing a chunk (evts/s)

39



Client

Client

files: files.txt,
labels: labels.txt,
model: model.py,
params:
params.json,
other parameters: ...

}

A

Submit POST
API

{

process name: ...

}

model: ...,
event: ...

Predict POST
API

{

prediction: ...

}

{///]

OAuth2

Proxy
server

OAuth2
Proxy
server

MLaaS4HEP
server

get an X.509
proxy for the
remote access
to ROOT data

{111

\/

!

return prediction

SERVICE

|

save trained
ML model

trained
ML models
repository

get the ML
model

XRootD
Proxy server

Cloud
resources
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Client

Client

{
files: files.txt,
labels: labels.txt,
model: model.py,
params:
params.json,
other parameters: ...

OAuth2
Proxy
server

Submit POST
API

{

process name: ...

}

model: ...,
event: ...

XRootD
Proxy server

get an X.509
proxy for the
remote access
to ROOT data

reading and
handling

save handled
data

MLaaS4HEP
server

SSD
storage for
handled
data

Cloud
resources

OAuth2
Proxy
server

Predict POST
API

prediction: ...

}

reading
handled data

training
save trained
ML model
Inference
proxy server get the ML trained
model ML models
repository

-

wi™

AS

return prediction

A

SERVICE

Additional
inference
servers

Torchserve
server
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Master thesis in physics were | was co-supervisor

1.
2.

F. Minarini, Anomaly detection prototype for log-based predictive maintenance at INFN-CNAF tier-1, master thesis in physics (2019), University of Bologna.
M. Paladino, Machine learning "as a service" for High Energy Physics (MLaaS4HEP): evolution of a framework for ML-based physics analyses, master thesis in physics (2022),
University of Bologna.

Co-author of 129 publications as member of the CMS collaboration

| presented the MLaaS4HEP project in several international conferences and workshops:

o Large Hadron Collider Physics (LHCP), 2018

International Symposium on Grids & Clouds (ISGC), 2019, 2021, 2022

International Conference on High Energy Physics (ICHEP), 2022

International Conference on Computing in High Energy & Nuclear Physics (CHEP), 2023 - coming soon
IML workshop, 2020, 2021, 2022

CMS ML Town Hall workshop, 2020, 2021

Workshop of data analysis at CMS lItalia, 2022

O O O O O O
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