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Figure 4.3: Drawing showing the sensors and structural elements traversed by two charged tracks

of 10 GeV pT in the end-cap inner detector (η = 1.4 and 2.2). The end-cap track at η = 1.4 traverses

successively the beryllium beam-pipe, the three cylindrical silicon-pixel layers with individual sen-

sor elements of 50×400 µm
2
, four of the disks with double layers (one radial and one with a stereo

angle of 40 mrad) of end-cap silicon-microstrip sensors (SCT) of pitch ∼ 80 µm, and approxi-

mately 40 straws of 4 mm diameter contained in the end-cap transition radiation tracker wheels.

In contrast, the end-cap track at η = 2.2 traverses successively the beryllium beam-pipe, only the

first of the cylindrical silicon-pixel layers, two end-cap pixel disks and the last four disks of the

end-cap SCT. The coverage of the end-cap TRT does not extend beyond |η | = 2.

4.2 Inner-detector sensors

This section describes the detector sensors of the pixel, SCT and TRT sub-systems - silicon pixel

and micro-strip sensors in section 4.2.1, and straw tubes filled with a Xe/CO2/O2 gas mixture

in section 4.2.2. As discussed in section 3.3, the detector sensors are subject to large integrated

radiation doses. They have therefore been developed and controlled to withstand the expected

irradiation, with a safety factor of approximately two.

4.2.1 Pixel and SCT detector sensors

The pixel and SCT sensors [63, 64] are required to maintain adequate signal performance over

the detector lifetime at design luminosity (with the exception of the pixel vertexing layer, as dis-

cussed above). The integrated radiation dose has important consequences for the sensors of both

detectors. In particular the required operating voltage, determined by the effective doping concen-

tration, depends on both the irradiation and the subsequent temperature-sensitive annealing. The

sensor leakage current also increases linearly with the integrated radiation dose. The n-type bulk

material effectively becomes p-type after a fluence Fneq of ∼ 2×10
13

cm
−2

. The effective doping

concentration then grows with time in a temperature-dependent way. To contain this annealing

and to reduce the leakage current, the sensors will, as noted above, be operated in the temperature

range –5
◦
C to –10

◦
C. The sensors must further meet significant geometrical constraints on their

thickness, granularity and charge-collection efficiency.
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•  SCT in ATLAS Inner Detector 
–  2 T solenoid B-field 
–  In between Pixels and TRT (Transition 

Radiation Tracker) 
–  1 Barrel (4 layers) and 2 Endcaps (9 disks 

on each side) 
•  SCT specification 

 

–  Silicon active area of 61 m2 
–  Hermetic in |η| < 2.5 
•  Track with pT > 1 GeV/c passes 4 layers. 
–  Radiation hardness for 10-year 
     operation 
•  Non-ionized radiation : < 2 × 1014 neq / cm2  
•  Ionized radiation         : < 10 Mrad 

2008 JINST 3 S08003

Figure 4.2: Drawing showing the sensors and structural elements traversed by a charged track of
10 GeV pT in the barrel inner detector (η = 0.3). The track traverses successively the beryllium
beam-pipe, the three cylindrical silicon-pixel layers with individual sensor elements of 50×400
µm2, the four cylindrical double layers (one axial and one with a stereo angle of 40 mrad) of
barrel silicon-microstrip sensors (SCT) of pitch 80 µm, and approximately 36 axial straws of 4 mm
diameter contained in the barrel transition-radiation tracker modules within their support structure.

This chapter describes the construction and early performance of the as-built inner detector.
In section 4.2, the basic detector sensor elements are described. Section 4.3 describes the detector
modules. Section 4.4 details the readout electronics of each sub-detector, section 4.5 describes the
detector power and control and section 4.6 describes the ID grounding and shielding. Section 4.7
discusses the mechanical structure for each sub-detector, as well as the integration of the detectors
and their cooling and electrical services. The overall ID environmental conditions and general
services are briefly summarised in section 4.8. Finally, section 4.9 indicates some initial results on
the operational performance and section 4.10 catalogues the material budget of the ID, which is
significantly larger than that of previous large-scale tracking detectors.
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SCT – SemiConductor Tracker	
Barrel 

Endcap 

Barrel Endcaps Total 
Layer 4 2 × 9 22 

Module 2,112 2 × 988 4,088 

Strip 3.24 M 2 × 1.52 M 6.27 M 
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End-cap C in the UK, prior to both assemblies being
transported to CERN for integration into the ATLAS
Experiment.

2. Layout of the ATLAS silicon tracker

This section describes the arrangement of tracking sub-
detectors employed in ATLAS to measure charged particle
3-momenta, determine their charge, reconstruct secondary
and tertiary vertexes, and identify interactions with the
material in the tracking volume.

2.1. Physics goals of the ATLAS silicon tracker

The ATLAS Inner Detector (ID) is 2.3m in diameter,
7m in length and consists of the Semiconductor Tracker
(SCT), with the Pixel detector within it and the gaseous/
polypropylene foil Transition Radiation Tracker (TRT)
surrounding it [3]. The ID sits within a 2T magnetic field,
provided by the superconducting central solenoid, inte-
grated inside the cryostat of the Liquid Argon electro-
magnetic calorimeter.

The very high interaction rate at full luminosity and the
high energy of jets, lead to requirements of both high
granularity and high spatial resolution. These effectively
determine the strip dimensions, given also that the ABCD3-
TA [6] read-out chips give a binary read-out with a variable
threshold typically set to 1 fC for unirradiated operation. The
resolution requirements for isolated tracks are set by the
transverse momentum precision of p30% at 500GeV
discussed above. In practice, this is readily achieved by
measuring four space points along the track with the 16mm
resolution in the f coordinate provided by the 80mm pitch
(two sided with 40mrad stereo) of the SCT modules, even
without the charge interpolation possibilities which would
come from analogue read-out. More severe are the require-
ments on the granularity to maintain typical hit occupancies
of order 1% or below, even within high pT jets. Also, because
the capacitive load on the ABCD3TA chips cannot exceed
18pF if noise of 1500e! ENC is to be achieved, the length of
the strips cannot exceed 12cm for 1.2 pF/cm capacitance
(when also allowing for fan-in and bonds).
The layout described below was chosen to ensure at least

four space points in the SCT (where the orthogonal
coordinate to f measurement comes from the small angle

ARTICLE IN PRESS

Fig. 1. Exploded view of an SCT end-cap module showing the different components.

Fig. 2. ATLAS SCT end-cap modules. From left to right: outer, middle and inner. There is a fourth type, the short-middle, that follows the design of a
middle module with only one pair of silicon sensors.

A. Abdesselam et al. / Nuclear Instruments and Methods in Physics Research A 575 (2007) 353–389356

SCT Modules	
•  Silicon strip sensor 

–  p-in-n single-sided & AC-coupled sensor 
–  6 types of sensor geometries 

•  Barrel : 1, Endcap : 1 (inner), 2 (middle), 2 (outer) 

–  285 µm thick 
–  80 µm (barrel), 56.9 – 94.2 µm (endcap) pitch 

•  Readout chip : ABCD3TA 
–  DMILL BiCMOS rad-hard process 
–  128 ch/chip 
–  Binary readout at a nominal threshold of 1 fC 
–  Clocked at 40 MHz 
–  132-cell deep pipeline 

•  Module 
–  2 sensors glued back-to-back 
     w/ 40 mrad stereo angle 
–  6 chips/side on a Cu-Kapton flex hybrid 
–  Vbias = 150 V (< 500 V) 
–  Resolution : 17 µm (rφ), 580 µm (z) 

3	

Barrel 

Endcap 

Outer Middle Inner 
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SCT Operation	
•  LHC/ATLAS operation 

–  Recorded 1.2 fb-1 
–  Move from 75 ns to 50 ns bunch trains 
–  A very high data-taking efficiency in ATLAS/SCT 

 

•  SCT 
–  Modules disabled in physics running 

•  Nominally 0.73 % (30 modules out of 4088 modules) 

–  “Warm start” operation 
•  Standby at Vbias = 50 V (Full depletion ~65 V) 
•  Goes to a nominal Vbias = 150 V in a few minutes 

after : 
§  Stable beams are declared by LHC, 
§  Beam backgrounds are confirmed to be low 
     (by Beam Conditions Monitor) 
§  LHC component settings (such as collimators position 

and magnet currents) are within expected values. 
4	

LHC/SCT Operations
•  LHC 

•  SCT 
•  50 V at Standby  

5

SCT Operation
•  LHC 

–  More than  1 fb-1 recorded recently 
–  Move from 75 ns to 50 ns bunch trains 

•  ATLAS/SCT 
–  A very high data-taking efficiency 

•  SCT 
•  50 V at Standby  

5

LHC/SCT Operations
•  LHC 

•  SCT 
•  50 V at Standby  

5

> 1 fb-1 recorded 

8

Modules disabled in DAQ 
(A nominal condition in 2010) 

() : unfixable 
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partner BOC and between the TIM and the BOCs is via other dedicated lines on the backplane. 

The highly modular design was motivated by considerations of ease of construction and testing. 

In physics data-taking mode, triggers pass from the ATLAS TTC [8] to the TIM and are 

distributed to the RODs. Each ROD fans out the triggers via its BOC to the front-end modules. 

The resultant hit data from the front-end modules are received on the BOC, formatted on the 

ROD and then returned to the BOC to be passed on to the first module of the ATLAS central 

DAQ, known as the Read-Out Subsystem (ROS) [9]. The RODs can also be set up to sample 

and histogram events and errors from the data stream for monitoring. 

For calibration purposes, the SCT DAQ can operate separately from the central ATLAS 

DAQ. In this mode the ATLAS global central trigger processor (CTP) is not used. The TIM 

generates the clock and SCT-specific triggers are taken from other sources. For most tests they 

are generated internally on the RODs, but for tests which require synchronisation they can be 

sourced from the SCT’s local trigger processor (LTP) [10] or from the TIM. The resultant data 

are not passed on to the ROS, but the ROD monitoring functions still sample and histogram the 

events. The resultant occupancy histograms are transferred over VME to the ROD Crate 

Controller and then over the LAN to PC servers for analysis. 

In both modes, the data sent from the front end modules must be identified with a 

particular LHC bunch crossing and first-level trigger. To achieve this, each front-end ASIC 

keeps a count of the number of triggers (4 bits) and the number of clocks (8 bits) it has received. 

The values of the counters form part of each ASIC’s event data header. Periodic counter resets 

can be sent to the front end ASICs through the TTC system. 

2.1 The Read-out Driver (ROD) 

The Silicon Read-out Driver (ROD) [11] is a 9U 400mm deep VME64x electronics board. The 

primary functions of the ROD are the front-end module configuration, trigger propagation and 

event data formatting. The secondary functions of the ROD are detector calibration and 

monitoring. Control commands are sent from the ROD to the front-end modules as serial data 

streams. These commands can be first-level triggers, bunch-crossing (clock counter) resets, 
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Figure 2. Block diagram of the SCT data acquisition hardware showing the main connections between 

components.  

LHC/SCT Operations

8

Data Taking	
•  Read Out Driver (ROD) in DAQ system 

–  48 modules per ROD 
–  1 optical fiber per module to send clock and 

control 
–  2 optical fibers per module to read out data 
–  ROD busy (as rare case) 
èStop-less removal & recovery 
    to continue data-taking w/ ATLAS running 

•  A very low error rate in DAQ system and 
RAW data recording 

5	

Excellent performance of the SCT data taking 
6 July 2011	 Junji Tojo (KEK)	



An Issue – TX Plugin in ROD	
•  TX plugin 

–  Optical transmitter to modules 
–  12 VCSELs per TX plugin 
–  1 VCSEL transmits the optical clock/control signals 

into a module via the optical fiber 
–  4 TX plugins per ROD 
–  360 TX plugins in the entire SCT 

•  The issue – TX death 
–  The issue before : ESD 
     In 2010, rebuilt all TXs with better ESD precaution 

–  The issue now : less humidity-resistant 
      ~10 TXs dying per week 
–  (Temporary) solutions 

•  Utilize redundancy : Send signals from neighbors 
•  Replacement of TX plugins 
•  Humidity control in racks with additional dry air 

6	
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Figure 4. Block diagram showing the layout and main communication paths on the BOC card. 

2.2 Back of Crate card (BOC) 

The BOC transmits commands and data between the ROD and the optical fibre connections which 

service the front-end modules, and is also responsible for sending formatted data to the ROS. It 

also distributes the 40 MHz bunch-crossing clock from the TIM to the front-end modules and to 

its paired ROD. A block diagram of the function of the BOC is shown in figure 4. 

The front-end modules are controlled and read out through digital optical fibre ribbons. 

One fibre per module provides trigger, timing and control information. There are also two data 

fibres per module which are used to transfer the digital signal from the modules back to the off-

detector electronics. A more detailed description of the optical system is given in [13]. 

On the BOC, each command for the front-end modules is routed via one of the four TX 

plug-ins as shown in figure 4. Here the command is combined with the 40 MHz clock to 

generate a single Bi-Phase Mark (BPM) encoded signal which allows both clock and commands 

to occupy the same stream. Twelve streams are handled by each of four BPM12 chips [14]. The 

encoded commands are then converted from electrical to optical form on a 12-way VCSEL 

array [14] before being transmitted to the front-end modules via a 12-way fibre ribbon. The 

intensity of the laser light can be tuned in individual channels by controlling the current 

supplied to the laser using a digital to analogue converter (DAC) on the BOC. This is to cater 

for variations in the individual lasers, fibres and receivers and to allow for loss of sensitivity in 

the receiver due to radiation damage. 

The timing of each of the outgoing signals from the TX plug-in can be adjusted so that the 

clock transmitted to the front-end modules has the correct phase relative to the passage of the 

particles from the collisions in LHC. This phase has to be set on a module by module basis to 

allow for different optical fibre lengths and time-of-flight variations through the detector. It is also 

THE SOLUTION : 
New productions of humidity-resistant TX plugins 
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•  Calibrations in between LHC fills 
–  Response curve test : S-curve from threshold 

scan w/ charge injected 
•  Extract gain and input noise 

–  Noise occupancy (NO) test : Take NO as a 
function of threshold 
•  Extract NO and input noise 
•  Noise consistent with that from the response curve test 

–  Defect chips/strips 
•  Detected by the above two calibration tests are 

masked in reconstruction. 

7	

Noise occupancy < 5×10-4 and Noise < 1500 e- fulfill the design requirements. 
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Timing	
•  3 time bin readout 

–  1 time bin : 25 ns (40 MHz LHC clock) 
–  Readout of 3 time bins centered on L1A 
      e.g. 01X – 1st bin  : no hit 
                        2nd bin : hit required (at L1A) 
                        3rd bin  : no hit requirement 
             X1X – hit required at L1A 
             XXX – Any hit mode 

•  Time-in 
–  Timing scan is done for each module 

using collision data (with special 
requests) 

–  Maximizing 01X fraction of hit patterns 

•  Operation mode 
–  Recently moved from XXX to X1X to 

deal with 50 ns LHC bunch trains 
–  Plan to move to 01X when LHC moves 

to  25 ns bunch train operation 

8	

The SCT is well timed-in. 
6 July 2011	 Junji Tojo (KEK)	



Hit Efficiency

9

Hit Efficiency	
•  Intrinsic hit efficiency measured 

–  Track pT > 1 GeV/c 
–  SCT hits on track required 

•  ≥ 6 for Inner Detector combined tracks 
•  ≥ 7 for SCT standalone tracks 

–  Dead module/chips are removed. 

9	

Hit Efficiency

10

Hit Efficiency
•  Seed by a cluster in EM calorimeter 

 with 3×5 cells in 2nd layer 

10

Hit Efficiency

9

Hit Efficiency

10

The SCT hit efficiency is well above the design requirement of 
more than 99.0% in all barrel layers and endcap disks. 

6 July 2011	 Junji Tojo (KEK)	
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Figure 11: Tracking local x unbiased residual distributions obtained by reconstructing the jet trigger

data sample with the Spring 2010 Alignment (open squares) and Autumn 2010 Alignment (solid circles).

The distributions are integrated over all hits-on-tracks in the Pixel barrel and end-cap modules (top),

SCT barrel and end-cap modules (middle), and TRT barrel and end-cap modules (bottom). Tracks are

required to have pT > 15 GeV.
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Figure 11: Tracking local x unbiased residual distributions obtained by reconstructing the jet trigger

data sample with the Spring 2010 Alignment (open squares) and Autumn 2010 Alignment (solid circles).

The distributions are integrated over all hits-on-tracks in the Pixel barrel and end-cap modules (top),

SCT barrel and end-cap modules (middle), and TRT barrel and end-cap modules (bottom). Tracks are

required to have pT > 15 GeV.
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Alignment	
•  The alignment performed by using a 

track-based algorithm 
–  Minimize a χ2 from track-hit residuals 

•  Dedicated samples to extract the 
alignment constants 
–  Isolated high pT tracks in collisions by the 

high-level trigger 
–  Cosmic-ray tracks during physics running 

•  Alignment performance in a jet trigger 
sample 
–  A large improvement from the previous 

alignment (using 900 GeV collision data 
in 2009) 

•  Move to time-dependent studies using 
more statistics in 2011 

10	

Alignment of the SCT at the module-level is under control 
and is approaching to the design value. 

6 July 2011	 Junji Tojo (KEK)	



Lorentz Angle	
•  Lorentz (Hall) angle 

–  A carrier drift direction is deflected by Lorentz 
force in a B-field. 

–  The Lorentz angle is measured to be the track 
incident angle at minimum cluster width. 

–  Depends on B-field, bias voltage and 
temperature 

•  Sensitive to : 
–  Model of signal digitization in full simulation 
–  Radiation damage 

•  Improvement of the full simulation model is 
under way and plan to monitor in a long 
term operation	

11	

Successful measurement in collision data, 
consistent with cosmic data and model 
prediction including temperature dependence 
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SCT Leakage current : Data and Predictions

Prediction is based on the total 7-TeV luminosity profile and the FLUKAPrediction is based on the total 7 TeV luminosity profile and the FLUKA 
simulations, taking into account of the self-annealing effects.
The prediction uncertainties are mostly due to errors in the fraction of the 
slowest annealing component (11%) and luminosity measurement (4 5% inslowest annealing component  (11%) and luminosity measurement (4.5% in 
2011). The uncertainty of FLUKA simulation is not included. 

Radiation Damage	
•  NIEL : 1 MeV neutron equivalent fluence 

–  Measurement from SCT leakage current 
–  Comparison with FLUKA predictions 
Barrel   : Consistent 
Endcap : A slightly different radial dependence 
 
 

•  Leakage current increase 
–  Converted values at -10 deg C 
–  Predictions based on NIEL from FLUKA 
     simulation, time-dependent annealing 
     effects and delivered luminosity 
–  Consistent with the prediction 
     within 10% level 
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The first effect of radiation damage is seen and understood. 
Continue monitoring the effect for a long term operation. 

6 July 2011	 Junji Tojo (KEK)	



Summary	
•  A successful operation of the SCT together with LHC/ATLAS 

–  99.5 % data-taking efficiency in 2011 
–  99.3 % of modules in a nominal operation 

•  The issue is in TX death : solutions exist 
–  Redundancy and replacements 
–  New productions 

 

•  Excellent performance 
–  Fulfilling the design requirements for noise and hit efficiency 
–  Alignment is approaching to the design value. 

•  The first effect of radiation damage is seen and understood.	
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Alignment	
•  Comparison with a Monte-Carlo 

sample (PYTHIA dijet) 

•  The alignment is approaching 
to the ideal value. 
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