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Abstract The nature of dark matter is still unknown s
and an experimental program to look for dark matter

particles in our Galaxy should extend its sensitivity to s,
light particles in the GeV mass range and exploit the
directional information of the DM particle motion [1]. 5
The CYGNO project is studying a gaseous time projec- 55
tion chamber operated at atmospheric pressure with a s
Gas Electron Multiplier [2] amplification and with an,,
optical readout as a promising technology for light dark 4,
matter and directional searches. 30

In this paper we describe the operation of a 50 liter
prototype named LIME (Long Imaging ModulE) in an*
overground location at Laboratori Nazionali di Fras-#
cati of INFN. This prototype employs the technology *
under study for the 1 cubic meter CYGNO demonstra-
tor to be installed at the Laboratori Nazionali del Gran*
Sasso [3]. We report the characterization of LIME with +
photon sources in the energy range from few keV to*
several tens of keV to understand the performance of *
the energy reconstruction of the emitted electron. We*
achieved a low energy threshold of few keV and an en-*
ergy resolution over the whole energy range of 10-20%, **
while operating the detector for several weeks continu- *
ously with very high operational efficiency. The energy %
spectrum of the reconstructed electrons is then reported >
and will be the basis to identify radio-contaminants of %
the LIME materials to be removed for future CYGNO %
detectors. 57

58
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1 Introduction

A number of astrophysical and cosmological observa-
tions are all consistent with the presence in the Uni-
verse of a large amount of matter with a very weak
interaction with ordinary matter besides the gravita-
tional force, universally known as Dark Matter (DM).
The model of the Weakly Interacting Massive Particle
(WIMP)) has been very popular in the last decades,
predicting a possible DM candidate produced thermally
at an early stage of the Universe with a mass in the
range of 10 to 1000 GeV and a cross section of elastic
scattering with standard matter at the level of that of
the weak interactions [4] [5]. Hypothetical particles of
DM would also fill our Galaxy forming a halo of parti-
cles whose density profile is derived from the observed
velocity distribution of stars in the Galaxy. This pre-
diction calls for an experimental program for finding
such DM particles with terrestrial experiments. These
experiments aim at detecting the scattering of the elu-
sive DM particle on the atoms of the detectors, induc-
ing as experimental signature a nucleus or an electron
to recoil against the impinging DM particle. Nowadays
most of these experimental activities are based on ton
(or multi-ton) mass detectors where scintillation light,
ionization charge, or heat induced by the recoiling par-
ticles are used - sometime in combination - to detect

the recoils [6-10].

Most of these experiments however are largely un-
able to infer the direction of motion of the impinging
DM particle. While DM particles have a random direc-
tion in the Galaxy reference system. on the Earth a DM
particle would be seen as moving along the direction of
motion of the Earth in the Galaxy. This motion is given
by the composition of the motion of the Sun toward the
Cygnus constellation and the revolution and rotation of
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the Earth. This is then reflected into the average direc-io
tion of motion of the recoiling particles after the DMz
scattering and it can represent an important signaturei:
to be exploited to discriminate the signal of a DM par-i
ticle from other background sources [11]. Therefore thisis
undoubtedly calls for a new class of detectors based omas
the reconstruction of the the recoil direction, such as theizs
gaseous time projection chamber (TPC) [12-26]. More-s
over, while the WIMP model for DM candidates hasir
been tested thoroughly by the current detectors downuzs
to 10 GeV, extensions of sensitivity of these detectors toioe
lower masses - down to the GeV and below - are deemedizo
fundamental to explore new models predicting lighter
DM particles [27-29]. For this scope CYGNO proposesis
the use of light atoms as Helium or Hydrogen as targetiss
for DM. For a DM in the range of 1 to 10 GeV mass theiss
elastic scattering of DM particle on these nuclei is pro-is
ducing nuclear recoils with the most favourable kineticiss
energy. 137

In this respect the CYGNO project aims to realize amns
R&D program to demonstrate the feasibility of a DM
search based on gaseous TPC at atmospheric pressure.#o
The CyaNoO TPC will use a He/CF4 gas mixture featur-4
ing a GEM amplification and with an optical readout ofi+
the light emitted at the GEM amplification stage [30,143
31] as outlined in [3]. Gaseous TPC based on optical#
readout to search for DM were proposed and studiedws
before but with the use of a gas pressure well belows
the atmospheric one (DM-TPC, [32-35]). The CyaNow
project aims to build a 30-100 m? detector that would
therefore host a larger target mass than a low pressure
TPC. Given the presence of fluorine nuclei in the gas
mixture CYGNO would be especially sensitive to a scat-
tering of DM that is sensitive to the spin of the nucleus.
By profiting of the background rejection power of the
directionality, competitive limits on the presence of DM
in the Galaxy can be set, under the assumption of a spin
dependent coupling of DM with matter.

154
After a series of explorative small size prototypes;,

[36—45] proving the principle of detecting electron and,,
nuclear recoils down to keV kinetic energy, a staged,,
approach is now foreseen to build a detector sensitive,,
to DM induced recoils. 150

A first step requires the demonstration that all theieo
technological choices of the detector are viable. Beforeis:
the construction a 1 m? demonstrator of a DM CYGNO-12
type detector, a 50 liter prototype - named LIME (Longes
Imaging ModulE) - has been built and operated in ames
overground laboratory at the Laboratori Nazionali dies
Frascati (LNF) of INFN. LIME is featuring a 50 crues
long drift volume with the amplification realized withuer
a triple GEM system and the light produced in theis
avalanches readout with a scientific CMOS camera andieo

four PMT. A CyaNo-type detector will be modular
with LIME being a prototype for one of its modules.
Most of the materials and the detection elements used
in LIME are not at the radiopurity level required for
a real DM search. However they can be produced in a
radiopure version, treated to become radiopure or re-
placed with radiopure materials without affecting the
the mechanical feasibility and the detector performance
of the 1m?® CyGNO demonstrator.

In this paper we summarize our experience with
the LIME prototype operated during a long campaign
of data-taking, conducted to primarily understand the
long term operation stability, to collect data to develop
image analysis techniques and to understand the par-
ticle energy reconstruction performance. These tech-
niques are including the reconstruction of clusters of
activated pixels due to light detection in the images, op-
tical effects characterizations, and noise studies. They
were mainly oriented to the detection of electron origi-
nated from the interaction of photons in the gas volume.
We usually refer to these electrons as electron recoils.
The energy response of LIME was fully characterized
in a range of few keV to tens of keV electron kinetic
energy using different photon sources, while a °°Fe X-
ray absorption length in the LIME gas mixture was also
evaluated.

Finally we report an analysis of the observed back-
ground events, induced by sources both internal to the
detector and external, in the overground LNF location.

2 The LIME prototype

The LIME prototype (as shown in Fig.1 and in Fig.2)
is composed of a transparent acrylic vessel inside which
the gas mixture is flowed with an over-pressure of about
3 mbar with respect to the external atmospheric pres-
sure. Inside the gas vessel a series of copper rings are
used as electrodes kept at increasing potential values
from the cathode to define a uniform electric field di-
rected orthogonal to the cathode plane. This field makes
the ionization electrons (produced by the charged par-
ticles in the gas) to drift towards the anode. A cath-
ode plane is used to define the lower potential of the
electric field while on the opposite side a triple GEM
stack system is installed. When the ionization electrons
reach the GEM, they produce an avalanche of secondary
electrons and ions. Interactions of secondary electrons
with gas molecules produce also photons whose spec-
trum and quantity strongly depends on the gas mixture
[31]. From the avalanche position the light is emitted
towards the exterior of the vessel. A scientific CMOS
camera (more details in Sect. 2.2) with a large field-of-
view objective is used to collect this light over a inte-
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gration time that can be set from 30ms to 10s and toas
yield an image of the GEM. Four PMT are installed

around the camera to detect the same light but withew
a much faster response time. In the following we de-20
scribe in details the elements of the LIME prototype.2z
The sensitive part of the gas volume of LIME is aubout222
50 liters with a 50 cm long electric field region closed

by a 33x33 cm? triple-GEM stack. ”

224

225

226
2.1 The gas vessel and the field cage 21

228
The gas vessel is realized with a 10 mm thick PMMA?»®
box with a total volume of about 100 litres that i
devoted to contain the gas mixture used in the op-**
eration. Inside the vessel a field cage produces a uni-?*
form electric field to drift the primary ionization elec-,
trons originated in the interaction of charged parti-,,
cles with the gas molecules towards the amplification,
stage. The volume is regularly flushed at a flow rate of
200 cc/min. The field cage has a square section, with a,_,

side of 330 mm, a length of 488 mm, and consists of:

— 34 square coils, 10 mm wide, placed at a distance
of 4mm from each other, with an effective pitch of2 "
14 mm and electrically connected by 100 MS2 resis-
tors; 240

— a 0.5 mm thin copper cathode with a frame identical
in size to the coils described above; oir

— a stack of 3 standard GEM (holes with an internal
diameter of 50 um and pitch of 140 um, placed 2mm,,,
apart from each other and 7mm from the first coils.,,,

The detector is usually operated with a He/ CF,*
gas mixture in proportions of 60/40 kept few millibars™
above the atmospheric pressure. This is therefore equiv—248
alent to a mass of 87 g in the active volume. “

The upper face of the vessel includes a 5cm wide
and 50 cm long thin window sealed by a 150 um thick,
ethylene-tetrafluoroethylene (ETFE) layer. This allows
low energy photons (down to the keV energy) to en-,,
ter the gas volume from external artificial radioactive,,
sources used for calibration purposes. 253

An externally controllable trolley is mounted on thes,
window and can be moved back and forth along a track.ss
It functions as a source holder and allows to move a rass
dioactive source, kept 18 cm above the sensitive volume gs;
along the z axis from 5cm to 45 cm far from the GEM .5
On its base there is a 5 mm diameter hole that allowss,
the passage of a beam of photons by collimating it. .

The face of the vessel in front of the GEM stackes:
away from the sensitive volume is 1 mm thick to allowss:
efficient transmission of light to the outside. 263

2.2 The light sensors

On the same side of the vessel where the GEM stack
is installed a black PMMA conical structure is fixed to
allow the housing of the optical sensors:

— 4 Hamamatsu R7378, 22 mm diameter photo-multipliers;

— an Orca Fusion scientific CMOS-based camera (more
dentails on [46]) with 2304 x 2304 pixels with an
active area of 6.5 x 6.5 um? each, equipped with
a Schneider lens with 25 mm focal length and 0.95
aperture at a distance of 623 mm. The sCMOS sen-
sor provides a quantum efficiency of about 80% in
the range 450 nm-630 nm. In this configuration, the
sensor faces a surface of 35 x 35 cm? and there-
fore each pixel at an area of 152 x 152 um?. The
geometrical acceptance eg results to be 1.2 x 1074,

According to previous studies [31,47], electro-luminescence

spectra of He/CF,4 based mixtures show two main max-
ima: one around a wavelength of 300 nm and one around
620 nm. This second wavelength matches the range
where the Fusion camera sensor provides thew maxi-
mum quantum efficiency.

2.3 The Faraday cage

The entire detector is contained within a 3 mm thick
aluminium metal box. Equipped with feed-through con-
nections for the high voltages required for the GEM,
cathode and PMT and for the gas, this box acts as a
Faraday cage and guarantees the light tightness of the
detector. A rod is free to enter through a hole from the
rear face to allow movement of the source holder. On
the front side a square hole is present on which an op-
tical bellows is mounted, which can then be coupled to
the CMOS sensor lens.

2.4 Data acquisition and trigger systems

LIME data acquisition is realized with an integrated
system within the Midas framework [48].

The PMT signals are sent into a discriminator and
a logic module to produce a trigger signal based on a
coincidence of the signals of at least two PMT.

A dedicated data acquisition PC is connected via
two independent USB 3.0 ports to the camera and to
a VME crate that houses I/O register modules for the
trigger and controls.

The camera can be operated with different exposure
times. The results presented in this paper are obtained
with a 50 ms exposure to minimize the pile-up from
natural radioactivity events.
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The DAQ system has been designed and built iniz[l)
such a way that it can also integrate digitisers for them
acquisition of PMT signal waveforms. In this way, for293
each interaction in the gas, the light produced in them
GEM stack is simultaneously acquired by the high gran-
ularity CMOS sensor and by the four PMT. As it was
demonstrated in [40] this will allow a 3D reconstruction
of the event in the gas volume within the field cage. 2

In this paper we report the data analysis of the cam-or
era images only. 208

2.5 High voltage and gas supply systems

The gas mixture, obtained from cylinders of pure gases,
is continuously flushed into the detector at a rate of
200 cc/min and the output gas is sent to an exhaust
line connected to the external environment via a water
filled bubbler ensuring the small (3 mbar) required over-
pressure. Electrical voltages at the various electrodes of
the detector are supplied by two generators:

— an ISEG "HPn 500” provides up to 50 kV and 7 mA
with negative polarity and ripple < 0.2% directly to
the cathode;

— CAEN A1515TG board with Individual Floating
Channels supplies the voltages (up to 1 kV with 20
mV precision) to the electrodes of the triple GEM
stack

By means of these two suppliers, a constant electric
field was generated in the sensitive volume with a stan-
dard value of Epist = 0.9 kV/cm and in the transfer
gaps between the GEM (about Emyanst = 2.5 kV/cm),
while the voltage difference across the two sides of each
GEM is usually set to Vgegm = 440 V for all the three
GEM.

3 Overground run

The measurements reported in this paper were realized
at the INFN LNF during the 2021 summer and au-
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Table 1 Summary of the typical operating condition of
LIME during the data takings.

‘ Parameter ‘ Typical value ‘
| Drift Field | 0.9kV/em |
‘ GEM Voltage ‘ 440 V ‘
| Transfer Field | 2.5 kV/cm |
| Gas Flow | 121/h |
| |

PMT Threshold ‘ 15 mV

tumn. The detector was operated inside an experimen-
tal hall where the temperature was varying in a range
between 295 K and 300 K and the atmospheric pressure
between 970 and 1000 mbar for the entire duration of
the measurements. The typical working conditions of
the detector are reported in Table 1.

3.1 Instrumental effect studies
As a first study, we evaluated the instrumental non-

uniformity due to the optics system and to the elec-"
tronic sensor noise. .

4

336
337

8.1.1 Optical vignetting

338

With respect to the optics, we evaluated the effects of
lens vignetting, that is the reduction of detected light™
in the peripheral region of an image compared to the™
image center. For this purpose, we collected with the™
same camera images of a uniformly illuminated white™
surface. In order to avoid any possible preferiantial di-"**
rection of the light impinging the sensor, different im-,_
ages of the same surface are acquired by rotating the,,
camera around the lens optical axis, and we obtained,,
a light collection map on the sensor by their average.,,
This shows a drop of the collected light as a function of,,
the radial distance from the centre, down to 20% with
respect the center of the image, as shown in Fig. 3. Thesso
resulting map was then used to correct all the imagess:
collected with the detector. 352
353
8.1.2 Sensor electronic noise 354
355
A second study consisted in the evaluation of the fluc-sss
tuations of the dark offset of the optical sensor. Theses:
are mainly due to two different contributions: readoutss
noise i.e. the electronic noise of the amplifiers onboardsse
of each pixel (less than 0.7 electrons r.m.s.) and a darkeo
current that flows in each camera photo-diode of aboutss:
0.5 electrons/pixel/s [49]. To obtain this, dedicated runssy:
were taken throughout the data taking period with thesss

CYGNO

o L B

(LIME)

0.4

0.2

0 200 400 600 800 100012001400
R (pixels)

Fig. 3 Light yield measured as a function of the radial dis-
tance from the center of the sensor, normalized to the one
at the center, using pictures of a uniformly illuminated white
surface.

values of Vggum set to 200 V. In this way the counts on
the camera pixels were only due to the electronic noise
of the sensor itself and not to any light. In each of these
runs (called pedestal runs) we collected 100 images and
we evaluated, pixel by pixel, the average value (pixped)
and the standard deviation (pix,,,,) of the response.
The light tightness of the detector is ensured by the
Faraday cage. To check its effectiveness, we compared
the values of pix,.q and pix,,) in runs acquired with
laboratory lights On and with completely dark labora-
tory without finding any significative differences.

In the reconstruction procedure, described later in
Sec. 4.1, pix,qq is then subtracted from the measured
value, while pix, . is used to define the threshold to
retain a pixel, i.e. when it has a number of counts larger
than 1.1 pix, g -

The distribution of pix,,, in one pedestal run for
all the pixels of the sensor is shown in Fig. 4 (top). The
long tail above the most probable value corresponds to
pixels at the top and bottom boundaries of the sensor,
which are slightly noisier than the wide central part. For
this reason 250 pixel rows are excluded from the recon-
struction at the top and 250 pixel rows at the bottom
of the sensor. The stability of the pedestal value and
of the electronics noise has been checked by consider-
ing the mean value of the distribution of pix,.4 and of
PiX,ns as measured in the regular pedestal runs. Fig-
ure 4 middle and bottom show the distributions of the
two quantities in a period of about two weeks, showing
a very good stability of the sensor.
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395
3.2 Electron recoils in LIME 396

397
A first standard characterization of the detector re-ss
sponse to energy releases of the order of a few keVsw
utilizes a 5°Fe source with an activity of 115 MBq. **Feuo
decays by electron capture to an excited **Mn nucleusin
that de-excites by emitting X-rays with an energy ofw
about 5.9keV, with an additional emission at aroundios
6.4keV. Given the geometry of the source holder andsos
trolley, the flux of the photons irradiates a cone with aruos
aperture of about 10°. This means that in the centralos
region of the detector, the flux is expected to have awr
gaussian transverse profile with a ¢ of about 1 cm. 408

Moreover, in order to study the energy response for
different X-rays energies, a compact multi-target source
was employed [50]. A sealed 2! Am primary source is
selectively moved in front of different materials. Each
material is presented to the primary source in turn and
its characteristic X-ray is emitted through a 4 mm di-
ameter aperture. In Tab. 2 a summary of the materials
and energy of the X-ray lines is reported. The Kz lines
have an intensity that is about 20% of corresponding
K, lines.

Table 2 X-ray emitted by the multi-target source.

Material Energy K, [keV] Energy Kz [keV]
Cu 8.04 8.91
Rb 13.37 14.97
Mo 17.44 19.63
Ag 22.10 24.99
Ba 32.06 36.55

Given the physics interest to the detector response
at low energies, the °Fe source X-rays with E ~ 6keV
has been used to induce emissions of lower energy X-
rays in two other targets: Ti and Ca. The expected K,
and Kjg lines are shown in Table 3. Given the exper-
imental setup to excite the Ti and Ca lines, also the
6keV X-rays from °°Fe can reach the detector active
volume, resulting in the superposition of both contri-
butions.

Table 3 X-ray emitted by the additional custom targets ex-
cited by the 5°Fe source.

Material ~ Energy K. [keV] Energy Kz [keV]
Ti 4.51 4.93
Ca 3.69 4.01

The interaction of the X-ray with the gas molecules
produces a electron recoil with a kinetic energy very
similar to the X-ray energy. According to a SRIM sim-
ulation [51] in our gas mixture at atmospheric pressure
the expected range of the electron varies from about
250 pm for a 4keV energy to about 15 mm for a 40 keV
energy [3]. These electron recoils produce a primary
electron-ion pair at the cost of 42eV [52-54] Along the
drift path longitudinal and transversal diffusion affect
the primary ionization electrons distribution. Once they
reach the GEM surface, these electrons start multiplica-
tion processes yielding an avalanche, producing at the
same time also photons that are visible as tracks in
the CMOS sensor image. These tracks from artificial



409

410

412

413

414

415

416

radioactive sources are shown superimposed to tracksur
from natural radioactivity in a typical image ( Fig. 5).s
The tracks are reconstructed as 2D clusters of pixels byso
grouping the pixels with a non-null number of photonsio
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Fig. 5 Example of an image with natural radioactivity tracks™"

and luminous spots indicating the interactions in the gas off32
6keV X-rays produced by the >>Fe source. The ®°Fe sourceyss
is located on the top of the sensitive volume and produces,_,
spots along the y axis (see Fig.1 for the reference frame) of

the CMOS sensor (top). A zoom around one of these spots is'®
also shown (bottom). 436

437

438

Once projected to the 2D GEM plane the spheri-so
cal cloud of the drifting electrons from the *°Fe X-rayuo
interaction produces a &~ 5 mm wide light profile alongm

both the orthogonal axes of the cluster. The exact span
of the profile depends on the running conditions of the
detector and on the z position of the X-ray interaction.
In the following we refer to the longitudinal (transverse)
direction as the orientation of the major (minor) axis
of the cluster, found via a principal component analysis
of the 2D cluster. The two profiles for a typical cluster
are shown in Fig. 6 with a Gaussian fit superimposed.
From these fits the values of o1, and o1 are obtained
along with the amplitudes A, and At respectively In
general for non-spherical cluster due larger energy elec-
tron recoil we determine and utilizes only the o value.
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Fig. 6 Example of transverse (top) and longitudinal (bot-
tom) profiles of one luminous spot generated by the interac-
tions in the gas of 6 keV X-rays produced by the 5°Fe source.
From the Gaussian fits the values of o1 and o1, are obtained
along with the amplitudes A1 and Ay, respectively.

4 Reconstruction of electron recoils

The energy deposit in the gas through ionization is es-
timated by clustering the light recorded in the camera
image with a dynamic algorithm. The method is devel-
oped with the aim to be efficient with different topolo-
gies of deposits of light over the sensors. It is able to
recognize small spots whose radius is determined by the
diffusion in the gas, or long and straight tracks as the
ones induced by cosmic rays traversing the whole de-
tector, or long and curly tracks as the ones induced by
various types of radioactivity. Radioactivity is in fact
present in both the environment surrounding the de-
tector or in the components of the detector itself.
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4.1 The reconstruction algorithm

The reconstruction algorithm consists of four steps: (i) a
zero suppression to reject the electronics noise of the
sensor (ii) the correction for vignetting effect described
in Sec. 3.1.1 and two steps of iterative clustering (iii) a
super-clustering step to reconstruct long and smooth
tracks parameterizing them as polynomial trajectories,
and (iv) a small clustering step to find residual short
deposits. The iterative approach is necessary for dis-
entangling possibly overlapping long tracks recorded in
the 50 ms time interval of the exposure of the camera.

As a further noise reduction step, the resolution
of the resulting image is initially reduced by forming
macro-pizels, by averaging the counts in 4x4 pixel ma-
trices, on which a median filter is applied, which is ef-
fective in suppressing the electronics noise fluctuations,
as it is described in more details in Ref. [55].

In order to first clean the picture from the long
tracks originating from the ambient radioactivity, the
iterative procedure of step (iii) is started, looking for
possible candidate trajectories compatible with polyno-
mial lines of increasing orders, ranging from 1 (straight
line) to 3 as a generalization of the RANSAC algorithm [56].
If a good fit is found, then the supercluster is formed,
and the pixels belonging to all the seed basic clusters are
removed from the image, and the procedure is repeated
with the remaining basic cluster seeds. The step (iii)
is necessary to handle the cases of multiple overlaps of
long tracks, as it can be seen in Fig. 7. It can be noticed
that in the overlap region the energy is not shared, i.e.
it is assigned to one of the overlapping tracks. In these
cases the tracks can be split, but the pieces are still
long enough not to mimick short deposits for low en-
ergy candidates of our interest for DM searches. When
no more superclusters can be found, the superclustering
stops, and the remaining pixels in the image are passed
to step (iv), i.e. the search for small clusters. For this
purpose, small-radius energy deposits are formed with
IDBSCAN, described in details in Refs. [57,55]. The ef-
fective gathering radius for pixels around a seed pixel™
is 5 pixel long, so small clusters are formed. Fimally,495
the clusters from any iteration of the above procedure™
are merged in a unique collection, which form the track™
candidates set of the image. 8

The track candidates are then characterized through:ZZ
the pattern of the 2D projection of the original 3D par-
ticle trajectory interacting within the TPC gas mix-
ture. Various cluster shape variables are studied, and
are useful to discriminate among different types of in-g,
teractions [55]. For example a clear distinction can be
made between tracks due to muons from cosmic rayssos
and electron recoils due to X-rays. Moreover, within asos
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Fig. 7 Top: image with an exposure of 50 ms. Bottom: re-
constructed clusters after the two step procedure described
in the text.

given class of interactions, the cluster shapes are sensi-
tive to the detector response, for example gas diffusion,
electrical field non uniformities, gain non uniformities of
the amplification stages. Thus they can be exploited to
partially correct these instrumental effects improving
the determination of the original interaction features,
like the deposited energy, or its z-position, which can-
not be directly inferred by the 2D information.

4.2 The ?°Fe source studies

The %°Fe source is able to induce interaction in the
gas mixture with an illumination of the entire vertical
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Fig. 8 Spatial distribution of the reconstructed clusters in
data collected with 5°Fe source. Only clusters in the central
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regions of the sensor. The 5°Fe source is positioned outside
the detector at high values of y.

Several variables are used for the track characteri-
zation: o, the track length, the light density § (defined
as the integral of the light collected in the cluster, di-
vided by the number of pixels over the noise threshold),
the RMS of the light intensity residuals of the pixels
Ims, and other variables described in more details in
Ref. [55].

A sample of clusters is obtained applying a very
loose selection, which resembles the one optimized in
Ref. [55]. Examples of the distributions for § and for
o of these clusters are shown in Fig. 9, while the spec-
trum of Igc, defined as of the sum of the detected light
in a cluster, is shown in Fig. 10 in a range below and
around the expected deposit from the °Fe X-rays. The
distribution of Igc also shows a small enhancement at
around twice the energy expected by the °°Fe X-rays
corresponding to the cases when two neighbor deposits
are merged in a single cluster. This can happen be-
cause of the relatively large activity of the employed
55Fe source. The average size of the spot produced by
the 5°Fe X-ray interactions is about 20 mm?.

The distributions show the data obtained in data-
taking runs both in presence of the X-ray source andss
without it, in order to show the background contribu-s
tion, after normalizing them at the live-time of the datass
taking with the ®>Fe source. The expected contributionss
from fake clusters, defined as the clusters randomly re-sao
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Fig. 9 Top: light density J in the reconstructed clusters, as
defined in the text. Bottom: transverse dimension of the re-
constructed cluster or. Black points represent data in pres-
ence of the 5°Fe source, filled histogram represents data with-
out the source, while the red hollow histogram represents the
contribution from mis-reconstructed clusters from electronics
noise. The latter two are normalized to the live-time of the
data taking with the °Fe source.

constructed by neighboring pixels over the zero-suppression

threshold, has been also estimated from the pedestal
runs, where no signal contribution of any type is ex-
pected. As can be seen from Fig. 10 (top), this contri-
bution becomes negligible for Is¢2 400 photons.
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569

570
4.3 Energy calibration 571

572
Despite the correction of the optical effects of the cam-ss
era applied before the clustering, the light yield associ-s
ated to a cluster Igc still depends on the position of thess
initial ionization site where the interaction within thess
active volume happened. Therefore the light yield Igcsr
must be converted in an energy E,.. by a calibrationss

factor and then corrected to infer the original energy
deposit E.

The E,.. dependence on the x—y position of the ini-
tial interaction can be affected by possible imperfect
correction of the vignetting effect, non uniformities of
the drift field and of the amplification fields, especially
near the periphery of the GEM planes, as shown in
Fig. 11.
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Fig. 11 Average light yield, Isc, for the clusters as a function
of the z—y position in the 2D projection, for data collected
with the 5°Fe source positioned at a z = 26 cm.

Moreover, inefficiency in the transport of the pri-
mary ionization electrons due to attachment during their
drift in the gas would result in a monotonic decrease of
Isc as a function of z of the initial interaction. How-
ever, as shown in Fig. 12, a continuous increase of Igc
with the z of the initial interaction is observed.

This effect can be interpreted in the following way.
During the amplification process, the channels across
the GEM foils are filled with ions and electrons pro-
duced in the avalanches, but thanks to their small size
they can rapidly drain. In recent years, however, several
studies [58] have shown that for high-gain (10°-107)
operations, the amount of charge produced by a sin-
gle avalanche is already sufficient to change locally the
electric field. In general this has the effect to reduce the
effective gain of the GEM, causing a saturation effect.
This also makes the response of the GEM system de-
pendent on the amount of charge entering the channels
and - in the case of many primary electrons from the gas
ionization - on the size of the surface over which these
electrons are distributed. In LIME, the diffusion of the
primary ionization electrons over the 50 cm drift path
can almost quadruple the size of the surface involved
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in the multiplication, thus reducing the charge density,,
and therefore reducing the effect of a gain decrease.
We think this to be the cause of the observed be-s,
havior of the spots originated by the 55T X-rays Oversss
the whole drift region: the light yield Isc for spots orig-ss,
inated by interactions farther from the GEM is largers,
than for spots closer to the GEM. Thus, the overallss
trend of Igc as a function of the z position of the ioni-s
sation site therefore presents an initial growth followed,,,
by an almost plateau region, as shown in Fig. 12. o1

These effects partially impact the observed clusters.,
shapes. However, they can be used as a handle, togethersss
with the z—y measured position in the 2D plane, to infers.
E. Since multiple effects impact different variables in ags
correlated way, corrections for the non perfect responsess
to the true energy deposits have been optimized using ass
multivariate regression technique, also denoted as mul-,,
tivariate analysis (MVA), based on a Boosted Decision,,
Tree (BDT) implementation, following a strategy usedss,
in Ref. [59] 651

The training has then been performed on data recorded
with the various X-rays deposits described in Table 23
and Table 3. The target variable of the regression isss
the mean value of the ratio Isc/IgE", where the mostess
probable value IG%" is the most probable value of thess
Is¢ distribution for each radioactive source. The per-s:
formance of the regression using the median of the dis-ss
tribution instead of the mean have been checked andg,
found giving a negligible difference. 660

The clusters were selected by requiring their o toss
be consistent with the effect of the diffusion in the gass:

and their length not larger than what is expected for
an X-ray of energy E. In addition it is required that
Isc falls within 504 from the expected E for a given
source, where og is the measured standard deviation
of the peak in the Igc distribution (estimated through
a Gaussian fit). The background contamination of the
training samples after selection, estimated by applying
the selection on the data without any source, is within
1-5% of the total number of selected clusters.

The input variables to the regression algorithm are
the x and y coordinates of the supercluster, and a set
of cluster shape variables, among which the most rel-
evant are the ratio 2—2, I,ms and §. Variables that are
proportional to Igc are explicitly removed, in order to
derive a correction which is as independent as possi-
ble on the true energy E. In order to be sensitive to
the variation of the inputs variables as a function of z,
and possibly correct for the saturation effect, data with
the %°Fe source have been collected with the source po-
sitioned at different values of z uniformly distributed,
with a step of 5cm from the GEM to the cathode. The
data collected with the other sources of Tables 2 and 3
instead were only taken at z = 26 cm.

A sanity check on the output of the regression al-
gorithm is performed on the data without any source,
where the energy spectrum of the reconstructed clus-
ters extends over the full set of K, and Kg lines used
for the training. No bias or spurious bumps induced
by the training using only few discrete energy points is
observed.

The K, line expected for the °°Fe X-rays, when
the source is positioned at z = 26 cm, is used to de-
rive the absolute energy calibration conversion, which
equals is approximately x = 0.38 photons/eV. The
absolute reconstructed raw energy is thus defined as
Eiec = Isc/k. The absolute energy, after the mul-
tivariate regression correction described above, is de-
noted as E in the following.

The comparison of the distributions for the raw su-
percluster energy, E,., and E, using data collected in
presence of the *°Fe radioactive source is shown in Fig. 13
for two extreme distances from the GEM planes, z =
11cm and z = 41 cm. The improvement in the energy
resolution is substantial. The distribution after the cor-
rection shows a small tail below the most probable value
of the distribution, indicating a residual non-perfect
containment of the cluster, that systematically under-
estimates the energy and should be corrected by im-
proving the cluster reconstruction.

The efficacy of the MVA regression in correcting
for the saturation effect and other response non uni-
formities is estimated with the data sample collected
with ?°Fe source. The Eree/EMPY and E/E™PY distri-

rec
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713
butions are fit with a Crystal Ball function [60], whichy,
describes their tails: f(F;mg,og,a,n), where the pa~;s
rameters mg and og describe the mean and standard;s
deviation of the Gaussian core, respectively, while the,,
parameters a and n describe the tail. 718

The average response is estimated with the fittedno
value of mg. Its value, as a function of the z posi-o
tion, is shown in Fig. 14 (top). The effect of the satura-
tion is only partially corrected through this procedure:z
the consequence of the gain loss is reduced by aboutrs

15% in correspondence of the smallest distance tested,
z = bcm. Yet, this small improvement indicates that
it is possible to roughly infer the z position through a
similar regression technique, where the target variable
is z, instead of E. This procedure will be discussed in
Sec. 5. The same procedure, applied on data samples
with variable energy and variable z position, would al-
low to build the model of the correction with larger
sensitivity to z, thus resulting in an improved correc-
tion of the saturation effect.

On the other hand, it is evident that the MVA re-
gression improves the energy resolution for any z, by
correcting effects distinct from the saturation. The stan-
dard deviation of the Gaussian core of the distribu-
tion is estimated by og, representing the resolution of
the best clusters. Clusters belonging to the tails of the
distribution, for which the corrections are suboptimal,
slightly worsen the average resolution. Its effective value
for the whole sample is then estimated with the stan-
dard deviation of the full distribution. The values of
both estimators are shown in Fig. 14 as a function of
the z position of the *°Fe source: for the clusters less
affected by the saturation (z 2 15cm) the RMS value
improves from ~ 20% to ~ 12%. The best clusters,
whose resolution is estimated with o, have a resolution
smaller than 10% for z 2 25c¢m, when the saturation
effect is small.

4.4 Study of the response linearity

The energy response of the detector as a function of the
impinging X-ray energy is studied by selecting clusters
reconstructed in presence of the different radioactive
sources enumerated in Table 2, in addition to the large
data sample recorded with the ®°Fe source positioned
at the same distance from the GEM plane. The data
used were recorded placing the radioactive source at
z = 25 cm. The average energy response of the latter is
used to derive the absolute energy scale calibration con-
stant. The distributions of the cluster energy E, for the
data collected with any of the radioactive sources used,
are shown in Fig. 15. The samples are selected with a
common loose preselection, and the spectra, normalized
to the live-time, are compared to the one measured in
data acquired without any source. This proves that the
shape of the background is common to all the data sam-
ples, thus will be estimated from this control sample in
what follows.

For each data sample a loose cluster selection, slightly
optimized for each source with respect to the loose com-
mon preselection, is applied to increase the signal over
background ratio. As it is shown in Fig. 10, the energy
spectrum of the underlying background from natural
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radioactivity deposits is in general a smoothly fallingm
distribution, while the response to fixed-energy X-rays,,,
is a peak whose position represents the mean response,,
to that deposit, while the standard deviation is fully,,,
dominated by the experimental energy resolution. Devi-

ations from a simple Gaussian distribution are expected,q,
especially as an exponential tail below the peak, due to,,
non perfect containment of the energy in the recon-

784
structed clusters. 785

The average energy response is estimated through arss
fit of the energy distribution, calibrated using the one tors
the 5°Fe source, using two components: one accountingsss
for the non-peaking background from natural radioac-zs

tivity, and one for true X-rays deposits. The background
shape is modeled through a sum of Bernstein polyno-
mials [61] of order n, with n = [1...5]: the value of
n and its coefficients are found fitting the energy dis-
tribution of clusters selected on data without the ®°Fe
source. The value of n is chosen as the one giving the
minimum reduced x2? in such a fit. The signal shape
is fitted using the sum of two Cruijff functions, each
of one is a centered Gaussian with different left-right
standard deviations and exponential tails [62]. The two
functions represent the contribution of the K, and Kpg
lines listed in Table 2: the energy difference between
the two (denoted main line and 2" line in the figures)
is fixed to the expected value, thus in each fit only one
scale parameter is fully floating. The remaining shape
parameters of the Cruijff functions are constrained to
be the same for the two contributions, since they rep-
resent the experimental resolution which is expected to
be the same for two similar energy values. While the
energy difference between the main and subleading line
are well knwon, the relative fraction of the two contri-
butions f5 also depends on the absorption rate of low
energy X-rays by the detector walls, so it is left floating
in the fit, with the constraint fo < 0.3. In particular the
%5Fe source was separately charatecterized with with a
Silicon Drift Detectors with about 100 eV resolution on
the energy and the fraction of Kz transitions was found
to be 18%. In the case of the Rb target, the range of
energy of the reconstructed clusters covers the region of
possible X-rays induced by the 24 Am primary source
impinging the copper rings constituting the field cage of
the detector. Thus a line corresponding to Cu charac-
teristic energy is added: its peak position is constrained
to the main Rb K, line fixing the energy difference
AE = KB — KO to the expected value. Since only
a small contribution is expected from Cu with respect
the main Rb one, no K}}b is added. The normalization
of the Cu component is left completely floating.

The results of the fits to the energy spectra in the
data with different X-ray sources are shown in Fig. 16
and Fig. 17.

The response to X-rays with lower energies than the
6keV emitted by *Fe have been tested with the Ti and
Ca targets listed in Table 3. As discussed earlier, in this
setup an unknown fraction of the original 6 keV X-rays
also pass through the target, so the fit to the energy
spectrum is performed addding to the total likelihood
also the two-components PDF expected from *°Fe con-
tribution. While the shape for the four expected energy
lines is constrained to be the same, except the mean
values and the resolution parameters, the relative nor-
malization is kept floating. The shape of the natural
radioactivity background is fixed to the one fitted on
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listed in Table 2, compared to the spectrum of clusters reconstructed in a data sample without any source. The distributions

are normalized to the same live-time.

the data collected without source. The results of thess
fits to the two additional X-ray sources data are shownsio
in Fig. 18. 820

The estimated energy response from these fits, com-sz
pared to the expected X-ray energy for each source iss
shown in Fig. 19. In the graph the contributions fromss
both K, and Kpg lines are shown, because both compo-s¢
nents are used in the minimization for the energy scaless
in each fit. The two values are correlated by construc-ss
tion of the fit model. A systematic uncertainty to thesr
fitted value is considered, originating from the knowl-s
edge of the z position of the source. Because of the effectess
described in Sec. 4.2, a change in this coordinate resultsso
in a change of the light yield: with the source positionedss:
at z &~ 21 cm, data with *°Fe source (shown in Fig. 14)s,
allow to estimate a variation AE/Az ~ 2%/1 cm. Ang;
uncertainty Az = 1cm is assumed for the position ofy,
the X-ray source, and the resulting energy uncertainty,,,
is added in quadrature to the statistical one from the,

fit. -
838
839
5 Evaluation of the z coordinate of the 840
ionization point 841

842

The ability to reconstruct the three-dimensional posi-#*
tion in space of events within the detector allows, as
has been shown in [16], the rejection of those events toces
close to the edges of the sensitive volume and thereforess
probably due to radioactivity in the detector materialsss
(GEM, cathode, field cage). As shown in other work, thess

optical readout allows submillimeter accuracy in recon-
structing the position of the spots x—y plane [36,37].
The z coordinate can be evaluated by exploiting the
effects of electron diffusion in the gas during the drift
path. The diffusion changes the distribution in space of
the electrons in the cluster produced by the ionization
and therefore it modifies the shape of the light spot
produced by the GEM and collected by the CMOS sen-
sor. Based on this, a simple method was developed for
ultra-relativistic particle tracks [63], relying on or (see
for example Fig. 6).

We evaluated the z-reconstruction performance by
studying the behavior of several shape variables of the
spots produced by the *°Fe source, and therefore at a
fixed energy, as a function of the z coordinate of the
source (zssg, in the following).

The variable that showed a better performance is ¢
defined as the product of the gaussian sigma fitted to
transverse profile of the spots (see Fig. 6) or and the
standard deviation of the counts per pixel inside the
spots Ims. Figure 20 shows on the left the distribution
of ¢ of all reconstructed spots as a function of nine
values of zssp, (in the range from 5cm to 45cm). For
each value of zssp, the mean value of the distribution of
¢ is superimposed together with a quadratic fit to the
trend of these averages as a function of zssp,.

As can be seen, although there are large tails in
all cases, the main part the spots provide values of (
increasing as z increases.

Shown on the bottom side of the figure there is
the distribution of the z residuals of the clusters re-
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constructed from the measured ( for a zssp, value of
20 cm. The distribution of the residual was fit with a
Novosibirsk function [64] and from this fit, the value
of the parameter {2 ! was extracted. The {2 values ob-
tained for the nine datasets at the various positions are
plotted as a function of the nine zssg, in Fig 21.

12 is defined as FWHM/2.36
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As can be seen, although the absolute uncertainty
worsens slightly as the distance of the spots from the
GEM increases, this method showed to be able to pro-
vide an estimate of z of **Fe photons interactions, with
an uncertainty of less than 10 cm even for events occur-
ring near the cathode.

6 Study of the absorption length of >*Fe X-rays

From the above studies the overall LIME performance
is found to be excellent to detect low energy electron
recoils. We then analyzed the *°Fe data to measure the
average absorption length A of the *°Fe X-rays. As we
have seen, the source mainly emits photons of two dif-
ferent energies (5.9 keV and 6.5 keV). For these two en-
ergy values the absorption lengths A in a 60/40 He/CFy
mixture at atmospheric pressure were estimated (from
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perfect linear response of the detector.
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[65,66] to be 19.5cm and 25.6 cm, respectively. A vari-
ation of the order of 10% of CF, fraction reflects in a
variation of the A value of about 2.0 cm. In particular,
an higher amount of CF,4 results in a lower A value.

A Monte Carlo (MC) technique was then used to
evaluate the spatial distribution of the interaction pointsg®
of a mixture of photons of the two energies (in the pro-ow
portions reported in Sec.4.4). Being the z coordinaten
uncertainty relatively large, we used only the z and yo»
coordinates to infer A. With this MC we then evalu-y;
ated the effect of the missing z coordinate information
on the measurement of A. In this MC we took into ac-
count the angular aperture of the X-rays exiting the
collimator, estimated to be 20°. For each simulated in-
teraction point, the distance d from the source (located
above the LIME vessel) was then calculated. From the
exponential fit of the d distribution, we obtained a sim-
ulated expected value of the effective absorption length
)\eff = 20.4 cm.

In data we then studied the reconstructed d values
in runs taken with the >>Fe source at the nine different
distances from the GEM. Some variation of the recon-
structed value of A as a function of the range of y stud-
ied was found, with large uncertainties in the regions
far from the GEM centre where optical distortions are
more important. For this reason, our study was carried
out eliminating the bands of the top and bottom 6 cm
in y. o

The background distribution in the region of inter-os
est was obtained from runs taken without the source.s
The distribution of d values in this case was found tour
be substantially flat. The distribution in *°Fe events,
was then fitted to an exponential function summed to,,
a constant term fixed to account for the background

events. 021

To study possible systematic effects introduced byo
the charge transport along the drift field, the recon-s

structed \ was first evaluated at different °°Fe source
positions along the z-axis and shown in Fig. 22.
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Fig. 22 X values resulted from exponential fits to d distri-
bution in data taken with the 5°Fe source at different zssp,
positions.

Variations of the order of 3.0 cm around the mean
value, which is estimated to be 22.4 cm, are visible, how-
ever no clear systematic trend is present.

Figure 23 shows the distribution of the values of d
evaluated at all the zssp, with a superimposed fit.
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Fig. 23 Distribution of d with superimposed exponential fit
for all the data at all distance of 5°Fe source from the GEM
plane.

This analysis provides a value reasonably in agree-
ment with the expected one, given the statistical fluc-
tuations and possible systematic errors not accounted
here.

A more relevant result lies in the fact that in this
measurement no systematic effects due to the position
of the spots were revealed, either in the z—y plane of the
image or versus zssp,. Lhis allows us to conclude that
the charge transport and detection efficiency within the
sensitive volume of the detector shows good uniformity.
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7 Long term stability of detector operation

A DM search is usually requiring long runs of data-
taking of months or even years. This imposes the ca-
pability to monitor the stability of the performance of
the detector over time. We then evaluate the stabil-
ity of the LIME prototype by maintaining the detec-
tor running for two weeks at LNF. Without any direct
human intervention, runs of pedestal events and *°Fe
source runs were automatically collected. In two occa-
sions, data were not properly saved because of an issue
with the internal network of the laboratory.

The laboratory is equipped with a heating system to
keep the temperature under control. Therefore in this
period the room temperature was found to be quite sta-
ble with an average value of 298.7 £ 0.3 K. In the same
period the atmospheric pressure showed visible varia-
tions with an important oscillation of about 15 mbar in
the latest period of the test as it is shown on the bottom
in Fig. 24.
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Fig. 24 Atmospheric pressure recorded during the runs ac-y
quired for the test on the LIME’s response stability. 067
968

The average number of photons in the spots of > Fe®
X-ray interactions was evaluated and its behavior (nor-"
malised to the initial value) is shown on the top in Fig*™
25 972

The detector light yield shows an almost constant’™
increase during the whole data-taking period. This be-"
havior can be directly correlated with the variation of™
the gas pressure as shown on the bottom of Fig. 25. o

From the result of the superimposed linear fit, we
evaluated a light yield decrease of about 0.6% per mil-7
libar due to the expected decrease of the gas gain with®®
the increasing of the gas density [67]. 980

981
982

8 Background evaluation at LNF 083

984

The data taken with the LIME prototype at LNF iness
absence of any artificial source were analyzed. A num-ss
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Fig. 25 Behavior of the number of photons as a function of
elapsed time normalised to the initial value (top) and as a
function of the atmospheric pressure (bottom) with a super-
imposed linear fit.

ber of interactions of particles in the active volume were
detected. The origin of these particle can be ascribed
to various sources, primarily the decays of radioactive
elements present in the materials of the detector itself
and of the surrounding environment and cosmic rays.
Those interactions are to be considered as a background
in searches for ultra-rare events as the interaction of a
DM particle in the detector. A first assessment of this
background is therefore necessary to understand how
to improve in future the radiopurity of the detector it-
self. Shielding against cosmic rays can be achieved by
operating the detector in an underground location (as
INFN LNGS) while the effect of the radioactivity of
the surrounding environment can be largely mitigated
by using high radiopurity passive materials (as water
or copper) around the active volume of the detector.
The analysis of the images reveals the presence of
several interactions that the reconstruction algorithm
is able to identify with a very good efficiency. Due to
the fact that LIME was not built with radiopure ma-
terials and given the overground location of the data-
taking, crowded images are usually acquired and an-
alyzed. Sometimes, because of the piling-up of two or
more tracks in the image, the reconstruction can lead to
an inaccurate estimate of the number of tracks. Because
the iterative procedure of the step (iii) of the recon-
struction, described in Sec. 4.1, when a long cluster is
reconstructed all the pixels belonging to it are removed.
This implies that in the next iteration the pixels in the
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overlap region with another track are no more available
and the other overlapping track is typically split in two
pieces. This results in a number of reconstructed long
clusters systematically higher than the true one.

In Fig. 26 (top) the distribution of the number of
reconstructed super-cluster per image in a sample of
~ 2000 images is shown. Each image corresponds to a
live-time (i.e. the total exposure time of the camera)
of 50 ms and these images were acquired in a period of
about 10 minutes. The requirement Igc> 400 photons is
applied on the minimal energy of the cluster, in order to
remove the contribution of the fake clusters, as shown
in Fig. 10 (top), which corresponds to a threshold of
E = 300eV. This corresponds to an average rate of
detected interaction of r ~ 250 Hz. Figure 26 (bottom)
shows the distribution of the energy sum for all the
clusters satisfying the above minimum energy threshold
in one image, defined as Siy,,. The average Sip, per unit
time is ~ 6.3 MeV /s.

During the data taking a 3x3 inches Nal crystal
scintillator detector (Ortec 905-4) was used to measure
the environmental radioactivity in the LNF location of
LIME. The lowest threshold to operate this Nal detec-
tor was 85 keV. A rate of 350 Hz of energy deposits was
measured. By scaling this Nal rate to the mass of the
LIME active volume a rate of 11 Hz is predicted. This
can be compared with the average rate of ~ 20 Hz mea-
sured by counting the number of reconstructed cluster
with £ > 85keV in LIME whose distribution is shown
in Fig. 26 (middle). For this comparison we selected
only the clusters in a central region of the active vol-
ume where the signal to noise ratio is larger. This corre-
sponds to a geometrical acceptance of about 50%. This
demonstrated that at the LNF location only part of
the contribution to background is due to the external
radioactivity.

The overground location of the LIME prototype im-
plies that a significant flux of cosmic rays traverses the
active volume, releasing energy with their typical en-
ergy pattern of straight lines. This allows to define a
cosmic rays sample with excellent purity by applying
a simple selection on basic cluster shapes. The track
length can be estimated as the major axis of the clus-
ter and compared with the length of a curved path in-
terpolating the cluster shape. By requiring the ratio of
the these two variable to be larger than 0.9, straight
tracks are selected against curly tracks due to natural
radioactivity. Further requirements are the track length
being larger than 10 cm and the ratio between the o
and the length lower than 0.1 in order to avoid tracks
with small branches due to mis-reconstructed overlapsoaso
ping clusters. The ratio between the energy E associwa
ated to the cosmic ray cluster and its length can beus
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Fig. 26 Top: number of clusters reconstructed in each im-
age with a minimal threshold on the light yield to remove
fake clusters, Isc> 400photons (corresponding to an en-
ergy E 2 300eV). Middle: number of clusters with energy
E > 85keV reconstructed in each image. Bottom: distri-
bution of Siny, sum of the energy for all the reconstructed
clusters in one image with energy E 2 300eV. The filled
histogram represents data without the source, while the red
hollow histograms represents the estimated contribution from
fake clusters. All the images have been acquired with an ex-
posure of 50 ms.

described in terms of the specific ionization of a mini-
mum ionizing particle. Using the standard cosmic ray
flux at sea level of ~ 70Hzm ?sr~! [68] we predict a
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maximum rate of interaction in the active volume of ~wrn
24 Hz to be compared with a measured rate of &~ 15 Hzwrs

The track length of the cosmic ray clusters reconsos
structed by the camera images is in fact the x—y proms
jection of the actual trajectory length in 3D of the cosry
mic ray particles. Therefore a MC simulation of they,
interaction of cosmic rays with momenta in the rangeys
[1—-100] GeV in the LIME active volume taking into acrr
count their angular distribution has been carried out. Ag,
comparison of the specific ionization evaluated on they;
data and MC for the cosmic rays is reported in Fig. 27,
showing a good agreement. 1083
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1106
9 Conclusion and perspective 1107
1108
The search for DM particles requires a vast experimentioo
tal program with different strategies being put forwardiio
A sensitivity to DM masses below 10 GeV might be usenn
ful to test alternative model to WIMPs. Experimentaliz
tools to infer the DM direction would represent a pows;;
erful ingredient to reject background events in the cong,,,
text of future DM searches. The CYGNO project aim at;;,
demonstrating that a gaseous TPC with GEM amplis,¢
fication and optical readout, operating at atmospherig,;,
pressure with a He/CF4 mixture might represent a vir,
able candidate for a future generation of DM direct,,,
searches with directional sensitivity. 1120

In this paper we have fully described the calibra-

tion and reconstruction techniques developed for a 502
liters prototype - named LIME - with a mass of 87 g,
in its active volume that represents 1/18 of a 1 m*® desos

tector. LIME was operated in an overground location
at INFN LNF with no shielding against environmental
radioactivity.

With LIME we studied the interaction of X-ray in
the energy range from few keV to tens of keV with ar-
tificial radioactive source. The use of a scientific CMOS
camera with single photon sensitivity allowed to iden-
tify spots of light originated by the electron recoil en-
ergy deposit in the active gas volume. A very good lin-
earity over two decades of energy was demonstrated
with a ~ 10% energy resolution thanks a regression
algorithm exploiting at best all the topological infor-
mation of the energy deposits. A position reconstruc-
tion was possible in the plane transverse to the ioniza-
tion electron drift thanks to the high granularity of the
CMOS readout and with an algorithm based on the ion-
ization electrons diffusion to measure the longitudinal
coordinate.

Moreover the absorption length of *’Fe X-ray was
measured and found compatible with the expectation
demonstrating a good control of the uniformity and ef-
ficiency of the detector. Also during a more than a week
long data-taking a remarkable stability of the detector
was achieved.

Cosmic rays were also easily identified and their spe-
cific ionization results very compatible with the usual
prediction in gas.

An analysis of the events detected in absence of any
artificial source showed that the detected photon inter-
action rate (about 20 Hz) can be partly understood in
terms of the ambient radioactivity. However given the
long integration time (50 ms) of the SCMOS camera
the pile-up of interaction in the active volume can lead
to an overestimate of the number of interaction. This
implies the necessity to operate LIME in a shielded en-
vironment as INFN LNGS with a tenfold reduction of
the external background. This will reduce to a negligi-
ble levle the pile-up in images and will allow an assess-
ment of the level of radiopurity of the materials used
for LIME. This measurements will be the basis for the
design of a future CYGNO DM detector.

In future a direct evaluation of the capability of
LIME to identify nuclear recoils induced by neutron will
be performed with dedicated calibration data-taking.
Given the performance of LIME in reconstructing in
details the topology of the energy deposit a very good
nuclear recoil identification down to few keV is foreseen
[65]. This will represent the fundamental element of a
competitive DM detector.
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