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e Theoretically: provide predictive modelling of strongly
(non-perturbative) interacting matter challenged by
huge amount of degrees of freedom in QM calculations.

e Experimentally: huge data rates/volumes, precision
with large dynamic range, heterogeneity, variety in
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The underlying challenges in a nutshell...

e NP is a well-established field of research (>century).

e Huge span of in energy&length scales, from
strongly interacting SM particles to structure of stars!

e Theoretically: provide predictive modelling of strongly
(non-perturbative) interacting matter challenged by
huge amount of degrees of freedom in QM calculations.

e Experimentally: huge data rates/volumes, precision
with large dynamic range, heterogeneity, variety in
experiments/communities.

e Computing support often centrally organised &
understaffed compared to HEP communities!
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Facility for Antiproton and Ion Research -

“The Universe in the Laboratory”

: Cuttlng-edge science and technology

= ESFRI Landmark near Frankfurt, Germany (ESCAPE)

= Top priority for European Nuclear Physics Community
{ = International: 50 countries, 3000 researchers

= Diverse community from atomic to particle physics

= High intensity+precision+diversity+parallel operation
= Monolltlc and modular experlmental setups

Towards the next generatlon “data chaIIenge

= Volume, Velocity, Veracity, Variety, and Complexity!
~TB/s data rates, online processing, ~5x10> cores
Data stored on disk ~35 PB/year
Distributed computing with a large user community
Committed to “open-science” (FAIR) concept
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Lessons learned as a (former)
computing coordinator at PANDA/FAIR

e The topic computing can bring up strong “religious
fights”, not driven by pragmatism whatsoever.

e The K.I.S.S. principle is often being ignored:
reinventing the wheel not uncommon, unfortunately.

e Only a fraction of software developments survive:
extremely evolutionary process.

e Involvement of the user community in the '
computing development process crucial. /ll#€ anda

e Provide “easy-to-learn” frameworks with quality I‘*f] &0
assurance tools, open environment, collaborative N\ < et
|

tools, and a stable HPC! T

a
e Integrate computing systems in development with | I"'-" a

ongoing activities (learn by experience). .
»



Example success story - FairRoot Mohammad Al-Turany et al

Alice02 CbmRoot PandaRoot R3BRoot
http://alice-02.web.cern.ch/ https://fair-center.eu/for-users/experiments/cbm.html https://panda.gsi.de/ https://www.gsi.de/r3b
FairShip SofiaRoot AsyEosRoot MPDRoot
http://ship.web.cern.ch/ship/ http://mpd.jinr.ru
ExpertRoot ATTPCRootv2 BNMRoot
http://er.jinr.rul https://github.com/ATTPC/ATTPCROOTv2 http://mpd.jinr.ru
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Example success story - FairRoot

Alice02
http://alice-02.web.cern.ch/
FairShip
http://ship.web.cern.ch/ship/

ExpertRoot

http://er.jinr.ru/

Mohammad Al-Turany et al.
PandaRoot R3BRoot
https://panda.gsi.de/ https://www.gsi.de/r3b

. MPDRoot
ATTPCRootv2 BNMRoot -
http://mpd.jinr.ru ;

https://github.com/ATTPC/ATTPCROOTv2

CbmRoot

https:/fair-center.eu/for-users/experiments/cbm.html
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Example success story - FairRoot

Alice02 CbmRoot PandaRoot R3BRoot
http://alice-02.web.cern.ch/ https://fair-center.eu/for-users/experiments/cbm.html https://panda.gsi.de/ https://www.gsi.de/r3b
hnp:/lship.web.cem.!:/shipl SOfI aRoot ASVEOS Root http://mpd.jinr.ru = '

ExpertRoot EnsarRoot ATTPCRootv2 BNMRoot
http://er.jinr.ru/ http://igfae.usc.es/satnurse/ensarroot html https://github.com/ATTPC/ATTPCROOTv2 http://mpd.jinr.ru =

~ FairRoot |

Mohammad Al-Turany et al.

Parameter/
Condition
Management
Detector
Response
Magnetic
Field
Event
Generators

A a6uey4 poddng g eipayy

Software Stack

Simulation
(Protocol Buffers,
msgpack, FlatBuffers,
ROOT)

Serialization

e Used for FAIR design studies, feasibility MC studies, and
(Phase-0) experiments!

e Generates lots of synergy between different groups at FAIR and
outside FAIR

e Example case for a successful “federated” computing!
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Enough challenges still to tackle
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Free-streaming online data-processing scheme




Free-streaming online data-processing scheme

No hardware trigger, software driven

\
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Signals Buffers Level 1 Feature Extraction Event Selection
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Intelligent in-situ data processing

cluster finding

. 7 vertex finding
| ai vertex fitting
B track fitting

track finding
event building

particle
identification

kinematic
reconstruction




Intelligent in-situ data processing

cluster finding
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Tackling online-data processing -
a federated approach towards a framework M. Al-Turany et al.

FAIRROOT meets ALICE O2

ALICE O2

= DAQ, online & offline with one framework

+

A FAIRROOT:
F | R = Concurrency, merging online and offline

ALFA:

= Join forces in a combined framework!
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Tackling online-data processing -
a federated approach towards a framework M. Al-Turany et al.

FAIRROOT meets ALICE O2

BSD sockets API
Bindings for 30+ languages
Lockless and Fast

Automatic re-connection
Multiplexed 1/O

FAIRMQ:

o Based on ‘“actor” model of concurrency

o Asynchronous messaging toolkit

o Broad scala of messaging pattern

o Easy and scalable networking

o Commun. layer: 0OMQ, shared memory,
and Libfabric




Tackling online-data processing -

a federated approach towards a framework pavid roh, Giulio Eulisse, ALICE

0Z. SOFTWARE FRAMEWORK

Framework &
Data Processing Layer (DPL)

Data Layer: 02 Data Model

Transport Layer: ALFA / FairMQ!

Hides the hiccups of a distributed system, presenting a familiar "Data Flow" system.

> Reactive-like design (push data, don't pull)

> Implicit workflow definition via modern G+ API.

» Core common tasks: topological sort of dependencies, deployment of generated topologies, data life
handling, service management, common infrastructure services, plug-in manager.

> Integration with the rest of the production system, e.g. Monitoring, Logging, Control.

Message passing aware data model. Support for multiple backends:

» Simplified, zero-copy format optimised for performance and direct GPU usage.

> ROOT based serialisation. Useful for OA and final results.

> Apache Arrow based. Backend of the analysis data model and for integrating with other tools.
> We contributed the RDataFrame Arrow backend to ROOT.

> Joint collaboration with FAIR and GSI

> Standalone processes (devices) for deployment flexibility & resilience

> Message passing as a parallelism paradigm

» Shared memory backend for reduced memory usage and improved performance
> Seamless remote communication



Tackling online-data processing -
a federated approach towards a framework pavid Ronr, Giulio Eulisse, ALICE

02: SUFTWARE FRAMEWURK Data links from detectors oo s ey
= =

Readout nodes FLP

—=
Framework & Synchronous processing
Data Processing Layer (DPL) - Local processing N

- Event / timeframe building
- Calibration / reconstruction

==

Disk buffer
= =

Asynchronous processing

- Reprocessing with full con
calibration
- Full reconstruction
Transport Layer: ALFA / FairMQ! ‘

Permanent storage
Offline and Online based on same architecture
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Tackling online-data processing -
a federated approach towards a framework
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Towards “"smarter” algorithms
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Towards “"smarter” algorithms

@@ ComputerVision e Image filtering techniques
e Novel cluster finders

KEEP Machine Learning e Statistical pattern recognition
STACMI Artificial Intelligence e Deep neural networks
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Role of ML and AI in nuclear physics

“Machir_7e Learning in Nuclear Physics”,
Bohnlein, Diefenthaler, Sato, Schram, arXiv:2112.02309

NUCLEAR THEORY
e Correlations and predictions
e Estimations and causations

Y
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e Databases
e Data Mining
¢ \/isualization

NUCLEAR EXPERIMENT
e Methods
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Role of ML and AI in nuclear physics

“Machine Learning in Nuclear Physics”,

Bohnlein, Diefenthaler, Sato, Schram, arXiv:2112.02309 i1fi
anxiv2112. e Classification

eRegression

NUCLEAR THEORY
e Correlations and predictions
e Estimations and causations

e Clustering

e Generation

Glalae
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Role of ML and AI in nuclear physics

“Machine Learning in Nuclear Physics”,
Bohnlein, Diefenthaler, Sato, Schram, arXiv:2112.02309

NUCLEAR THEORY
e Correlations and predictions
e Estimations and causations

ARTIFICIAL INTELLIGENCE
MACHINE LEARNING

Experimental Design

NUCLEAR EXPERIMENT
e Methods
e Tools

e (Variational) Auto Encoders
Artificial Neural Networks

e Bayesian Model Averaging/Mixing
e Bayesian Optimisation

e Bayesian Neural Networks

e Convolutional Neural Networks

e Ensemble Methods & Boosting

e Generative Adversarial Networks
e Gaussian Processes

e k-Nearest Neighbours

e Kernel Regression

Logistic Regression

Long Short-Term Memory
Principal Component Analysis
Linear Regression
Reinforcement Learning
Recurrent Neural Networks
Support Vector Machines

ACCELERATOR SCIENCE
AND OPERATIONS




Role of ML and AI in nuclear physics

e (Variational) Auto Encoders
Artificial Neural Networks
Bayesian Model Averaging/Mixing
Bayesian Optimisation
Bayesian Neural Networks
Detector Convolutional Neural Networks
Design Ensemb!e Methods & Boosting
Generative Adversarial Networks
Gaussian Processes

Streaming k-Nearest Neighbours

Kernel Regression
Readout Logistic Regression

Long Short-Term Memory
Principal Component Analysis
Linear Regression
Reinforcement Learning
Recurrent Neural Networks
Anomaly Support Vector Machines

Detection

Fast
Simulations



Role of ML and AI in nuclear physics

e (Variational) Auto Encoders
Artificial Neural Networks
e Bayesian Model Averaging/Mixing
e Bayesian Optimisation
e Bayesian Neural Networks
Detector e Convolutional Neural Networks

Design o Ensemb!e Methods & Boosting

e Generative Adversarial Networks

e Gaussian Processes
e k-Nearest Neighbours
Calorimetry e Kernel Regression
Readout e Logistic Regression
e Long Short-Term Memory
Principal Component Analysis

Streaming

Finding “right tool for the right job”!o’)e//
Integrating physics knowledge. G/)g
Control of systematic errors. G@/
Domain shifts in supervised learning.

Anomaly
Detection

Deployment on online/embedded architectures.
Accessibility of model/trained data.
Convincing and involving community.

Fast
Simulations



We have a dream!

(...or a conceptual challenge)
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(...or a conceptual challenge)

Handcrafted Statistical Contextual
Knowledge Learning Adaptation
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Conditions
values read
from existing
slow controls

system sensor settings
(e.g. HV)

temperature (muiti)
pressure

beam conditions (e.g. current)
HV/LV current

calibration constants

preselected and reconstructed data
and Monte Carlo data
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Why?
e Beams at high intensities, harsh environment, increasing #sensors + holistic

¢ In-situ event reconstruction will rely on quality beam & calibrated sensors

e High operational costs, limited beam time, and human resources

e Remote control has become more important (pandemic)
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Towards an International Network

For Multiphysics Mbdelling, Machine learning and Model-
based Control in Accelerator Sciences and Technologies
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Towards an International Network

For Multiphysics Modelling, Machine learning and Model-
based Control in Accelerator Sciences and Technologies

Parameter space scans
Fast and reliable
Data generation for models
building

Smarter simulations
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Fast and reliable tuning
Beam time increase

Operation and control

Adrian Oetftiger (GSI)
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Detecting
Classifying
Preventing

Anomalies

Teaching, energy, society
applications, ...

Transverse applications

o

INM4CAST



FAIR



FAIR

Eﬂable / \ccessible

nteroperable



FAIR

* Involved in ESCAPE, PUNCH4NDFI, EuroLabs
« Observer in EOSC
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Challenges in federated computing?

The FAIR principles are guidelines for making data more discoverable, accessible, and
reusable. The term "federated" in the FAIR context refers to the idea of connecting or
integrating data across different sources or repositories to enhance its usefulness and

accessibility. It aims to overcome the limitations of centralized data repositories by allowing

data to be distributed across multiple sources while maintaining interoperability.

ChatGPT
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e Federation is in the genes of nuclear physicists (or researchers in general!)

e “Federated computing” in the context of the “"FAIR” principle (interoperability)?
Do not make it a goal in itself, keep in mind the objective.

e Formulate the “figure-of-merit”, e.g. what are we optimising precisely, what
is “useful” and for whom? What is the price tag (financial sustainability?).

e Do not limit yourself to the European context: researchers are working
internationally (shouldn’t it be open science?).

o It will only work if the research community sees the value of “federated
computing”. Put the researcher and its research objectives central!



Challenges in (federated) computing in NP
- five concluding propositions

e Computing in NP is challenged by the complexity in its
future data processing, operation, and handling,
preserving precision in a large “dynamic range”.

e The large diversity and standards within NP
communities adds another degree of complexity.

computational fronts. ML/AI as a “"game changer” in datal K
processing and experiment operation.
e The basis of successful federative computing is

commonly agreed (interface) standards.

e ML/AI has an enormous potential on various A

e Federated computing valuable if the research interest
is central within an international focus.

Johan Messchendorp (GSI/FAIR)
.messchendorp@gsi.de
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