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PSD SCD
Five-sided plastic Silicon microstrip
scintillator veto charge-ID detector

HERD

» Flagship and landmark scientific experiment,
China-led large international collaboration

o Main Scientific Objectives:

detector % Top-SCD
. 1 Top-PSD ‘
o Dark matter: dark matter search with ~ e s

unprecedented sensitivity
FIT Side-FIT

o Cosmic-ray: Precise cosmic ray spectrum  sgpillating
and composition measurements up to the fiber tracking
detector
knee energy

o Gamma-ray: Gamma-ray monitoring and
full sky survey

« Foreseento operatein space, on board the

Chinese Space Station
Side-SCD

» Charged CR physics but also y-ray physics

CALO CALO

3D LYSO
* The detectoris designed to be “isotropic” and electromagnetic

accept CR from all (5) the sides calorimeter

e ~O(1TM) read-outchannels
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HERD NN

» Currently in advanced design and prototyping

stage PSD | . scp
« Possibility to start developing code and computin Five-sided plastic Silicon microstrip
y PINg P 9 scintillator veto charge-ID detector
model from scratch detector Top-SCD
* Facts about computing models for cosmic-ray D .
experiments: "
* Exp."size” << LHC FIT Sioe:LT
+ "Easy”, but... Scintillating
* Highdemand of raw computing powerinsome fiber tracking
scenarios detector
+ E.g. upper energy limit for MC simulations in the PeV
region
+ Difficultiesin exploiting some computing optimization =
techniques . SEEEENS L

+ E.g. optimized workloads like fast MC simulations may
not be suitable for assessing the e/p rejection power
with sufficient accuracy

*  Small community with relatively little manpower to
devote to this topic

» Highlydynamic use of computing resources(short-
period bursts) CALO

* Due to e.g. small number of involved people leading to 3D LYSO
significant usage fluctuations electromagnetic

Side-SCD

CALO

calorimeter
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HERD NN

« The cloud can provide some solution:

« Add/remove resources with minimal overhead PSD . . ~ scb
) . . Five-sided plastic Silicon microstrip
to dynam|cally cope with h|gh/|OW demand scintillator veto charge-ID detector
periods detector g & Top-SCD
« Efficiently exploit opportunistic resources with T°‘°"’S°\L .
cloud-native solutions

« Deploy self-hosted, self-managed services FIT Slde-FIT

. . Scintillating
* The computing model must be designed ;770" 19

to fully profit of the cloud detector
« E.g.to maximize the usage of opportunistic
resources by minimizing the set-up period after
the resources are made available in the cloud
« Towards a fully-cloud based model for

HERD:

« R&D and prototyping work
 Based on INFN Cloud infrastructure and

Side-SCD

resources CALO CALO
3D LYSO
electromagnetic
calorimeter
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INFN
HERD - infrastructure model <

|IAM HERD

WEBSITE
Internal

CVMES HTCondor
server _I (also to other nodes) nOdeS

HTCondor
nodes

I Documents

Matrix server




2022: Feedback and next steps <=

 Needed:

« CVMES as-a-service.
To continue testing the HTCondor service (and eventually use it in production) we need a CVMFS server for

software distribution.

e Desirable:

« Self-managed DNS on select subdomains
To ease the workflow of deploying new services or maintaining existing ones

 Feedback:

» Support team with high availability for critical, non-self-managed parts of the infrastructure
We had several issues with our Minio backend which we couldn’t debug/fix on our own. We relied on a
single contact person during the test phase but this solution clearly doesn’t scale to production.

e The whole INFN-Cloud infrastructure feels a bit "user-centric” rather than "team-centric”
For example: within the HERD tenant each user can see and manage only his own deployments

 Next:

« Continue testing and improve the HTCondor workflow for analysis
Now testing S3 storage solutions [, need CVMFS integration [, flocking, user-mapping, ...

» Backport hand-made deployments in INFN-Cloud dashboard (e.g. Gitlab as-a-service)

The HERD computing model: status and exploration of
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CVMES <

« Self-deployed CVMFS serveron INFN

are » Pipelines » #7049

lerc herd Software
roject information
Cl O U d re S O U rce S Pipeline #7049 triggered 12 hours ago by @) Nicola Mori
epo:
44

-fix-psd-mc-geometry-regression-and-update-doc' into 'master’

» Activities synergic with DataCloud WP6 S

Pipelines

* Using S3 storage as a backend

» Fully integrated with Gitlab CI/CD for
deployment of new SW releases/
development branch

Group jobs by | Stage | Job dependencies

« Triggered by commitsonreleasetags(x.y.z) or
on master branch . P Sr———

code-qual on-report
StOI'ﬂgE deplor ler-ubuntu20.04-scheduled

eplo: ler-ubuntu22.04-scheduled
‘ F rigg;

CVMFS [ CI runner V’ /

CVMFS
Gateway [« publisher
A container CI runner '/ -
Stratum 0 CVI\_AFS
publisher
container
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Batch system
We continuedthe tests with the on-demand HTCondor cluster on K8S

* Realized a dockerimage for a HERD HTCondor client

» Based on the htcondor/submit image

» Additional dependencies added:

Rclone
Oidc-agent
Boto3-sts
Cvmfs client

Devtools (gcc, cmake, boost, etc...)

* The user should be able to build and submit its SW using this image

AuthN/Z Data processing Storage

HTConddr on /j 43

‘D ashb W Node ]/
User N

’Hent %/ﬁ*- Master 4>{ Node V DCVMFSL Gitlab CI| &

A

Services
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Batch system R

We continuedthe tests with the on-demand HTCondor cluster on K8S

« Jobs perform I/O from/to the S3 storage using pre-signed URLs

« psURLs are retrieved at job submission using the user’s token and are stored on the local storage of the WN

« Currentlythe psURLs cannotlast more than 7 days, so a solutionis needed for long-lastingjobs(e.g. ~PeV simulations)

* WNs mount the HERD CVMFS server automatically

« Oneach K8Snode of the underlying cluster a daemonsetis added exposingthe CVMFS mountas a volume to all the pods
running on that node

AuthN/Z Data processing Storage
< HTCondF on | 43
‘Dashboard‘ Node / 7Y

Services
User

N
’Hent %ﬂ* Master 4>{ Node DCVMFSL Gitlab CI #
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Tested real life pipelines:

* Alaunchscript retrieves the psURLs for all input and outputfiles, prepares the Condor
submit file and the job script, and submitsthe job cluster
« Simulation jobs: standard Geant4 simulation, output file is copied on S3 with curl using a psURL

« Digitization jobs: the job script reads the simulation input file from S3 using curl and a psURL, executes the
digitization, and stores the digitized output file on S3 using a psURL

* Reconstruction: same workflow as digitization, with a digitized file as input

* Analysis: same workflow as reconstruction, with a reconstructed file as input

AuthN/Z Data processing Storage
A HTConddr on | 43
‘Dashboard‘ Node / A
User Services
} Mast ﬂ Nod
aster ode
Client — @ CVMESs 4 Gitlab CI| &
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Batch system: WIP Cnn,.

Currently working on:

* Include opportunistic resources and merge them with resources @ T1

« Sameworkflow asin CNAF-Reloaded (see talk by S. Dal Pra @ CHEP 2023):
HTCondor-CE elementmanaging additional external nodes

Submission to HTC-CE with custom attribute.

Attribute is translated to relevant ClassAd by JobRouter
Remote WN spawn startd processes that join the CNAF POOL through the CCB. All traffic to remote nodes goes through CCB.

« Tested with VM @ Recas running a dockerized WN

« Settingup a dedicated K8S clusterin ASI (activity under ASI-INFN AgreementNo.2021-43-HH.0)where working nodes
will be spawned

ASlI

CNAF

[ HTC-CE }\
/K8S node \/KBS node \/K8S node N \ [ JobRouter ]

7 D Il 3 |l =3
pod pod pod

B 8 68
— e

Po po

[ K8S master ]

Central

l::: CCB — manager

< /\4\ 1/\‘\\
——— — D
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https://indico.jlab.org/event/459/contributions/11813/attachments/9388/13916/CHEP23_M100.pdf

Batch system: WIP

Currently working on:

INFN
~ ROMA TOR VERGATA

Include opportunisticresources and merge them with resources @ T1

* Since all traffic goes through CCB it's recommended to minimize the usage of HTCondor file transfer
mechanism

Most of the SW stack is on cvmfs, but a small part of the job payload (user code) is currently transferred in this way

Exploring automated solutions to deploy also user code on cvmfs or on a remote host (and maybe copy via gfal)

* In the next future we could adapt the auto-scale machinery used for M100 to handle multi-tenant setup
(where each experiment requires a custom WN image)

ASI
[ K8S master ] CNAF
HTC-CE v\
JobRouter
/K8S node \/KBS node \/K8S node N \4 [ ]
AT TTTTTT) AT
pod pod pod
\Qj\‘ @ :1%:\
I — -\? Central
pod . %\ ,@_\\ i:: CCB / manager
N e

22/05/2023
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Batch system: Open issues

« Performance still to be investigated

* Sub-optimal storage testbed (MinlO on VMs with Ceph backend storage)
» Single-site setup, no multi-site optimizations yet

« S3 access control for long-queueing/long-running jobs
» psURLs validity currently limited to 1 week

* Distribution of user’s code (CVMFS?)

» Using HTCondor file transfer at the moment
* Integration with “conventional” pledged resources: ongoing

AuthN/Z Data processing

Storage

‘D ashb W Node ]/
User N

HTConddr on /j 43

A
Services

’Eﬂﬁy Master —>{ Node V DCVMFSL
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Web infrastructure

« Over the time we have set up an extensive
set of web applications in support of the

activities of the collaboration. o & portainerio

@

e Peculiarities of the HERD collaboration:

* Cosmic-ray experiment — no umbrella
organization like CERN — no institutional services
available to every collaboration member

R @

« Chinese institutions — no access to free tools
from e.g. Google

7
<
S]
(C]

e Solution: self-hostthe needed services at
collaboration level

Home

[[eez1]

Dashboard
App Templates
Stacks
Containers
Images
Networks
Volumes
Events

Host

Settings

2 Users

* The cloud approach offers a valid approach for
this purpose

Environments

@) Registries

@ Authentication logs

A Notifications

 Fully-containerized web applications
running on cloud VMs

* Currently planning a migration to a K8S cluster to
allow automatic re-deploy and load balancing

22/05/2023

& Settings
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relast.. W TNTforum (Powe.. 2 FlightStats-Glob... ¢ Linkwithol

Container list & herd-dashboard-admin v

& Containers Q

< — ]
m Name | State Quick Actions ~ Stack Image

Items per page 10 v
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Authentication

Goal: everyone in the collaboration should have access to the
experiment resources.

A

-/

Welcome to herd

Issues:

* Not everyone has a CERN account
* Not everyone has a INFN-AAl account

* Not everyone has access to Google Signin with

Solution: Single Sign On based on a dedicated INDIGO-IAM el
instance (IAM HERD)
Federated with | ‘ 5o (e
institutional SSO ‘\ T ep
services directly \ | rommat
INFN | |*]ed IKEP

and through EAuGAIN C\ e LTI / s = e
OpenlD Connect protocol (2 = =PEL

/

| IAM HERD ‘ nfo and Privacy Policy
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HERD - services

Requirement: we need several servicesto ease
scheduling of day-to-day operations and/or meetings,
activities, as well as document sharing, and more.

Issue: Almost every mainstreamtool is unavailable to
colleagues in China.

Solution: self-hosting of all services:

e Calendar (based on Nextcloud)

22/05/2023

&) May 2022 - Calendar - HERD {
®

C B3 | @ @ calendar.herd.cloud.infn.itfapps/calenda

# Today [E) TrackSeries @ Facebook|Home @ SAO/NASA ADS: AD..

@ 10:00 AMSCD ...

8 9 (10)

® 9:00 AMCALO ... ® 6:00 PM Riunio...

15 16 17

@® 10:00 AM Analy...

The HERD computing model: status and exploration of
CLOUD solutions for cosmic ray data analysis
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® 9:30 AMPSD M...

1 12 13 14
® 9:30 AM HERD ...

®12:00 PMILB m...
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HERD - services

Requirement: we need several servicesto ease
scheduling of day-to-day operations and/or meetings,
activities, as well as document sharing, and more.

&) Files - HERD documents t

| @ documents.herd.cloud.infn.it/apps/files/

Issue: Almost every mainstreamtool is unavailable to
colleagues in China.

Solution: self-hosting of all services:

Name

e Calendar (based on Nextcloud)
BeamTests
« Documentserver(based on Nextcloud + Collabora) —

ILB
Public

4 folders

- https://documents.herd.cloud.infn.it/index.php/apps/files?dir=//Hardware

The HERD computing model: status and exploration of
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A
‘311
A
A
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213 KB

12 KB

0KB

597 KB

822 KB

Modified

5 months ago

3 months ago

5 months ago

a month ago
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HERD - services

Requirement: we need several servicesto ease
scheduling of day-to-day operations and/or meetings,
activities, as well as document sharing, and more.

Issue: Almost every mainstream tool is unavailable to
colleagues in China.

Solution: self-hosting of all services:
* Calendar (based on Nextcloud)
* Document server(based on Nextcloud + Collabora)

» Experiment website (with dedicated restricted area
for internal documentation, behind IAM login)

22/05/2023

£

Today

QA

.’

The HERD computing model: status and exploration of
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® &/ Home | HERD Collaboration We  +

C 8 | @ herd.cloud.infn.it/en e >Q0 e @

(Z) TrackSeries ? Facebook | Home ‘@ SAO/NASA ADS: AD... cppreference.com ﬂ Lawebcam e lastaz... Jilf TNTforum (Powered...

—»HERD

The HighEne ;ﬁy y cosmic | Radiation

,«B'etyé on facility

L
o’ i
A Cosmic Ligh Ise Program onboard China's Space Sta)tion, planned to be assembled and launched in 2027.

o~z

A4

! N ) avNor "oNt
ERD experir
The HERD (High Energy Cosmic Radiation Detection) facility has been proposed as a
payload onboard China's Space Station, planned to be assembled and launched in 2027
with an estimated operational lifetime of about 10 years. The main scientific objectives of

HERD are the search of dark matter signatures, the study of cosmic-ray energy

spectrum and composition and high energy gamma-ray astronomy.

18
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HERD - services

Requirement: we need several servicesto ease
scheduling of day-to-day operations and/or meetings,
activities, as well as document sharing, and more.

... W TNTforum (Powe.. & FlightSt

Issue: Almost every mainstreamtool is unavailable to . Projects
colleagues in China. e s

Solution: self-hosting of all services:
* Calendar (based on Nextcloud) S
« Document server(based on Nextcloud)

» Experiment website (with dedicated restricted area
for internal documentation, behind IAM login)

e Gitlabinstance (with runners)

herd / HerdHTCFrontend () | Owner

The HERD computing model: status and exploration of 19
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HERD - services

Requirement: we need several servicesto ease
scheduling of day-to-day operations and/or meetings,
activities, as well as document sharing, and more.

Issue: Almost every mainstream tool is unavailable to Settings
colleagues in China.

General

Profile

Solution: self-hosting of all services:

@vformato:chat-server.herd.cloud.infn.it

Calendar (based on Nextcloud)

 Documentserver(based on Nextcloud) e —

Help & About
Email addresses

* Experiment website (with dedicated restricted area
for internal documentation, behind IAM login) =

Phone numbers

Gitlab instance (with runners)

AR t44 ~

Currently testing also: £

Language and region

* Experiment-wide chat service (based on Matrix)

« INDICO

The HERD computing model: status and exploration of
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HERD - storage

« S3-compatible storage based on MinlO
* Well-established cloud storage technology

* Available storage backends for many
components (e.g. CVMFS) e e

i Dashboard

« Used for data, software and services

e Testbed based on 4 MinlO instances
running on Kubernetes

* 100 TB raw capacity provided via Ceph (DICE
project, grant agreement ID: 101017207)

« 3+1 erasure coded storage

* 100 TB on INFN-Cloud resources, to be
integrated with existing resources

e Access control:

* OIDC tokens managed via oidc-agent (users)

» Access keys (services)

22/05/2023 CLOUD solutions for cosmic ray data analysis

C 8 | & minio-herd-con

a ries ) Facebook | Home

sole.cloud.cnaf.infn.it/buckets

@ SADJNASA ADS: AD... cppreference.com [Qf| Lawebcam e la staz..

gitlab-artifacts
Created: 2022-03-21T0%9:22:41Z

g

O Usage

19ce

@ Objects

1,392

gitlab-backup

Created: 2022-03-06T19:16:56Z Access: R/W

g

® Usage @ Objects

252vs 40

gitlab-dependency-proxy

Created: 2022-03-21T09:22:42Z Access: RAW
g Qusage @ Objects

0: 0
gitlab-external-diffs
Created: 2022-03-21T09:22:41Z Access: R/W

g @ Usage @ Objects
0: 0

The HERD computing model: status and exploration of
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2023: Feedback and next steps

* Needed:

« Cannot reach HTCondor-CE element from VMs hosted by Cloud@CNAF
Since our resources are primarily hosted on Cloud@CNAF

e Desirable:

« Self-managed DNS on select subdomains
To ease the workflow of deploying new services or maintaining existing ones

 Feedback:

« The whole INEN-Cloud infrastructure feels a bit "user-centric” rather than "team-centric”
For example: within the HERD tenant each user can see and manage only his own deployments

 Next:

« Continue testing and improve the HTCondor workflow for analysis
Finish work on resource merging, user-mapping, ...

» Backport hand-made deployments in INFN-Cloud dashboard (e.g. Gitlab as-a-service)

« Assess the fate of the DICE storage once the project ends

The HERD computing model: status and exploration of
22/05/2023 CLOUD solutions for cosmic ray data analysis
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Conclusions

« The "astro-particlein space" community is eager of resources and poor in terms of man-
power for computing: we will always be willing to test any solution to increase our pool of

resources and to keep up with the software infrastructure developments, given the limited
man-power available

« Given the nature of the partners for the various projects (ASl, Chinese collaborators, ...)
we can have small and/or temporary resources at our disposal: mergingthem in a single
batch system is a big added value. We are getting really close now.

« Asanew experimentin a design phase, HERD is proving to be the perfect opportunity to
migrate towards a deeper integration with INFN-Cloud provided services and we are
continuouslyimprovingin both creatingnew services and maintainingthem.

22/05/2023 The HERD computing model: status and exploration of
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