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Computational Theoretical Physics @ INFN

Computational Theoretical Physics @ INFN:  a long and established tradition 

dating back to the first half of the 1980s.

In 1974 the seminal paper by Ken Wilson  “Confinement of Quarks”  paved the way 

to the study of fundamental interactions from first principles.

The main idea was to discretize the continuous space-time  into a finite number of 

points arranged in a 4-dimensional lattice.

In this manner, it was demonstrated that it is possible to compute all physically 

relevant observables of phenomenological interest solely from the fundamental 

equations of the theory.
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To compute physical observables on lattice gauge configurations, one essentially needs to 
evaluate multidimensional integrals  (with a huge number of integration variables).

The path was laid out, but it required the development of algorithms, computational 
methods, and dedicated hardware.

The birth of Lattice QCD
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Exascale frontier

`

Physics goals: 
calculations with ensembles of gauge fields with physical volumes   large enough to 
ensure that finite-volume effects are under control.

V

Example at the exascale frontier:   
Simulation with up/down, strange, charm and bottom quarks at their physical masses with physical 

volume  at a lattice spacing  ( )  (lattice size ) V ∼ (10 fm)4 a = 0.04 fm a−1 ∼ 5 GeV 2563 × 512
∼ 12,000 Exaflop hours = (12,000 × 3,600 s × 1018 Flop/s) floating-point operations

∼ 1025 floating-point operations
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Many experimental and theoretical efforts to search for physics in the Standard 
Model and beyond require supporting QCD calculations that must be carried out 
to high precision.

Lattice QCD, which has evolved over four decades, stands as the preferred tool for 
tackling high precision calculations. With increasingly sophisticated methods and 
algorithms, it has continually advanced its capabilities, and is now a mature field.

Similar to experiments (where data are first collected and and later analyzed) the 
Lattice QCD workflow can be factorized into: 
1) Generation:  the so-called gauge configurations are generated using the 

Markov chain Monte Carlo Method and then stored to disk. 
2) Measurement of observables (e.g. correlation functions) relevant for the 

investigation that is carried out are computed on these stored gauge 
configurations.

Lattice QCD as an extraordinary tool for understanding Nature
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Many research groups are involved in the activities of  
ICSC (Centro Nazionale di ricerca in HPC, Big Data and 
Quantum Computing) 
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Nuclear Physics MONSTRE 
NUCSYS  

MONSTRE  NUCSYS  

I.S. nucsys: study of dd fusion
Method of calculation: expansion of the scattering wave functions in a basis

Problem to be solved: linear system M X = T(E)
M=matrix nxn (independent on energy E), T=known vectors, X=solution vector

Calculation of M & T
Tipically n=300,000

- 5-dimensional integration
- OpenMP code 

Solution of the linear system (Lanczos)
- OpenMP code

Memory intensive calculation: work with 1 node only

- run for different J , energies, interactions,…

- a typical calculation takes 5,000 core hours on 1 Marconi & 
Galileo100 (48 cores)

NEXT: implementation using GPUs, extension up to A=6

Theoretical uncertainty

- Numerical integration, convergence: well under control
- Dynamical input: we start from a given V= NN+3N interaction, 
but V is not exactly known 

Approach used so far
- Perform the calculations using V derived from chiral Perturbation 
Theory (ChPT) & vary the cutoff Λ used to regularize the high 
momentum tail  [Λ=500 - 600 MeV] (rough estimate of the 
theoretical uncertainty coming from the incomplete knowledge of 
the dynamical input)

NEXT: calculation with V derived from different orders of 
ChPT & estimation of the theoretical uncertainties using 
Bayesian method derived for that purpose. 
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I.S. nucsys: study of dd fusion
RESULTS (PRELIMINARY)

Bands: our calculations
For the QSF there are no measurements – old theoretical calculation  
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Standard Model Phenomenology QFTATCOL  

QFTATCOL  
QFT@Colliders [BO, CS, FI, MIB, PV]

• A few examples of CPU intensive phenomenological study

S. Catani et al., JHEP 08 (2020) 08, 027 [FI]
“Top-quark pair hadroproduction at NNLO: di�erential predictions with the MS mass”
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HPC for CSN4 2 / 3
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Quantum Information QUANTUM  

QUANTUM  Entanglement and other Quantum Correlations, Quantum Simulation, and 
Quantum Control

The major objectives of the QUANTUM collaboration are the investigation  

of typical quantum mechanical effects and phenomena via three major, interrelated avenues: 

1. Entanglement and other Quantum Correlations; 

2. Quantum Simulation 

3. Quantum Control.

quantum-inspired techniques applied to the simulation of 

high-energy physics 

lattice gauge theories 

many-body systems
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Cosmology and Astroparticle Physics INDARK  NEUMATT
TEONGRAV  

TEONGRAV  

NEUMATT  

INDARK  

GRAVITATIONAL WAVE  SIGNAL 
FROM THE MERGE OF BINARY 
NEUTRON STARS

Full 3D-simulation of Einstein Equation 
coupled to matter of the merger. Post-
merger signal + study of the the ejected 
matter. Equation of State effect on the 
signal. 

dark energy and matter, axions, 
neutrinos, modified gravity

Markov Chain Monte Carlo codes 
interfaced with Boltzmann codes

• Modelling of gravitational wave 
sources via both semi-analytical and 
numerical methods; 

• Equation of state of matter in the inner core 
of neutron stars; 

• Dynamics of black hole formation; 
• Electromagnetic counterparts of 

gravitational wave signals; 
• Study of strong-field phenomena in 

modified gravity theories.

Hydrodynamics and 
magnetohydrodynamics simulations 
using state of the art codes in both the 
Newtonian and the General Relativistic 
regime  
(e.g. Model dynamical evolution and 
formation of stellar-mass and supermassive 
black holes via N-body simulations )

Analysis of observational data and 
numerical simulations of compact 
objects 
(e.g.  Machine learning techniques to analyze 
gravitational waves from black hole binaries)
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Physics of Complex Systems BIOPHYS (G. La Penna) ENESMA (C. Presilla)

FIELDTURB (G. Boffetta)

BIOPHYS  

ENESMA  

FIELDTURB  

Investigation of the three-dimensional 
structure of the mammalian genome 

Structural properties of proteins 
and protein assemblies 

Computational techniques: classical and 
ab-initio Molecular Dynamics, Monte Carlo 
and enhanced sampling by molecular 
dynamics algorithms. 

Enesma: due esempi di successo di applicazioni HPC alla fisica teorica

10 100 1000 10000
N

p

1

4

16

64

g
cr

o
ss

max V
cond

 = V
2kd

3
kd

4

max V
cond

 = 0.4 N
p

max V
cond

 = 0.42 N
p

max V
cond

 = 0.45 N
p

0 2 4 6 8 10
g

0.4

0.44

0.48

d
(E

(g
)/

N
p
) 

/ 
d
g

N
p
=105

N
p
=153

N
p
=201

N
p
=417

I cristalli di Wigner, predetti da Eugene Wigner nel 1934, solo 
recentemente osservati sperimentalmente, sono finora sfuggiti 
a una completa spiegazione teorica. Come fanno elettroni liberi 
con repulsione Colombiana a formare un cristallo? Abbiamo 
mostrato che si tratta di una transizione di fase quantistica che 
agisce come condensazione nello spazio di Hilbert del sistema. 
La densità critica gcross predetta teoricamente (intervallo 
tratteggiato) è stata confermata da simulazioni MC adattative 
spinte fino a un numero di particelle Np senza precedenti con 
stima dell’esatto limite termodinamico.

Monte Carlo cattura gli inafferrabili cristalli di Wigner

Nel 2019 colleghi della University of Southern California hanno 
lanciato una sfida, aperta a tutti gli algoritmi e a tutte le macchine, 
per la risoluzione nel tempo più breve di un problema di 
ottimizzazione particolarmente duro: 3-XORSAT. Avendo 
dimostrato che la durezza del problema dipende essenzialmente 
dal superamento di barriere entropiche, abbiamo adattato un 
nostro algoritmo di tipo semi-greedy a GPU commerciali. Il tempo 
di soluzione (TTS) da noi ottenuto in funzione della taglia n del 
problema distacca di ordini di grandezza tutti gli altri avversari.


Algoritmo GPU fa dominare sfida mondiale 3—XORSAT Quantum phase transition in a Wigner Cristal

Simulation of disordered systems 
(spin glasses, models of structural glasses, 
hard and soft spheres near the jamming 
point, optimization and inference 
problems, models of light propagation in 
disordered media, ecological models, 
etc...).

(—>  talk  Giuseppe Negro) 
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LQCD123  NPQCD  QCDLAT  
SFT  SIM  GAGRA  Lattice QCD

Generates an ensemble of gluon field configurations 
distributed according to the QCD action (using the hybrid 
Monte Carlo algorithm):  

U

13 12. CKM Quark-Mixing Matrix
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Figure 12.2: Constraints on the fl̄, ÷̄ plane. The shaded areas have 95% CL.

and the Jarlskog invariant is J =
!
3.08+0.15

≠0.13
"

◊ 10≠5. The parameters in Eq. (12.3) are

sin ◊12 = 0.22500 ± 0.00067 , sin ◊13 = 0.00369 ± 0.00011 ,

sin ◊23 = 0.04182+0.00085
≠0.00074 , ” = 1.144 ± 0.027 . (12.28)

Fig. 12.2 illustrates the constraints on the fl̄, ÷̄ plane from various measurements, and the global
fit result. The shaded 95% CL regions all overlap consistently around the global fit region. This
reverts a change in the 2020 edition, when the shown CL of each region was increased to 99%,
because of poor consistency (primarily due to changes in |Vud|), which is no longer the case.

If one uses only tree-level inputs (magnitudes of CKM elements not coupling to the top quark
and the angle “), the resulting fit is almost identical for ⁄ in Eq. (12.26), while the other pa-
rameters’ central values can change by about a sigma and their uncertainties double, yielding
⁄ = 0.22507 ± 0.00068, A = 0.805 ± 0.028, fl̄ = 0.166+0.026

≠0.024, and ÷̄ = 0.370+0.029
≠0.028. This illustrates

how the constraints can be less tight in the presence of BSM physics.

12.5 Implications beyond the SM
The e�ects in B, Bs, K, and D decays and mixings due to high-scale physics (W , Z, t, H in

the SM, and unknown heavier particles) can be parameterized by operators composed of SM fields,

11th August, 2022

(—>  talk  Michele Pepe) 

Precision studies of flavor physics, within and beyond the Standard ModelStudy of QCD in extreme conditions

Cost ∝ V9/8a−2

The development of numerical algorithms is crucial: 
over the history of lattice gauge theory calculations, the 
improvement from algorithm development has been similar 
to the gain from Moore’s law.

A large number of computing nodes is required (up to 

 cores.  On the largest scales the challenge lies in 
efficiently and effectively exchanging data among the 
processors or nodes  —>  MPI, MPI+OpenMP.

𝒪(105)
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HPC resources for Theoretical Computational Physics @ INFN

EuroHPC JU

European resources

LUMI supercomputer 
375 PFlop/s    -  FINLAND LEONARDO supercomputer 

295 PFlop/s    -  ITALY
MARENOSTRUM 5 
205 PFlop/s    - SPAIN

coming soon

HPC Vega IZUM 
6.92  PFlop/s   - SLOVENIA MELUXINA supercomputer 

12.81 PFlop/s    - LUXEMBOURG

KAROLINA supercomputer 
9.59 PFlop/s - CZECH Republic

DISCOVERER supercomputer 
4.51 PFlop/s    - BULGARIA

DEUCALION supercomputer 
7.22 PFlop/s    - PORTUGAL

Domestic resources

MARCONI-A3 
60 Mcorehours

MARCONI100 
15 Mcorehours

MARCONI-A3 
6 Mcorehours

LEONARDO 
Booster: 3 Mnodehours 
GP:

Cineca-INFN agreement
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Computational Theoretical Physics @ INFN - some final remarks

Computational Theoretical Physics @ INFN:   a rich and enduring tradition, 
fundamental contributions to the advancement of High Performance Computing 
(HPC) endeavors.

Numerous research projects spanning various fields, including Lattice QCD, High-
Energy Physics (HEP), Astroparticle Physics, Nuclear Physics, and Complex Systems, 
involve a substantial number of researchers.

Challenge: Ensuring the long-term sustainability of efforts to maintain and enhance 
codes and algorithms, which necessitates a considerable amount of human 
resources.

The availability of cutting-edge computing resources is vital for maintaining 
competitiveness on an international scale.
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