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Automation: Facilitation of manual tuning — numerical optimization — machine learning

Performed live on the machine with mathematical optimizers (+ ML).

Accelerator (machine parameter) optimization:
/ Artificial Intelliger@
Numerical optimizers often build simple surrogates during their progression.

Accelerator surrogates and ML.:

Deep
: : e Learning
From simple regression models to artificial neural networks
Training from real machine or/and simulation data

Goal: Fast, invertible models for analysis/optimization

Real time Control Accelerator adjusting Bayesian Optimization
During cycle Cycle by cycle Today: often manually
RF control Noise control SIS18 + FRS adjustment \ Evolutionary Algorithms

Milliseconds Seconds/Minutes hours up to days

< > Simplex, BOBYQA

1-2 interaction < 100 interaction > 1e6 interaction Mathematical Optimization
‘Model-based ML ‘Model-based ML Evolution/numerical k /
on FPGAs Extremum Seeking optimization
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Generic Optimization Frontend and Framework
(GeOFF) is the graphical application for generic numerical -
optimization and reinforcement learningon CERN | T S e
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Log Console -

57:46,998 - acc_app optimisation.job control.single objective.jobs - INFO - cancelled optimization

» standardized interfaces and adapters for various packages
via Common Optimization Interfaces GEOFF (CERN qitlab)

« Standard framework for testing automation + ML at CERN


https://gitlab.cern.ch/be-op-ml-optimization/acc-app-optimisation

Python toolkit GeOFF
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Optimization of 3 PS accelerator magnets at CERN

GeOFF v0.2.1 (LSA LEIR)
View Info
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2021-09-20 14:57:46,998 - acc_app optimigpkion.job control.single objective.jobs - INFO - cancelled optimization
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La Python toolkit GeO

@ geoff > geoff-app

G

geoff-app ®

Project ID: 103494 [

-0- 461 Commits ¥ 2 Branches ¢ 55Tags [ 18.8 MiB Project Storage

Reference frontend for the GeOFF project

pipeline = passed Latest Release none

Table of Contents
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Generic Optimisation Frontend and Framework (GeOFF)
Table of Contents
Basic Usage

Setup
Running

Installation

Step 1: Acc-Py and Venv

Step 2: Installing the App

Step 2B: Installing the App outside of CERN

Step 3: Using Your Own Optimisation Problem

Step 4: (Deprecated) Adding Your Problem to the Built-In List
License

A lot of documentation are available and GeOFF is licensed

Gitlab: https://gitlab.cern.ch/geoff/geoff-app

Milestone report:
https://data.192.135.24.99.myip.cloud.infn.it/s/ibeQoCO0rwGX4Dw4

COl — Common Optimization Interfaces

CERN ML is the project of bringing numerical optimization, machine learning and reinforcement learning to the opera-
tion of the CERN accelerator complex.

CERNML-COI defines common interfaces that facilitate using numerical optimization and reinforcement learning (RL) on
the same optimization problems. This makes it possible to unify both approaches into a generic optimization applica-
tion in the CERN Control Center.

The cernml-coi-utils package provides many additional features that complement the COls.

This repository can be found online on CERN's Citlab.

e Tutorials
o Packaging Crash Course
o Implementing SingleOptimizable

e User Guide

License o The Core API
o Making Your Code Findable
Except as otherwise noted, this work is licensed under either of GNU Public License, Version 3.0 o Waiting for New Data Without Blocking_the GUI
or later, or European Union Public License, Version 1.2 or later, at your option. See COPYING for o More Optimization Interfaces
details.

Unless You explicitly state otherwise, any contribution intentionally submitted by You for
inclusion in this Work (the Covered Work) shall be dual-licensed as above, without any additional

terms or conditions.

For Full authorship information, see the version control history.

o Optimizing Points on an LSA Function
o APl Reference

o Common Optimization Interfaces

o Gym Spaces
The Configurable Interface
The Problem Registry
Separable and Goal-Based Interfaces
Problem Checkers

o]
o]
o]
o]



https://gitlab.cern.ch/geoff/geoff-app
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CMS

CERN: used at almost all
accelerators
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GEOFF is used at almost all accelerators at CERN

(Linac 3+4, PSB, PS. SPS. LEIR ) A

most often used as an expert-level tool

SPS:
Septa alignment for slow extraction

ol J”

: L . | MST il
Time spent aligning for 9 variables B MSE
< TPST ’

before: ~ 8 h o0e - S Q

0.06 |- \\\Zs DUQ |
2018: ~ 45 min (Powell algorithm) \ == _
2021 : - 10 min (BOBYQA algorithm) '0 16170 16180 16190 17100 7110 17120 17;0*01750

-> As the optimization time has be reduced, the septa alignment is now optimized more often
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At the example of GSI: Similar infrastructure as CERN

Homework done: All python interfaces have been checked:

Possible implantation at othe_.; = | |

Python access to control system (LSA) and diagnostics (FESA)

Team: A. Oeftiger, R. Miller,
S. Appel

Settings
management
system: python
access to LSA
with pjlsa-gsi

y

Control System
(facility)

Team: U. Krause, D. Day,

Nt

control of
parameter knobs:
magnets settings

GeOFF
(Euro-Labs)

_/

https://git.gsi.de/scripting-tool

s/pjlsa_gsi

GUI

ML library with
examples

T T. Habermann, M. Wiebel
Diagnostics |
o - Instrumentation: python
(fac111ty) access to FESA

) devices (e.qg.

. measurement data)
optimization with python-cmwrda
parameter:

e.g. RMS of
trajectory https://www-acc.gsi.de/wiki/

-~ FESA/PythonCmwRda



https://www-acc.gsi.de/wiki/FESA/PythonCmwRda
https://www-acc.gsi.de/wiki/FESA/PythonCmwRda
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Ring accelerator
SIS100

Linear accelerator Ring accelerator
UNILAC SIS18

Accelerator planned to use next month

SIS18 2
FRS 1

Production of

rewsomeniee Planned to use GeOFF for ML
optimization next month!

Production of
antiprotons

Only in November and December there

' 100 metres'

SR will be beam at GSI, but only for
Frpermentalanc ) machine development,
storage rings B planned facility

no user operation

I cxperiments
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Automate FRS/Super-FRS optical adjustments (User facility)

Thanks to the characteristics of the high-resolution
magnetic spectrometer FRS, exotic nuclei can be produced,
separated, identified and eventually stored in a storage ring.

Adjustment times are present at the FRS of 2-3 days

Due to the increased complexity (about 4 times more magnets), }
the setting up time for the Super-FRS is expected to largely increase

Aim of automation with GeOFF:

Centering beam on target including defined beam spot
by varying focus and steering magnets with numerical optimizers
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Automation of Multi-Turn Injection and slow extraction of SIS18

The heavy-ion synchrotron SIS18 deliver beams to experiments and
will be the booster for FAIR synchrotron SIS100 (0.010 — 2 GeV/u)

SIS18 flexibility in providing a broad range of ions allow only Liouvilian
Injection schemes

Third-order resonance slow extraction from SIS18

Strahlzeitende: 29.10.2014 / |

-> Both process have often major beam losses and large setting times

Simulation

. - Best
Al [ - Step value

Aim of automation with GeOFF:

Injection
optimation

Reduce beam loss, shorten adjustment and increase beam quality

Minimize particle losses by varying variables will be performed with
numerical optimizer and Reinforcement Learning ’ " Femton
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Summary of the first period Plans for second period

Advertisement of PostDoc position (Nov ‘22)  Poster at Al STAR (September ‘23)

Hiring Nico Madysa (March ‘23) Optimization with GeOFF at GSI (Nov-Dec 23)

Milestone report and open-source availability - o
of GeOFF via gitlab (April ‘23) Implementation of the GeOFF at CEA (spring '24)

Preparing GSI facility (May ‘23) gg?«fﬁ;g( ?upnutﬁlirf]?;idﬂg §2n4d) submitting it to Elsevier's

Licensing of GeOFF (June ‘23
J ( ) The new toolkit deployed at least two facilities and been

Strategy meeting with CERN (July ‘23) used optimization, 31 Aug 24
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LPA-UHI100 (Laser Plasma Accelerator on UHI100 laser facility)

= a platform providing electron beam line and experimental area dedicated to laser-driven electron
acceleration studies in plasma media, and applications.

(FLASH Radiotherapy, secondary particles generation, diagnostic developments ....)

Laser-plasma Accelerator

e Up to 150MeV over few mm length

e 10’s pC up to 100’s pC/ shot
depending on the acceleration
mechanism

e fs range duration

e few mrad divergence

m=) EURO-LABS funding for one year post doctoral position

Objective: to adapt the toolkit GeOFF (Generic Optimization Framework and Frontend)
developped by CERN and GSI to Laser Plasma Accelerator Specififties
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Summary of the first period (sept 22 — august 23)

v/ As we are waiting for more than 2 years now for the Nuclear Safety Authority to allow us to run the
accelerator after a move of all the facility from Saclay (main site) to Orme des merisiers (few
kilometers away), we have delayed the hiring of a post doc for 8 months since

mmm) we need a real beam to test the ML optimization toolkit. € 2 C 0 & RO Lot
Advertisement of the 1 year post doctoral position in may 2023

on CEA website, and then via EURO-LABS website,
and all the different network mailing lists

v Development of automatic data saving system

(starting point for ML optimization) FULLY FUNDED
» Database built m—) 0% sl ira s
_ o completed :
« Web interface structured L S SRS
= Server implemented for data saving oendes

= Tests to validate the full system planned for Oct-Dec (2023) s -
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Update from august 2023 : Nuclear Safety Authority has given a temporary authorization to shoot
with the laser on target with reduced electron beam characteristics (50MeV, 16pC, 1shot/min)

CEA waiting for authorization to operate the facility fully .

Planning for the next period on the LPA-UHI100 facility

PLANNING: :

1/ test shots on the facility and validation of the automatized data saving/
Upgrade of the command control of the laser system nov-dec 2023

2/ implementation of the Machine Learning Toolkit Prototype GeOff developed by GSI

and adjustments to the Laser- plasma accelerator specificities (input: laser/target parameters)
spring 2024

3/ 15t campaign: tests of a double compartments gas cell as new target to generate low
dispersion energy electron beams around 150 MeV summer 2024

S. Dobosz Dufrénoy ( CEA-Paris Saclay)




