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Signals in the allowed parameter space 
of self-interacting models using a formalism 

that extends to other Dark Sector models.

1 10 102 103

102

103
Clusters

Groups

D
raco

CentralD
ensity

(This
w
ork)

Draco Central Density

(This work)

Cross Section [ ]cm2/g

V
e

lo
c

it
y 

sc
a

le
 [

 
]

km
/s



Mapping micro-physics to 
macro-physics

 3



dark sector micro-physics
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Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657−558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing κ reconstruction with the outer contour level at κ = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the κ peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.

nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.

In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an Ωm = 0.3, λ =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/′′ plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.

2. METHODOLOGY AND DATA

We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear "g = "γ/(1 − κ). The shear
"γ is the amount of anisotropic stretching of the galaxy
image. The convergence κ is the shape-independent in-
crease in the size of the galaxy image. In Newtonian

gravity, κ is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models, κ is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of κ in non-standard grav-
ity models, the locations of the κ peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.

Our goal is thus to obtain a map of κ. One can combine
derivatives of "g to obtain (Schneider 1995; Kaiser 1995)

∇ ln(1−κ) =
1

1 − g2
1 − g2

2

(

1 + g1 g2
g2 1 − g1

) (

g1,1 + g2,2
g2,1 − g1,2

)

,

which is integrated over the data field and converted into
a two-dimensional map of κ. The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is effectively the true
mean of ln(1−κ) at the edge of the reconstruction. This
method does, however, systematically underestimate κ
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of κ in the peaks of the components are
only lower bounds.

For 1E0657−558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure "g. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the κ reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606 − m814 < 1.5,
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Figure 5. Distribution of �BICvalues for all SPARC galaxies with log10
�
⌃e↵/

�
L�/pc

2
��

< 2.5 (left) and > 2.5 (right).
Positive values indicate a preference for SIDM over NFW (orange) and DC14 (red). The vertical gray band indicates regions
of �BICwhere the preference for either model is not strong. For each panel, the colored box and whisker plots summarize the
spread of the corresponding histogram. The box extends from the first to the third quartile of �BIC values, with the median
indicated by the vertical black line. The whiskers extend a factor of 1.5 times the interquartile range. In general, the SIDM
model provides a better fit to the rotation curve data than the NFW model, especially for low e↵ective surface brightness
galaxies. Additionally, there is no significant preference for either the SIDM or DC14 models for either the low or high e↵ective
surface brightness galaxies.

are approximately an equal number of galaxies with
preference for either DC14 or SIDM. This suggests that
both the SIDM and DC14 models provide enough flex-
ibility to capture the diversity of the rotation curves in
the lowest-mass SPARC systems, especially compared
to NFW. Of galaxies with larger virial masses, some ex-
hibit a strong preference for one model over another, but
there is no systematic preference for any of the models
when the galaxies are considered in aggregate.
Fig. 4 illustrates how the inner slope of the best-fit

density profile, ↵, depends onM?/Mvir (top row) and on
surface brightness log10 ⌃0 (bottom row). As in Fig. 3,
the �BIC value for each galaxy is indicated by the color
of the point; if a data point is marked as a triangle, it in-
dicates that the galaxy failed the goodness-of-fit criteria.
The inner slope is evaluated at 1.5% of the virial radius.
In the NFW case, the best-fit density profiles are consis-
tently cuspy, as is enforced by the shape of the density
profile, with ↵ 2 [�1.5,�1] across the complete galaxy
sample. For the DC14 case, the low surface brightness
galaxies exhibit coring, with best-fit inner slopes closer
to ↵ ⇠ 0. Towards higher-surface brightness galaxies,
the inner-slopes decrease in value and the density pro-
files become cuspier, similar to the expectation for NFW
profiles. As for the DC14 model, the SIDM model re-

sults in cored low surface brightness galaxies. At the
high surface brightness range, the SIDM fits result in a
wide range of inner slopes, spanning ↵ 2 [�3,�0.5].6

Fig. 5 shows the histogram of �BICvalues in the low
and high e↵ective surface brightness regimes, compar-
ing either NFW or DC14 to SIDM (the e↵ective surface
brightness is reported in the SPARC catalog). These
histograms underscore the need of performing such an
analysis over a large ensemble of galaxies. Indeed, the
galaxy-to-galaxy scatter in the�BICvalues can be quite
substantial, and it is thus important to look at the trends
of the ensemble.
In the low e↵ective surface brightness regime with

log10
�
⌃e↵/

�
L�/pc2

��
< 2.5, SIDM is preferred over

NFW with the 25-50-75th percentiles of the�BIC values
being 1.39, 6.81, and 23.24. In contrast, there is no sig-
nificant preference for SIDM over DC14, with the 25-50-
75th percentiles of the �BIC values being �1.63,�0.22,

6 Note that our analytic model for the SIDM density profile does
not account for adiabatic contraction of the halo (Blumenthal
et al. 1986; Gnedin et al. 2004), which can have an e↵ect for
log10 M?/Mvir & �2 and increase the inner density of the DM
profile. The inclusion of adiabatic contraction e↵ects in SIDM
halos will be explored in future work (see Jiang (2021)).
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A self  gravitating 
sphere of  SIDM

Observational consequences of



SIDM Simulations
Dynamics of  an initially NFW profile
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Moments of  Boltzmann Equation

1 The Boltzmann Equation and the Gravothermal Collapse Equa-

tions

1.1 The Boltzmann Equation

This section based on:

• http://www.damtp.cam.ac.uk/user/tong/kintheory/two.pdf

• L7 - L11 of https://ocw.mit.edu/courses/physics/8-333-statistical-mechanics-i-statistical-mechanics-

of-particles-fall-2013/lecture-notes/

The Boltzmann Equation can be written as,

"
@

@t
+
X

i

vi
@

@xi
+
X

i

@vi

@t

@

@vi

#
f1 =

✓
@f1

@t

◆

coll

, (1.1)

where f1 is the one-particle DF and the term on the RHS is the collision term which is approximately

the following for 2 ! 2 processes when the term is only dependent on the two-particle DF and that

is approximated by products of one-particle DFs,

✓
@f

@t

◆

coll

=

Z
d
3
p2|~v � ~v2|

����
d�

d⌦

����d⌦
⇥
f1(~r, ~p

0
1)f1(~r, ~p

0
2)� f1(~r, ~p)f1(~r, ~p2)

⇤
(1.2)

where

|~v � ~v2|

����
d�

d⌦

����d⌦ ⌘ !(~p, ~p2, ~p
0
1, ~p

0
2)d

3
p
0
1d

3
p
0
2. (1.3)

For any DF, any average quantity can be defined as,

hA(~r, t)i ⌘
1

n

Z
d
3
pA(~r, t)f1(~r, ~p, t)

n ⌘

Z
d
3
pf1(~r, ~p, t) (1.4)

Taking Eq. (1.1), multiplying by A and integrating over d3p,

@

@t
hnAi+

@

@~r
hn~vAi � nh~v ·

@A

@~r
i � nh~F ·

@A

@~p
i =

Z
d
3
pA

✓
@f

@t

◆

coll

(1.5)

noting that nhAi = hnAi and taking ~p = m~v and ~F = �m~r�. Now, substituting as follows for A
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2.  :   Continuity equation 
3.  :     Momentum conservation 
4.  :   Energy conservation

A = 1
A = v
A = v2

Is there a fluid description?

Solve for:    {ρ, T, P, ⃗q , ⃗u } (1. EOS:  )P ∝ ρT

5.  ⃗q = κ ⋅ ⃗∇ T
Heat flux

(when  )λMFP ≪ HJeans → κ ∝ λMFPv
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 κ ∝ λMFP × v ≈ HJeans × HJeans/tcoll

Heat flux when  :λMFP > HJeans

∼ HJeans



SIDM Dynamics
1. Equation of  state 
2. Continuity equation 
3. Momentum conservation 
4. Energy conservation 
5. Heat flux equation
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r
T(

r)
rs

Heat

→ {ρ, T, P, ⃗q , ⃗u }}



                                       
(for   for Draco)

≈ 10 Gyr
σ/mχ = 50 cm2/g

Gravothermal Collapse Timescale

t

ρ c
or

e

tGC

 tGC ≈ 300 × tcoll
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SIDM Dwarf Galaxies 
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Tidal Stripping
Accelerates Core Collapse 3
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FIG. 2. [Left] Central density evolutions for an initially NFW profile (solid) and initially truncated NFW (TNFW) profiles,
with truncation radii rt = rs (dotted) and rt = 3 rs (dashed). These curves apply to halos with �m  10 cm2/g, for which
the LMFP regime is dominant throughout the majority of the evolution shown here. The central densities reach a minimum
of ⇢̃ = 7.1, 3.3, and 2.8 at times t̃ = 4.3, 22, and 45 for the TNFW with rt = rs, TNFW with rt = 3 rs, and NFW profiles,
respectively. Since t0 depends on �m, halos with di↵erent values of �m (shown on the top axis, in units of cm2/g) are at
di↵erent locations along these evolution curves by today (physical time of 13 Gyr). [Right] Central density evolutions for
�m = 5 cm2/g for an initially NFW profile (solid), an initially TNFW profile with rt = rs (dotted), and an initially NFW
profile truncated at rt = rs after 3 Gyr of evolution (dashed).

pt = 5. We choose ⇢s = 0.019 M�/pc3 and rs = 2.59 kpc,
obtained from fitting the Pippin CDM profile to an NFW
profile using the Colossus cosmology code [31].

IV. TEMPORAL EVOLUTION OF CENTRAL
DENSITY

We focus on the central density ⇢c, defined as the av-
erage density of the innermost region of the halo spec-
ified in our analysis (at r̃ < 0.01, as described in Ap-
pendix A). We show the evolution of ⇢c for initially
NFW and initially TNFW profiles in the left panel of
Fig. 2. For the cross sections of interest, the halos re-
main in the LMFP limit well into the runaway phase of
collapse (the nearly vertical portion of the curves). In
the LMFP regime, Eq. (2) is independent of the value of
�̃m and thus the gravothermal evolution shown holds for
all �m  10 cm2

/g.
For all three profiles, the central density drops as the

core of the halo forms and rises again as the core begins
to collapse. The minimum core density occurs approx-
imately when the luminosity L in the central region of
the halo transitions from being negative (positive tem-
perature gradient) to being positive (negative tempera-
ture gradient). The minimum density for halos with no
tidal stripping is about 3 ⇢s, independent of the cross
section. For the cases with tidal stripping, the collapse
time becomes shorter and the minimum core density is
higher. For the NFW profile, only for cross sections
�m

>⇠ 4 cm2
/g do we find the central density rise as

the core begins to collapse within the lifetime of the Uni-
verse. However, for the TNFW profile with truncation at
rt = rs and rt = 3 rs, cross sections of �m

>⇠ 0.4 cm2
/g

and 2 cm2
/g, respectively, have started to collapse by

today.

To roughly gauge the impact of infall time, we allow
the halo to evolve as before for a period of time before
abruptly truncating it. We neglect the impact of multiple
pericenter passages in our simplified analysis. We show
the central density evolution of a halo truncated at rt =
rs after 3 Gyr (or z ' 2) for an SIDM cross section of
�m = 5 cm2

/g in the right panel of Fig. 2. Truncation
times of 3 � 6 Gyr are appropriate for the closest MW
dwarfs [32]. Such an extreme tidal stripping event leads
to almost 2 orders of magnitude increase in the central
density, showing the importance of this e↵ect for nearby
satellites. Note that an initial truncation at rt = 3 rs
barely alters the central density evolution away from the
NFW case within the lifetime of the Universe, as seen
from the left panel of Fig. 2 for �m = 5 cm2

/g.

After truncation, hydrostatic equilibrium significantly
lowers the pressure of the halo beyond the point of trun-
cation, where most of the mass is lost, causing the veloc-
ity dispersion (and thus temperature) to decrease sub-
stantially. Heat flows towards the colder truncated part
of the halo from the region near the scale radius, where
the temperature is highest. As a result, heat is di↵used
more quickly within the truncated halo, leading to a
faster formation of the isothermal core and thus an ac-
celerated evolution for core collapse. We provide a more
detailed description of the halo evolution in Appendix C.

Nishikawa et. al., 2020
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Evolution is (almost) self-similar

 16

10-3 10-2 10-1 1
1

5
10

50
100

500
1000

10-3 10-2 10-1 1
1

10

100

1000

OS, Jiang, Palubski, Lisanti & Kaplinghat, PRELIMINARY

6

is a good fit for 0 < �µtr < 0.97,

t̃GC,NFWtr

t̃GC,NFW
⇡ e�(�µtr/0.75)

4

. (18)

We also find that this functional form is robust to the
choice of ftr, namely how the truncation is performed.
[OS: Test this when Arthur provides new runs.] Given
the known value of t̃GC,NFW ⇡ 300, this fitting function
allows one to easily find t̃GC,NFWtr for any truncated pro-
file. Ref. [? ], provides additional intuition regarding this
fitting function and its physical interpretation.

The right panel of Fig. 2 compares the solutions for
⇢̃(r̃/r̃⇢̃,1(t̃)) between the non-truncated and truncated
initial conditions with r̃tr = 2.16 [OS: change when new
runs are in]. The results are shown for three pairs of
times t̃. Each pair is chosen such that the density pro-
files look equivalent at radii below r̃tr. Evidently this is
possible, pointing to the finding that initially truncated
profiles evolve such that the radial solution is self-similar
as long as the radii are normalized to r̃⇢̃,1. This points
to the finding that r̃⇢̃,1 is a universal clock even for ini-
tially truncated profiles. In the example illustrated in
the figure, at t̃ = 30 the truncated profile already re-
sembles the non-truncated profile’s evolutionary stage at
t̃ = 200. Namely, truncation rapidly brings the profile to
a late stage in evolution and decreases the time it takes
to reach full collapse.

Given these results, it is natural to suggest a simple
model of the form,

⇢̃mod

⇢̃c
=

f23 ⇥ ftr
✓
1 +

⇣
r̃

b1r̃⇢̃,1

⌘2
◆3/2

, (19)

The same three constraints as before apply, with the dif-
ference that the enclosed mass and density at r̃1 should
now be evaluated for a profile of the form, Eq. (16).

V. COMPARISON TO SIMULATIONS

We have run a number of idealized simulations with
the following sets of initial conditions: [OS: Igor to fill
in]. Details regarding the specifics of the simulations are
given in Ref. [? ]. These simulations are meant to mimic
both the evolution of a field halo and of halos which un-
dergo an early stage of tidal stripping and then evolve
under the e↵ects of SIDM. In this section, we compare
both the results of the numerical solutions to Eqs. (1)-
(5) with the approximate functions suggested above and
with these idealized simulations.

Fig. 4 shows the result of such a comparison. The left
panel shows the density profile as a function of radius for
three di↵erent times for the case of non-truncated NFW
initial conditions. The right panel shows the same for
an initially truncated NFW profile [OS: give details of
how the sim and models were truncated]. In each panel,

brown curves corresponds to simulated data, blue curves
correspond to the numerical code and dashed grey curves
correspond to the approximate model [OS: change colors
once I decide what looks good]. The value of C is chosen
such that the time dependence matches the simulations
and is found to be C ⇡ 1.13 for the non-truncated initial
conditions. For the truncated initial conditions, the value
of C depends somewhat on the precise prescription for
truncation. For [OS: fill in], we find C = [OS: fill in].
[OS: Note that there is a degeneracy between the value

of C and the values taken for ⇢s and rs — C⇢3/2s rs is the
thing that should be chosen to fit sims. Make sure my
value is consistent with what Igor found.]

VI. RESULTS

In what follows we use the simple model described
above to illustrate a number of physics points. In
Sec. VIA we use the model to calculate timescales for
gravothermal collapse, in Sec. VIB we calculate the max-
imal possible average densities within a given radius, and
in Sec. VIC we illustrate that the SMFP regime is only
relevant for very specific halos and cross section. All
results are shown as a function of the DM halo’s virial
mass, M200, and concentration, c200. [OS: Details]. In
all figures, the grey band corresponds to the ±3� mass-
concentration relation as found in [? ] and evaluated at
z = 1.

A. Collapse timescales

The left panel of Fig. 5 shows the timescale for core
collapse, tGC,NFW for the case of a non-truncated NFW
profile. Contours correspond to tGC,NFW ⇥ �̂m ⇥C, nor-
malized to 10 Gyrs ⇥10 cm2/g ⇥1.13. [OS: Make sure
to show that the scaling found here is the same as that
found in Rouven’s paper.] The results show that even
for cross sections as large as 100 cm2/g, only the most
concentrated halos can fully collapse within the age of
the Universe.
When reading the left panel of Fig. 5, the cross sec-

tion, �̂m, should be thought of as evaluated at the virial
velocity of the halo in question. In the central and right
panels of the figure, specific choices for cross section pa-
rameters are made. Both panels show red contours of
tGC,NFW⇥�0/m�⇥C normalized to 10 Gyrs ⇥103 cm2/g
⇥1.13. The central panel corresponds to ! = 10 km/s,
namely a cross section which is highly velocity dependent
above M200/M� ⇠ 108 [OS: virial velocities]. The right
panel corresponds to ! = 100 km/s which is velocity de-
pendent only halos above M200/M� ⇠ 1012. The dashed
grey contours in each panel correspond to values of �̂m.

For any of these results it is easy to find the correspond-
ing collapse timescale for an initially truncated profile by
simply using Eq. (18).

fractional 
mass loss
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Profile with 4 parameters: 

And 3 constraints: 
1. Total mass is conserved 
2. Density doesn’t change at large radii 
3. Central density - core radius scaling

0.05 0.10 0.50 1 5 1010-6
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0.001
0.010
0.100

1

r�

�� /
� c

ρ̃c

r̃ ρ̃
,1

r̃ ρ̃
,2

r̃ ρ̃
,3

r̃−3

r̃−2.2

e −(r̃/r̃tr ) 2
r̃−3

2

II. KINETIC THEORY FOR SIDM

A. General Description

A spherically symmetric self-gravitating sphere of
SIDM (for models under consideration in this study) can
be modeled using kinetic theory. Namely, there exists a
closed set of equations which can be solved for the macro-
scopic variables {⇢(r, t),M(r, t), ⌫(r, t), u(r, t), L(r, t)}—
density, enclosed mass, 1D velocity dispersion, bulk ve-
locity, and luminosity respectively, all as functions of ra-
dius r, and time t. The variables can be normalized such
that the equations take the form [1],

@M̃

@r̃
= r̃2⇢̃ (1)

@⇢̃

@ t̃
= � 1

r̃2
@(r̃2⇢̃ũ)

@r̃
(2)

@(⇢̃⌫̃2)

@r̃
⇡ �M̃ ⇢̃

r̃2
(3)

@L̃

@r̃
= �r̃2⇢̃⌫̃2

✓
@

@ t̃
+ ũ

@

@r̃

◆
ln

✓
⌫̃3

⇢̃

◆
(4)

L̃ = �3

2
r̃2⇢̃⌫̃3K̃5

⇣
1 + �̃2

m⇢̃⌫̃2K̃2
5

⌘�1 @⌫̃2

@r̃
, (5)

where the variables are normalized by,

M̃ ⌘ M
Ms

, ⌫̃ ⌘ ⌫
⌫s

, ũ ⌘ u
us

, L̃ ⌘ L
Ls

, t̃ ⌘ t
ts

⇢̃ ⌘ ⇢
⇢s

, r̃ ⌘ r
rs

, �̃m ⌘ �̂m
�̂ms

, !̃ ⌘ !
⌫s

⌘ !̂⌫̃c0, (6)

with,

Ms ⌘ 4⇡r3s⇢s , ⌫s ⌘
q

GMs
rs

, us ⌘ rs
ts

, Ls ⌘ Ms⌫
2
s

ts

ts ⌘ 1
Ca⇢s⌫s�̂m

, �̂ms ⌘
q

b
aC

1
rs⇢s

. (7)

Here, �̂m ⌘ ⌫̃c0K5(1/!̂)�0/m� where ⌫̃c0 is the normal-
ized velocity dispersion at maximal core (discussed be-
low). The function Kp is defined as in [1] and K̃p ⌘
Kp/(⌫̃c0Kp(1/!̂)). For results shown in this study, we
consider the specific case of Yukawa scattering (Eq. (13)
of [1] [OS: cite Shrock]). As opposed to using K3 as
was done in Ref. [1], we use K5 for the LMFP regime
since this was shown to be a better fit to simulations [?
]. [OS: There is a discrepancy in the b factors between
(Nishikawa or Nadav) and Balberg&Shapiro]. Note that
when !̃ ! 1, Kp(1/!̃) = K̃p(⌫̃/!̃)�1 = 1 [OS: check
this] and Eqs. (1)-(5) reduce to the standard form of
Refs. [2–5] with no velocity dependence in the cross sec-
tion. The constants a = 4/

p
⇡ and b = 25

p
⇡/32 are

defined as in [2]. The parameter C is a constant of or-
der unity that can be calibrated to simulations and will
be discussed below when results are compared to simu-
lations.

Eqs. (1)-(5) can easily be understood from standard ki-
netic theory. Eq. (1) is the regular relation between den-
sity and enclosed mass, Eqs. (2)-(4) are the first three mo-
ments of the Boltzmann Equation (where a small acceler-
ation term has been neglected in Eq. (3)), and Eq. (5) is a

0.01 0.10 1 10 100

10-1

1

10

102

FIG. 1. Scales of interest found in the numerical solutions.
The three inflection radii, r̃⇢̃,i, defined by Eq. (9) (dashed)
and the innermost density, ⇢̃c (solid), found from the solution
to Eqs. (1)-(5) with NFW initial conditions given by Eq. (8).
Maximal core is reached at t̃c0 ⇡ 38, at which point the inner-
most core radius reaches a maximal value of r̃c0 ⌘ r̃⇢̃,1(t̃c0) ⇡
0.55 and the inner density reaches a minimal value of ⇢̃c0 ⌘
⇢̃c(t̃c0) ⇡ 2.42. The profile is fully collapsed at t̃GC,NFW ⇡
300.

heat transport equation which truncates the Boltzmann
series at third order. This last equation introduces an
e↵ective heat transport coe�cient which attempts to ac-
count for both the case where the mean-free-path is larger
than the Jeans length (a long mean free path regime de-
noted LMFP) and where the mean-free-path is shorter
than the Jeans length (a short mean free path regime
denoted SMFP).

The entire set of equations can be solved numerically
via the method of Lagrangian Zones as detailed in [1,
4, 5]. In this study we have found such solutions for
various initial conditions discussed below using a velocity
independent cross section (we choose !̃ ! 1 and K̃5 =
1). We take �̃m =[OS: fill in] but note that this choice
only a↵ects the time at which the SMFP is reached in the
solutions. Within the LMFP regime, the cross section
only enters the normalization ts, and thus any choice of
cross section can easily be converted into any other choice
by simple rescaling of the solutions. Although the results
of this study correspond to the specific case of a velocity
independent cross section, it has been shown in Ref. [?
] that gravothermal evolution is only mildly dependent
on cross section parameters as long as �̂m is defined as
is done here. Although this has not been verified for all
possible initial conditions, we work under the assumption
that such universal evolution remains true for all cases
considered in this study and defer testing this assumption
to future work.
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FIG. 4. Comparison between the results of idealized simulations (not cosmological), the numerical solutions to Eqs. (1)-(5),
and the simple model proposed in this work. In each panel, purple curves correspond to the simulation and dashed orange
correspond to the simple model. Green curves correspond to the numerical solutions (left panel only [OS: add to right panel
when I get the correct run from Arthur]). Left: Results for an initial NFW profile. Right: Results for an initial NFW profile
truncated at r̃tr = 2.16. [OS: Change colors].

profile with only one free parameters which can be cho-
sen to be the innermost scale radius r̃⇢̃,1(t̃). Thus, one
can think of r̃⇢̃,1 as a substitute for time. This turns out
to be an extremely useful choice since, as we show be-
low, even di↵erent initial conditions result in self-similar
density profiles when r̃⇢̃,1 sets the clock.

It is possible to relate r̃⇢̃,1 to t̃ by using additional in-
tuition from the LMFP self-similar solution [2]. In par-
ticular, for the case of an initial NFW halo, one can take
the following ansatz for r̃⇢̃,1(t̃) at times beyond maximal
core,

r̃⇢̃,1(t̃)

r̃⇢̃,1,0
⇡

✓
1� t̃

t̃GC,NFW

◆�

(15)

(note that r̃⇢̃,1,0 is not the value of r̃⇢̃,1 at t̃ = 0). We
find that the combination r̃⇢̃,1,0 = 0.61, � = 0.48 and
t̃GC,NFW = 300 provides an excellent fit to the numerical
solution. From this result, Eq. (10) can then be used to
find an analytical approximation for ⇢̃c(t̃). The ansatz of
Eq. (15) is taken from the LMFP self-similar solution in
which case the additional relation ↵ = 2(1 + �)/(3�) ⇡
2.19 should hold. Plugging in the the best fit value for
�, one finds ↵ ⇡ 2.06 which is reasonably close.

[OS: Consider showing that one can calculate things
like the potential and the bulk velocity using this model.]

IV. EFFECTS OF TIDAL STRIPPING

In order to mimic the e↵ects of tidal stripping one can
choose initial conditions of the form,

⇢̃init =
ftr

r̃(1 + r̃)2
; ftr ⌘ e�(r̃/(btrr̃tr))

c

. (16)

As before, the exponential form for ftr is arbitrary and
can take any other form (such as a power law) which

e.g. matches data or a simulation. We have solved
Eqs. (1)-(5) for such initial conditions with various val-
ues of r̃tr and find four scales in the density profile so-
lution (as in the non-truncated case) — three inflection
radii and a density normalization. However, the time de-
pendence of these scales is now di↵erent. Fig. 3 shows
central densities as functions of time for five values of
r̃tr = {1, 2, 3, 4, 5, 10}. The left panel shows ⇢̃c as a func-
tion of t̃/t̃GC,NFW, i.e. time is normalized to the collapse
time-scale for a non-truncated NFW profile. Evidently,
as the profile becomes more truncated, the timescale for
collapse becomes shorter [5]. A truncation radius as large
as r̃tr = 10 is enough to have very little e↵ect on the evo-
lution and resembles the initially non-truncated NFW
case.

The right panel shows the same curves with the density
normalized to the minimal value of each run (the central
density at maximal core) and the time normalized to the
collapse timescale of each run, t̃GC,NFWtr. Evidently, the
evolution is close to self-similar for these values of r̃tr
(the similarity becomes less apparent as r̃tr decreases).
Thus, the functional form of Eq. (15) with the replace-
ment t̃GC,NFW ! t̃GC,NFWtr together with Eq. (10) are
reasonably good fits to the numerical results.

For any truncated profile, one can define the fractional
truncated mass,

�µtr ⌘ 1� M̃tot,tr

M̃tot

(17)

where M̃tot (M̃tot,tr) is the total mass of a non-truncated
(truncated) density profile. A simple result one can find
from the solutions shown in Fig. 3 is the relation between
�µtr, and t̃GC,NFWtr. We find that the following relation

OS, Jiang, Palubski, Lisanti & Kaplinghat, PRELIMINARY
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is a good fit for 0 < �µtr < 0.97,

t̃GC,NFWtr

t̃GC,NFW
⇡ e�(�µtr/0.75)

4

. (18)

We also find that this functional form is robust to the
choice of ftr, namely how the truncation is performed.
[OS: Test this when Arthur provides new runs.] Given
the known value of t̃GC,NFW ⇡ 300, this fitting function
allows one to easily find t̃GC,NFWtr for any truncated pro-
file. Ref. [? ], provides additional intuition regarding this
fitting function and its physical interpretation.

The right panel of Fig. 2 compares the solutions for
⇢̃(r̃/r̃⇢̃,1(t̃)) between the non-truncated and truncated
initial conditions with r̃tr = 2.16 [OS: change when new
runs are in]. The results are shown for three pairs of
times t̃. Each pair is chosen such that the density pro-
files look equivalent at radii below r̃tr. Evidently this is
possible, pointing to the finding that initially truncated
profiles evolve such that the radial solution is self-similar
as long as the radii are normalized to r̃⇢̃,1. This points
to the finding that r̃⇢̃,1 is a universal clock even for ini-
tially truncated profiles. In the example illustrated in
the figure, at t̃ = 30 the truncated profile already re-
sembles the non-truncated profile’s evolutionary stage at
t̃ = 200. Namely, truncation rapidly brings the profile to
a late stage in evolution and decreases the time it takes
to reach full collapse.

Given these results, it is natural to suggest a simple
model of the form,

⇢̃mod

⇢̃c
=

f23 ⇥ ftr
✓
1 +

⇣
r̃

b1r̃⇢̃,1

⌘2
◆3/2

, (19)

The same three constraints as before apply, with the dif-
ference that the enclosed mass and density at r̃1 should
now be evaluated for a profile of the form, Eq. (16).

V. COMPARISON TO SIMULATIONS

We have run a number of idealized simulations with
the following sets of initial conditions: [OS: Igor to fill
in]. Details regarding the specifics of the simulations are
given in Ref. [? ]. These simulations are meant to mimic
both the evolution of a field halo and of halos which un-
dergo an early stage of tidal stripping and then evolve
under the e↵ects of SIDM. In this section, we compare
both the results of the numerical solutions to Eqs. (1)-
(5) with the approximate functions suggested above and
with these idealized simulations.

Fig. 4 shows the result of such a comparison. The left
panel shows the density profile as a function of radius for
three di↵erent times for the case of non-truncated NFW
initial conditions. The right panel shows the same for
an initially truncated NFW profile [OS: give details of
how the sim and models were truncated]. In each panel,

brown curves corresponds to simulated data, blue curves
correspond to the numerical code and dashed grey curves
correspond to the approximate model [OS: change colors
once I decide what looks good]. The value of C is chosen
such that the time dependence matches the simulations
and is found to be C ⇡ 1.13 for the non-truncated initial
conditions. For the truncated initial conditions, the value
of C depends somewhat on the precise prescription for
truncation. For [OS: fill in], we find C = [OS: fill in].
[OS: Note that there is a degeneracy between the value

of C and the values taken for ⇢s and rs — C⇢3/2s rs is the
thing that should be chosen to fit sims. Make sure my
value is consistent with what Igor found.]

VI. RESULTS

In what follows we use the simple model described
above to illustrate a number of physics points. In
Sec. VIA we use the model to calculate timescales for
gravothermal collapse, in Sec. VIB we calculate the max-
imal possible average densities within a given radius, and
in Sec. VIC we illustrate that the SMFP regime is only
relevant for very specific halos and cross section. All
results are shown as a function of the DM halo’s virial
mass, M200, and concentration, c200. [OS: Details]. In
all figures, the grey band corresponds to the ±3� mass-
concentration relation as found in [? ] and evaluated at
z = 1.

A. Collapse timescales

The left panel of Fig. 5 shows the timescale for core
collapse, tGC,NFW for the case of a non-truncated NFW
profile. Contours correspond to tGC,NFW ⇥ �̂m ⇥C, nor-
malized to 10 Gyrs ⇥10 cm2/g ⇥1.13. [OS: Make sure
to show that the scaling found here is the same as that
found in Rouven’s paper.] The results show that even
for cross sections as large as 100 cm2/g, only the most
concentrated halos can fully collapse within the age of
the Universe.
When reading the left panel of Fig. 5, the cross sec-

tion, �̂m, should be thought of as evaluated at the virial
velocity of the halo in question. In the central and right
panels of the figure, specific choices for cross section pa-
rameters are made. Both panels show red contours of
tGC,NFW⇥�0/m�⇥C normalized to 10 Gyrs ⇥103 cm2/g
⇥1.13. The central panel corresponds to ! = 10 km/s,
namely a cross section which is highly velocity dependent
above M200/M� ⇠ 108 [OS: virial velocities]. The right
panel corresponds to ! = 100 km/s which is velocity de-
pendent only halos above M200/M� ⇠ 1012. The dashed
grey contours in each panel correspond to values of �̂m.

For any of these results it is easy to find the correspond-
ing collapse timescale for an initially truncated profile by
simply using Eq. (18).

fractional 
mass loss



Constraints and Signals 
from Dwarf Galaxies

 20



1 10 102 103

102

103
Clusters

Groups

O
S,

 J
ia

ng
, L

is
an

ti 
& 

Ka
pl

in
gh

at
, 2

02
1

Bounds from Dwarfs

 21
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FIG. S3. Contraints similar to those of Fig. 2 (right) for three additional systems: the classical dwarf Ursa Minor and the
ultra-faint dwarfs Segue 1 and Tucana 2. For completeness, the Draco bound is shown here as well. For these contraints, the
1� lower limit on measurements of ⇢150 or ⇢̄1/2 are used. Note that the Draco bound shown here takes the 1� lower limit on
the measured ⇢150, whereas that in Fig. 2 (right) takes the 2� lower limit.

The final results for the classical dwarfs Draco and Ursa Minor, as well as the ultra-faint dwarfs Segue 1 and Tucana 2,
are provided in Fig. S3. For these results, we have used the 1� lower limits on measurements of ⇢150 for Draco and
Ursa Minor, and of ⇢̄1/2 for Segue 1 and Tucana 2. The choice of 1�, as opposed to the 2� lower limit used for the
Draco bound in the main text, illustrates the strong sensitivity of the isothermal coring bound to this choice. This
sensitivity is due to the fact that central densities of an isothermal cored profile change slowly as �0m is varied. The
ram-pressure bounds are much less sensitive to small variations in the measurement of ⇢150 or ⇢̄1/2.

The additional systems complement the result for Draco in a number of ways. Firstly, Draco’s orbit has been shown
to potentially be a↵ected by the Large Magellenic Cloud (LMC) [33]. If this is the case, then a full analysis should

O
S,

 J
ia

ng
, L

is
an

ti 
& 

Ka
pl

in
gh

at
, 2

02
1



SIDM Cross Section

 23

Particle 
Velocity

ClustersGalaxies
2

Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657−558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing κ reconstruction with the outer contour level at κ = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the κ peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.

nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.

In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an Ωm = 0.3, λ =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/′′ plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.

2. METHODOLOGY AND DATA

We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear "g = "γ/(1 − κ). The shear
"γ is the amount of anisotropic stretching of the galaxy
image. The convergence κ is the shape-independent in-
crease in the size of the galaxy image. In Newtonian

gravity, κ is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models, κ is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of κ in non-standard grav-
ity models, the locations of the κ peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.

Our goal is thus to obtain a map of κ. One can combine
derivatives of "g to obtain (Schneider 1995; Kaiser 1995)

∇ ln(1−κ) =
1

1 − g2
1 − g2

2

(

1 + g1 g2
g2 1 − g1

) (

g1,1 + g2,2
g2,1 − g1,2

)

,

which is integrated over the data field and converted into
a two-dimensional map of κ. The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is effectively the true
mean of ln(1−κ) at the edge of the reconstruction. This
method does, however, systematically underestimate κ
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of κ in the peaks of the components are
only lower bounds.

For 1E0657−558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure "g. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the κ reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606 − m814 < 1.5,
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Γ̃ev ≡ Γev/Γsat ≈ ρhost⟨σv⟩host
ρsat⟨σv⟩sat

OS, F. Jiang & F. van den Bosch, PRELIMINARY

and the heat conduction is modeled as,

n =
⇢

m

8
><

>:

bv� SMFP

CH
2
/tr LMFP

, 
�1 = 

�1
SMFP + 

�1
LMFP (2.7)

and,

{H =

s
v2

4⇡G⇢
, � =

1

⇢�m
, tr =

�

av
} (2.8)

and a, b are O(1) numbers. The evaporation rate is given by,

�ev = ⇢hosth�m,hostvhosti = a⇢host�m,hostvhost, (2.9)

and the second equality is for the velocity independent case (but with a di↵erent cross section that

controls evaporation). For this case the ratio of timescales can be rewritten as,

�evt0 =
1

b

⇣⇢host/⇢0
1

⌘⇣vhost/v0
10

⌘✓
�m,host/�m

10�4

◆
10�3 (2.10)

with typical numbers for these ratios inserted.

2.2 Unitless Equations

It is helpful to use the unitless version of these equations with the following definitions,

{r ⌘ r0r̃ , t ⌘ t0t̃ , �̃ev ⌘ t0�ev}

{⇢ ⌘ ⇢0⇢̃(r̃, t̃) , M ⌘ M0M̃(r̃, t̃) , L ⌘ L0L̃(r̃, t̃)}

{v ⌘ v0ṽ(r̃, t̃) , u ⌘ u0ũ(r̃, t̃)} (2.11)

with,

{t0 ⌘
1

av0⇢0�m
, r0 ⌘

1
a⇢0�m

} (2.12)

{⇢0 ⌘
M0
4⇡r30

, L0 ⌘
GM2

0
r0t0

, v
2
0 ⌘ G

M0
r0

, u0 ⌘
r0
t0
}.

The resulting equations in their dimensionless version are,

@M̃

@r̃
= r̃

2
⇢̃ (2.13)

@⇢̃

@ t̃
= �

1

r̃2

@(r̃2⇢̃ũ)

@r̃
� �̃ev⇢̃ (2.14)

@(⇢̃ṽ2)

@r̃
= �

M̃ ⇢̃

r̃2
� ⇢̃D̃t̃ũ (2.15)

@L̃

@r̃
= �r̃

2
⇢̃ṽ

2
D̃t̃ ln

✓
ṽ
3

⇢̃

◆
(2.16)

L̃ = �
3

2
r̃
2
ṽ

 
a

b

✓
�m

�m0

◆2

+
1

C

1

⇢̃ṽ2

!�1
@ṽ

2

@r̃
(2.17)
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Dimensionless 
Equations
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C. Approximate Solutions

It is instructive to search for a self-similar solution to
Eqs. (1)-(5) by writing the unit-less variables in the form,

T̃ (r̃, t̃) ⌘ Tc(rc(t̃))⇥ T̄ (r̃/rc(t̃)), (13)

where T is shorthand for {⇢,M, ⌫, u, L}. Namely, all the
time dependence enters through a scale radius rc(t̃). In
this case and in the LMFP regime, the radial part of
Eqs. (1)-(5) become,

@M̄

@r̄
= r̄2⇢̄ (14)
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The solutions to these radial equations can be found in
the Appendix and in [? ]. For these radial equations to
hold as written, the requirements are,

Mc

r3c⇢c
=

uc

ṙc
=

⌫2c rc
Mc

=
2

3

Lc

rc⇢c⌫5c
= 1. (19)

Without loss of generality, the constant on the RHS is
equal to unity as long as the initial conditions of these
functions, Tc0 ⌘ Tc(rc(t̃ = 0)) are expressed in terms
of rc0 and ⇢c0 according to Mc0 ⌘ ⇢c0r3c0, uc0 ⌘ ṙc0,
⌫c0 ⌘

p
Mc0/rc0 and Lc0 ⌘ 3/2rc0⇢c0⌫5c0.

Three additional requirements for the radial equations
to hold set the solutions for Tc. They are,

@ ln ⇢c
@ ln rc

+
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ṙc
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�Mc⌫2c
Lc

@

@ t̃
ln

⌫3c
⇢c

= ✏1 (21)
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Eq. (20) can be used to find,
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= e��̃ev t̃

✓
rc
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◆�↵

. (23)

This sets all Tc(rc) through Eqs. (19). All that remains
is to solve for rc(t̃). This can be done by plugging all
Tc(rc) into Eqs. (21) and (22), which results in,

1

✏1

1

2


(6� ↵)

ṙc
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FIG. 3. Solution, t̃n, for ⇢c(t̃10)/⇢c0 = 10 (blue) or
⇢c(t̃0.1)/⇢c0 = 1/10 (red) as a function of truncation radius
and normalized evaporation rate based on the approximate
solution of Eqs. (23) and (26).

where

�c0 ⌘ Lc0

Mc0v2c0
=

3

2
rc0⇢

3/2
c0 , (25)

and ✓ ⌘ 2/(3↵� 2). One possibility for Eq. (24) to hold
is if �̃ev ⌧ (6� ↵)|ṙc/rc|. In this case, the solution is,
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with the additional requirement ✏1/✏2 = (6�↵)/2. From
Eq. (26), it is straightforward to find,
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which sets the maximal value of �̃ev that satisfies the
inequality from above. The contour corresponding to this
requirement is shown in black in the figure.
Another solution to Eq. (24) is,

rc
rc0

= e�
3
2 ✓�̃ev t̃ (28)

with the following constraints,

1

2✏1

✓
3

2
✓(6� ↵) + 1

◆
=

3

2

✓

✏2
=

�c0

�̃ev

. (29)

[OS: I think this might be a solution in the upper right
side of the plot but probably not worth going into.]
[OS: Explain how I’m using these equations to create

the plot. Especially explain the tidal stripping calcula-
tion. Change the plot to be normalized to the timescale
for the no RP and no TS case.]

r̃trunc ≡ rtrunc/rs

Γ̃ e
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Cross section dependence 
here and here
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ρhost
ρsat

⟨σv⟩host
⟨σv⟩sat

≲ 10−2 ⇒ ω ≡
mϕ

mχ
≲ 102 km

s
⟨σv⟩host
⟨σv⟩sat

⟨σv⟩

vvirvhostvsat

⟨σv⟩sat

⟨σv⟩host

ω

forces 
 ω ≲ few × vsat

Use this to constrain SIDM
e.g. Draco must have collapsed, so:  ̃Γev,Draco ≲ 10−2
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Constraint on parameters
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Summary and Outlook
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Kinetic Theory = Powerful tool to search for dark sector signals
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