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exploring 20 orders in mass of discovery space
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Strong gravitational lensing
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Strong gravitational lensing

https://github.com/sibirrer/lightcone
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Strong lensing: 
multiple images of a background source

Figure by Vegetti+2010
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Strong lensing: 
sensitivity to small scale dark matter haloes

Figure by Vegetti+2010
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Strong lensing: 
sensitivity to small scale dark matter haloes

Figure by Vegetti+2010



Strong lensing: 
a forward modeling example
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that’s what 
we care! that’s what we need to know!a lot of 

nuisance!

?

Strong lensing: 
a forward modeling example
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Chapter 5. The mass-sheet degeneracy and time-delay cosmography

Figure 5.3: Reconstructed source surface brightness profiles as a function of shapelet scale
Ø for filter F814W. The source reconstructions of the best fit lens model configurations are
shown with a given Ø. We see that the features become larger with larger choices of Ø.

Figure 5.4: Left: Intensity contours of the reconstructed source surface profiles rescaled to
fiducial value Ø = 0.2" for the different shapelet scales Ø in filter F814W of Figure 5.3. The
contour lines overlay well. The lens model does adopt to the choice of Ø such that the source
reconstruction catches the best scales. Middle: Same as left for the filter F555W. The same
behavior can be seen as for F814W. Right: Color composite model of the filters F814W and
F555W for a chosen joint lens model.
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Chapter 3. Gravitational lens modeling with basis sets

Figure 3.1: An illustration of the modeling of the source surface brightness with three different
shapelet basis functions. Left panels: Shapelet basis function in the source plane. Middle
panels: Mapped shapelets in the image plane with a SIS lens via ray-tracing. Right panels: PSF
convolved image. From top to bottom: Shapelets with (n1,n2) = (1,0), (2,1), (3,5).

The covariance matrix of~ª, Mª is therefore given by

Mª = (X >W X )°1. (3.6)

Mª becomes important when marginalizing the probability distribution over~ª.

The procedure involves a matrix inversion of dimension m £m. The computational cost and

memory allocation of this inversion becomes more significant with larger m. Moreover, the

matrix (X >W X ) has to be invertible. If not, this method fails to find a solution and regular-

ization is needed. A grid based regularization was introduced by (173). Conceptually and

computationally, the method of (173) and the one presented in this chapter differ significantly.

The matrix (X >W X ) is a dense matrix where as the matrix in grid based regularization can

be sparse. A sparse matrix can only be maintained when having a small PSF(e.g. 5£5 pixel).

We use in our method a default PSF kernel of 15£15 pixels and a further extension affects

only the FFT-convolution of the lensed shapelet basis functions. Our method is well suited to

86

Formulation as a 
linear problem

De-lensing de-convolution  
with linear basis functions

11

See also: Waren&Dye 2003, Suyu+2006, Vegetti+2006
for (adaptive) pixelized source reconstruction techniques Lensing: SB+2015, 2016, …  

Shapelets: Refregier 2003  
Software: SB&Amara 2018, SB+2021

DataReconstructed 
source



De-lensing de-convolution: 
example with perfect lens model
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De-lensing de convolution: 
example with missing (sub)-structure
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Figure 1: The detection of a dark-matter dominated satellite in the gravitational lens system
B1938+666 at redshift 0.881. The data shown here are at 2.2 micron and were taken with the
W. M. Keck telescope in June 2010. Additional data sets at 1.6 micron, from the Keck tele-
scope and the Hubble Space Telescope, are presented in the Supplementary Information. Top-left
panel: the original data set with the lensing galaxy subtracted. Top-middle panel: the final re-
construction. Top-right panel: the image residuals. Bottom-left panel: the source reconstruction.
Bottom-middle panel: the potential correction from a smooth potential required by the model to
fit the data. Bottom-right panel: the resulting dimensionless projected density corrections. The
total lensing potential is defined as the sum of an analytic potential for the host galaxy plus the
local pixelized potential corrections defined on a Cartesian grid. The potential corrections are a
general correction to the analytical smooth potential and correct for the presence of substructure,
for large-scale moments in the density profile of the galaxy and shear. When the Laplace opera-
tor is applied to the potential corrections and translated into surface density corrections, the terms
related to the shear and mass sheets become zero and a constant, respectively. A strong positive
density correction is found on the top part of the lensed arc. Note that these images are set on
a arbitrary regular grid that has the origin shifted relative to the centre of the smooth lens model
by ∆x = 0.024 arcsec and ∆y = 0.089 arcsec. When this shift is taken into account the position
of the density correction is consistent with the position of the substructure found in the analytic
re-construction (see Supplementary Information).
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resolved strong lensing from 
galaxy surface brightness direct detection through 

lens modeling

Vegetti+2012

Resolved data can localize lensing 
substructure through forward modeling

14
Koopmans 2005, Vegetti+2010, 2012, 2018 
SB+2017, Hezaveh+ 2016, Ritondale+2018 

Vegetti+2012

Keck adaptive optics imaging



10 HEZAVEH ET AL.

Figure 6. The top left panel shows the sky emission model in band 6 for the best-fit smooth lens parameters for the SDP.81 data. The top middle panel shows
the same for the perturbed model and the top right panel the difference between the two models. The bottom panels show the same for band 7. The bright feature
in the difference plots is mainly caused by the astrometric anomaly of the arc.

the subhalo parameters and the parameters of the smooth lens
model, including low-order multipoles in the gravitational po-
tential. This confirms findings that such multipoles cannot
mimic the effects of small-scale substructure for lenses with
high-quality arcs (Kochanek & Dalal 2004).

The full set of best-fit lens model parameters are presented
in Table 1. Many previous works have modeled the lens po-
tential in SDP.81, using HST data (Dye et al. 2014), Sub-
millimeter Array data (Bussmann et al. 2013), and ALMA
data (Dye et al. 2015; Rybak et al. 2015a; Wong et al. 2015;
Tamura et al. 2015; Hatsukade et al. 2015; Rybak et al.
2015b). Our smooth model has a larger ellipticity compared
to these models. We note however that our model has more
degrees of freedom (e.g., angular multipoles) and phase er-
rors, and that the degeneracy of some of these additional pa-
rameters with ellipticity may shift its value. We do find that
models with parameters given by these authors produce rea-
sonable fits to the data. We also performed the linear subhalo
search for these parameters, finding that they produce similar
results and that the conclusion of the presence of the subhalo
is robust against these variations. Figure 8 shows the recon-
structed source using this model with pixel size of 10 milli-
arcsec in band 6 (top panel) and band 7 (bottom panel).

This model appears to be a good fit to the data, when we fit
the entire data set. The full data set, however, includes emis-
sion unrelated to SDP.81. The ALMA primary beam covers
approximately ⇠ 2500, of which only the central few arcsec-
onds are relevant for strong lens modeling. If we model the

sky emission only over a 5⇥ 5 arccsec area centered on the
lens, our model obtains �2 = 2⇥ 105 for 1.7⇥ 105 degrees
of freedom, suggesting that not all the signal in the data has
been modeled. However, if we expand our source-plane im-
age to cover the entire primary beam, additional flux is indi-
cated away from the lensed galaxy and the �2 decreases to
1.7⇥ 105. Since this emission originates from regions well
separated from the lensed images (far beyond the correlation
length of the dirty beam), it has no model covariance with the
lens parameters, and we therefore neglect it in the remainder
of our analysis.

5.2. Search for additional substructure

ALMA observations of SDP.81 allow us to search for addi-
tional substructure besides the subhalo detected in the previ-
ous subsection. Given our lens model (including one subhalo
of Msub = 108.96

M�), we next searched for additional substruc-
ture using the linearized treatment discussed in Section 3. We
repeated our search for a second subhalo, by linearly expand-
ing about a smooth model now containing a subhalo of mass
Msub = 108.96

M�. As before, we marginalize over all parame-
ters of the smooth model, including the mass and location of
the detected subhalo discussed above.

The inclusion of the subhalo in our main lens model re-
moves any improvement to the marginalized posterior from
additional subhalos of mass Msub � 108.6

M�, as illustrated
in top panel of Figure 9. Instead, additional subhalos of this
mass are excluded from occurring near the observed arcs. For

resolved strong lensing from 
galaxy surface brightness direct detection through 

lens modeling

Resolved data can localize lensing 
substructure through forward modeling

15
Koopmans 2005, Vegetti+2010, 2012, 2018 
SB+2017, Hezaveh+ 2016, Ritondale+2018 

Hezaveh+ 2016

ALMA interferometry
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Flux-ratios are sensitive to 
completely dark structure

Mao & Schneider 1998, Dalal & Kochanek 2002, Moustakas & Metcalf 2003, 
Nierenberg+2014, 2017 Hsueh+2016, 2017, 2020, Gilman+2018, 2019, 2020a,b 



10 Nierenberg et al.

Figure 6. Projected exclusion regions for a singular isothermal spheroid perturber with fixed mass. Light grey and dark grey positions
are ruled out with greater than 95% and 99.7% respectively, based on the �2 probability of the best fit gravitational lens model to the
image positions and [OIII] fluxes after adding a perturber with M600 = 108.2M� (left panel) and 107.2M� (right panel). The left panel
shows the entire lens system with the green square indicating the lens centroid, and the orange circles representing the quasar images.
The orange box in the left panel represents the size of the zoomed regions shown in the right panel. The average projected radial limits
are ⇠0.004 (0.001), 0.003 (0.0008), 0.004 (0.0009) and 0.003 (0.0006) for images A, B, C and D, respectively, for the 108.2 (107.2)M� perturber. These
exclusion regions correspond to cylinders with radii of ⇠ 2(0.5) kpc around each lensed image, projected along the entire host halo.

Figure 7. Exclusion regions for an NFW perturbing subhalo with M600 = 108M� and 107.2M�, corresponding to NFW scale radii
of 1.000 and 0.001 respectively, determined the same way as in Figure 6. The average radial limits are 1.002 (0.001), 0.003 (0.0008), 1.001 (0.0009),
and 0.008 (0.0006) for images A, B, C and D, respectively, for a 108 (107.2)M� perturber. These angular scales correspond to an average
projected exclusion region of ⇠ 6 (0.6) kpc at the redshift of the lens.

c� 2016 RAS, MNRAS 000, 1–15

unresolved strong lensing 
from quasar narrow line 
 emission region 

exclusion regions for a 
certain type of sub-clump

small physical source size allows for 
sensitivity to very low masses

Narrow-line flux ratios in HE0435 5
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Figure 1. Demonstration of the forward modelling method used to infer spectral parameters. Note that the image contrasts have been
altered between images to highlight different features. Panel i) Drizzled F140W image, arrow indicates North. Panel ii) Interlaced
G141W grism image, with light dispersed along the x-axis of the F140W image. QSO spectra (A-D) are labeled. They overlap with
spectra from the ring, the main deflector (G) and the spiral galaxy (G1). Blue arrows indicate the location of narrow [OIII] 4959 and
5007 Å emission which are partially blended at this resolution. Column iii) MCMC proposed 1D spectra for four of the seven components
labelled in panel i. Each of the QSO images A-D has a separate model spectrum (shown in Figure 3), only spectrum A is shown here.
Column iv) Model direct images for each separate spectral component, described in Section 3.1. The central QSO pixels are masked
in the ring model to account for noisy PSF subtraction in this region. Column v) Model 2D grism images for each spectral component
generated from convolving the model spectra in column iii with the model direct image in column iv. Panels vi, vii) Final, combined
model direct image and model grism image, generated from the sum of columns iv and v respectively (and the other three QSO images
not shown). Colours are the same as in columns iii, iv and v. The goodness of fit is calculated by the �2 difference between true and
model 2D G141 images.

dence for variations in the broad Fe velocities between im-
ages, and so kept them fixed for our final analysis, however
we allowed the Fe amplitudes to vary independently from
the H� amplitudes.

Unlike the broad and continuum emission, narrow [OIII]
and H� emission come from a sufficiently extended source
(greater than tens of parsecs) to not be affected by either
stellar microlensing or intrinsic variability (Moustakas &
Metcalf 2003; Müller-Sánchez et al. 2011; Bennert et al.
2006b,a). Owing to this, we assume that both the line widths
and the relative amplitudes of [OIII] and narrow H� should
be constant between the lensed images. We model the [OIII]
doublet and H� narrow-lines as Gaussians, and assume that
they have the same redshift, which is valid given the spectral
resolution of the grism. The ratio of the [OIII] doublet 4959
and 5007 amplitudes is fixed to the quantum-mechanically
predicted value of 1/3.

The 1D models for the deflector, ring and G1 spectra are
modelled as straight lines over the short wavelength region
of interest, with amplitudes and slopes as free parameters.
We do not find evidence requiring the inclusion of emission
or absorption features in any of these spectra relative to the
measurement uncertainties and given the brightness of the
QSO spectra (see e.g. Figure 2).

We assume that the image fluxes are not affected by
differential dust extinction. In the rest frame of the lens,
the [OIII] emission lines lie at roughly ⇠ 9300 Å. At this
wavelength, total dust extinction in lens galaxies, and early-
type galaxies in general, is typically of order only a few hu-

dredths of a magnitude (e.g Falco et al. 1999; Ferrari et al.
1999), which is well within our overall flux measurement
uncertainty. This assumption is further supported by the
similarity of the broad-band optical colours of the images
(Wisotzki et al. 2003). The images also have mutually con-
sistent CIV (lens rest frame ⇠ 2790 Å) and H� (lens rest
frame ⇠ 9300 Å) broad-line flux ratios.

3.3 Inference of QSO spectral parameters

We infer the probability distribution of the parameters of the
1D spectral models using a Bayesian forward modelling ap-
proach with the emcee Markov Chain Monte Carlo software
package (Foreman-Mackey et al. 2013). For each step, the
MCMC algorithm proposes parameters for the 1D spectra
of all seven distinct spectral components (four QSO images,
the main galaxy, the lens ring and G1). We then simulate
dispersed images of each separate component and add them
to generate a full model 2D grism image. Finally, the �

2

of the fit is computed relative to the original 2D interlaced
image. Figure 1 illustrates how the model 2D direct image
components are dispersed into the model 2D grism image
for each MCMC step.

4 SPECTRAL FORWARD MODELLING
RESULTS

Figure 2 shows the 1D model, data and residual ‘traces’ for
the four lensed QSO images. These traces are obtained by in-

c� 2016 RAS, MNRAS 000, 1–15

Nierenberg+2017

Nierenberg+2017

3.1 Minimum Halo Mass 24

Figure 6. Examples of two gravitational lens systems that exhibit perturbations due to �potentially unseen� halos. Left:
Radio-wavelength imaging of a quasar lens system, B����, that has one of the strongest flux-ratio anomalies known.
Component B should be the brightest of the three close images and instead it is the faintest. Figure from Fassnacht et al.
������ Right: HST imaging of the “Clone” �Lin et al., �����, showing that the long lensed arc is split by the presence of
a perturber, in this case galaxy G�. Note that the location and mass of G� could have been determined even if G4 were
purely dark. Figure from Vegetti et al. �����a�.

stretched arcs or a full Einstein ring that surrounds the lensing galaxy (e.g., right panel of Figure 6).
In both cases, substructure in the main lensing galaxy and small line-of-sight halos create small
perturbations to the lensed images.

As will be described in detail below, there are three main techniques for detecting the presence
of dark (sub)halos using strongly lensed systems: analysis of flux-ratio anomalies in lensed
quasar systems, gravitational imaging for lensed galaxy systems, and power spectrum approaches.
Improved constraints on dark matter properties via these measurements will require: (1) a much
larger samples of lens systems, and (2) follow-up observations with high-resolution imaging and
spectroscopy. LSST will play a critical role by increasing the number of lensed systems from
the current sample of hundreds to an expected samples of thousands of lensed quasars (Oguri
& Marshall, 2010) and tens of thousands of lensed galaxies (Collett, 2015). The vast increases
in sample sizes will provide much stronger statistical constraints on dark matter models than are
currently possible (e.g., Figure 7). The study of lensed systems will also require coordination with
other facilities, namely space-based observatories, large ground-based telescopes with adaptive
optics systems, ALMA, and very-long-baseline radio interferometry (see Section 4.2.4). These
facilities provide the milliarcsecond-scale angular resolution that is required to push the (sub)halo
detection sensitivity into unexplored mass regimes.

Flux-ratio Anomalies

The presence of clumpy (dark) matter, whether within the main halo of the primary lens or along
the line of sight, will perturb the gravitational potential of a strong lens system. One of the e�ects

LSST D��� M�����

Fassnacht+99
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Mao & Schneider 1998, Dalal & Kochanek 2002 
Moustakas & Metcalf 2003 ,Nierenberg+2014, 2017 
Hsueh+2016, 2017, Gilman, SB+2018, 2019, 2020a,b, 
Hsueh+2020,….

Flux-ratios are sensitive to 
completely dark structure
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Inference of dark matter microphysics

Figure from Wagner-Carena, Aalbers, SB+ 2021
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Figure: Gilman with PyHalo

• complex substructure and 
line-of-sight halos 

• complex source morphology 

• complex data

Inference of dark matter microphysics

CDM WDM
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End-to-end inference of dark matter microphysics

Individual detection


How do we know what we 
detect and what not?


How do we statistically 
interpret the signal?

Statistical detection


How do we know where the 
signal is coming from?


What is a good summary statistics that captures the 
information and is robust to systematics?

ABC, Machine learning, residual power spectrum, sensitivity map,… 



Results: Flux ratios

21Gilman, SB, Nierenberg+2020, see also Hsueh+2020

Credit: STSCI, GO-15177, 13732 PI Nierenberg

• statistical detection of substructure 

• consistent with CDM 

• competitive constraints on WDM

WDM constraints from 8 quad lenses



Results: Flux ratios

22 Gilman+2020b

mass-concentration relation from 11 quad lenses



23 Minor et al. 2021

Sengul+2022

Subhalos have unusually 
high concentrations

Subhalo is a line-of-sight 
object

Results: imaging
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Birrer+2017

Results: imaging

Figure 4. Left: Intensity contours of the reconstructed source surface profiles rescaled to fiducial
value � = 0.2” for the di↵erent shapelet scales � in filter F814W of Figure 3. The contour lines overlay
well. The lens model does adopt to the choice of � such that the source reconstruction catches the
best scales. Middle: Same as left for the filter F555W. The same behavior can be seen as for F814W.
Right: Color composite model of the filters F814W and F555W for a chosen joint lens model.

5.3 Relaxing on the lens model assumption

As pointed out by [1], there can also be an internal component to the MST. Namely when the
lens model can not reproduce the underlining internal mass distribution. The assumption of
a power-law lens model formally sets the internal part of the MST. The parameters will fit
preferentially those models, whose shape, modulo an artificial MST, are the most similar to
the underlying mass distribution. The only e↵ect visible in the modeling of the imaging data
is on the source scale. The inferred source scale will be di↵erent from the one of the true
lens model. Any assumed mass distribution which can not be rescaled according to Equation
(5.1) can thus potentially lead to biased inferences, in particular on the slope of the mass
profile. This also can result in significant biases in the inferred lensing potential and lens
kinematics. In particular, it was stated by [1] that the assumption of a power-law lens model
can potentially lead to a significant bias in the inference of the time delay distance.

Three approaches to handle the concerns of [1] in performing cosmographic estimates
are:

1. One assumes that the true lens model can be described within the functional form of
the chosen parameterization. This is the approach done by [22]. In this case we end
up with the potentially biased inference discussed in [1], a situation we want to avoid
as good as possible.

2. One choses a more flexible lens model than a single power-law mass profile. This
approach was followed in [23] in response to [1]. Di↵erent profile parameterizations may
lead to di↵erent preferred source scales. It is not guaranteed that a more sophisticated
lens model parameterization infers an unbiased result in the cosmographic inference.

3. Perform simplifications and approximations that lead to greater robustness against
known degeneracies. For instance accommodating MST through careful handling of
the source size inference.

In this work we chose the third option mentioned above. This option requires the least
assumptions on the lens model and a prior is placed on the source size, rather through

– 10 –Figure 3. The scanning results for �Ri of the HST data (left column) and two selected CDM
semi-analytic realizations with halo masses 1013.5M� and 1013M� (middle two columns) and the
sensitivity map (right column). The di↵erent rows indicate the analysis of filter F814W (top), F555W
(middle) and combined F814W+F555W (bottom). Each pixel in the plot reflects �Di when placing
the perturber at the position of the pixel.

C(dr) = h�Ri(r)�Ri(r + dr)ir, both based on the relative excess distance �Ri (4.7) of the
scanning procedure.

The specific metric we adopt is the product of the two metrics involving the cumulative
distribution DN and the correlation function DC
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are the quadratic distances between the two distributions in respect of P (x) and C(dr).
The sum in DN is uniform spaced in the range �Ri in [10, 300] in incremental increases of
�Ri = 10. The sum in DC is uniformly spaced in the range 0”�2.5” in incremental increases
of �r = 0.05”.

The expression 4.8 provides, without normalization, an equal weight on both diagnostics.
We emphasis that the expression in equation 4.8 is in no means a likelihood.

The cumulative distribution is an indicator that quantifies the strength of the substruc-
ture signal and the correlation function to quantify the spatial signature. Figure 4 shows

– 10 –

clump
preferred

smooth
preferred

Forward modeling and simulation 
based inferences with Approximate 
Bayesian Computing (ABC) 

>2keV WDM ruled out (caveat: no line 
of sight structure modeled)

reconstructed source
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Fuzzy dark matter from a radio arc

Results: imaging

Powell et al. 2023



substructure in clusters

26 Sengul, SB+2023See also Meneghetti+2022 for larger substructure



Galaxy-scale density profiles

• Understanding of (dark matter) density profiles 
required to accurately measure the Hubble 
constant with time-delay cosmography 

• Extensive efforts in data acquisition and modeling 
underway 

• Same data and results can be used to interpret 
dark matter microphysics on galactic scales

27
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Constraining galaxy density profiles  
with lensing and kinematics

SB+2020 TDCOSMO IV, Shajib, SB+2020b
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A&A proofs� manuscript no. mst_h0

(a) Fit to the time-delay distance (b) Fit of velocity dispersion

Fig. 13: Illustration of the goodness of the fit of the maximum likelihood model of the joint analysis in describing the TDCOSMO
data set. Blue points are the measurements with the diagonal elements of the measurement covariance matrix. Orange points are
the model predictions with the diagonal elements of the model covariance uncertainties. Left: Comparison of measured time-delay
distance from imaging data and time delays compared with the predicted value from the cosmological model, the internal and
external MST (and their distributions). Right: Comparison of the velocity dispersion measurements and the predicted values. In
addition to the MST terms, the uncertainty in the model also includes the uncertainty in the anisotropy distribution aani. For lenses
with multiple velocity dispersion measurements, the diagonal terms in the error covariance are illustrated. � source

Fig. 14: Illustration of the goodness of the fit of the maximum likelihood model of the joint analysis in describing the SDSS velocity
dispersion measurements of the 34 SLACS lenses in our sample. Blue points are the measurements with the diagonal elements of
the measurement covariance matrix. Orange points are the model predictions with the diagonal elements of the model covariance
uncertainties. The measurement uncertainties include the uncertainties in the quoted measurements and the additional uncertainty
of ��P,sys. The model uncertainties include the lens model uncertainties and the marginalization over the �int and aani distribution.
� source

Fig. 15: Illustration of the goodness of the fit of the maximum likelihood model of the joint analysis in describing the VIMOS
radially binned IFU velocity dispersion measurements of the 9 SLACS lenses with VIMOS data in our sample. Blue points are
the measurements with the diagonal elements of the measurement covariance matrix. Orange points are the model predictions
with the diagonal elements of the model covariance uncertainties. The measurement uncertainties include the uncertainties in the
quoted measurements and the additional uncertainty of ��P,sys. The model uncertainties include the lens model uncertainties and
the marginalization over the �int and aani distribution. � source

Article number, page 26 of 41

Constraining galaxy density profiles  
with lensing and kinematics

SB+2020 TDCOSMO IV, Shajib, SB+2020b
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S. Birrer et al.: Hierarchical time-delay cosmography

Table 6: Marginalized posteriors of our hierarchical Bayesian cosmography inference based on the priors and parameterization
specified in Table 5 for a flat ⇤CDM cosmology.

Data sets H0 [km s�1Mpc�1] �int,0 ↵� �(�int) aani �(aani) ��P,sys

TDCOSMO-only 74.5+5.6
�6.1 1.02+0.08

�0.09 0.00+0.07
�0.07 0.01+0.03

�0.01 2.32+1.62
�1.17 0.16+0.50

�0.14 -
TDCOSMO + SLACSIFU 73.3+5.8

�5.8 1.00+0.08
�0.08 �0.07+0.06

�0.06 0.07+0.09
�0.05 1.58+1.58

�0.54 0.15+0.47
�0.13 -

TDCOSMO + SLACSSDSS 67.4+4.3
�4.7 0.91+0.05

�0.06 �0.04+0.04
�0.04 0.02+0.04

�0.01 1.52+1.76
�0.70 0.28+0.45

�0.25 0.06+0.02
�0.02

TDCOSMO + SLACSSDSS+IFU 67.4+4.1
�3.2 0.91+0.04

�0.04 �0.07+0.03
�0.04 0.06+0.08

�0.04 1.20+0.70
�0.27 0.18+0.50

�0.15 0.06+0.02
�0.02

Fig. 12: Posterior distributions of the key parameters for the hierarchical inference. Blue: constraints from the TDCOSMO-only
sample. Violet: constraints with the addition of IFU data of 9 SLACS lenses to inform the anisotropy prior on the TDCOSMO
sample, TDCOSMO+SLACSIFU. Orange: constraints with a sample of 33 additional lenses with imaging and kinematics data (HST
imaging + SDSS spectra) from the SLACS sample, TDCOSMO+SLACSSDSS. Purple: Joint analysis of TDCOSMO and 33 SLACS
lenses with SDSS spectra of which 9 have VIMOS IFU data, TDCOSMO+SLACSSDSS+IFU. Priors are according to Table 5. The
68th percentiles of the 1D marginalized posteriors are presented in Table 6. The posteriors in H0 and �int,0 were held blinded during
the analysis. � source
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9 VIMOS IFU data sets
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Fig. 17: Illustration of the inferred mass profile of the joint TDCOSMO+SLACSSDSS+IFU analysis. A pure power-law with �pl =
2.10± 0.05 is shown in orange. In blue is the result of this work of �int = 0.91± 0.045 when interpreted as a cored mass component
with Rc uniform in [300, 1000]. Three dimensional density are illustrated on the left and the lensing convergence on the right. The
dashed vertical line on the right panels indicates the Einstein radius. Relative di�erence in respect to the power-law model are
presented in the bottom panels. � source

sometimes through repeated measurements. The nominal uncer-
tainties are thus accurate, resulting in the internal consistency of
all the TDCOSMO systems with a scatter on �int consistent with
zero19.

The SLACS-only analysis with the reported uncertainties of
the stellar velocity dispersions leads to an inferred scatter in
�int of about 10%. Assuming the same scatter in �int among the
TDCOSMO and SLACS lenses, the discrepancy in the inferred
�(�int) between the two samples indicates that the reported uncer-
tainties of the stellar velocity dispersions of the SLACS lenses do
not reflect the total uncertainty. For the present analysis, we have
addressed this issue by adding additional terms of uncorrelated
errors. However, future work should aim to improve the determi-
nation of systematics going back to the original data (or acquiring
better data), and contemplate the possibility of correlated cali-
bration errors, as due for example to the choice of stellar library
or instrumental setup. Second, our analysis is based on spherical
Jeans models, assuming anisotropy of the Osipkov–Merritt form.
These approximations are su�cient given the current uncertain-
ties and constraints, but future work should consider at least
axis-symmetric Jeans modeling (e.g., Cappellari 2008; Barnabè
et al. 2012; Posacki et al. 2015; Yıldırım et al. 2020), and consider
alternate parameterizations of anisotropy. Another possibility is
the use of axisymmetric modeling of the phase-space distribution
function with a two-integral Schwarzschild method by Cretton
et al. (1999); Verolme & de Zeeuw (2002) as performed by Barn-
abè & Koopmans (2007); Barnabè et al. (2009).

The addition of more freedom to the kinematic models will
require the addition of more empirical information that can be
obtained by spatially resolved data on distant lens galaxies, or
from high-quality data (including absorption line shapes) of ap-
propriately selected local elliptical galaxies.

8.3.2. Selection e↵ects of di↵erent lens samples

One key pillar in this analysis to improve the precision on the
H0 measurement from the TDCOSMO sample is the information

19 This statement has been tested with a flat prior on �(�int).

on the mass profiles of the SLACS sample. The SLACS sample
di�ers in terms of the redshift distribution and re�/✓E relative
to the TDCOSMO sample. Beyond our chosen explicit param-
eterized dependence of the MST parameter �int as a function
of re�/✓E we do not find trends in the predicted vs measured
velocity dispersion within the SLACS sample. However, we do
find di�erences in the external shear contributions between the
SLACS and TDCOSMO sample (Shajib et al. prep). This is ex-
pected because of selection e�ects. The TDCOSMO sample is
composed of quads at higher redshift than SLACS. So it is not
surprising that the TDCOSMO lenses tend to be more elongated
(to increase the size of the quad cross section) and be more im-
pacted by mass structure along the line of sight than SLACS.
Nonetheless, based on previous studies, we have no reason to
suspect that the deflectors themselves are intrinsically di�erent
between SLACS and TDCOSMO. Complex angular structure of
the lenses might also a�ect the inference in the power-law slope
�pl, as the angular degree of freedoms in our model assumptions
are, to some degree, limited (Kochanek 2020b). A study with
more lenses and particularly sampling the redshift range of the
TDCOSMO sample (see Fig. 16) would allow us to better test
our current underlying assumption and in case of a significant
redshift evolution to correct for it.

8.3.3. Line-of-sight structure

The investigation of the line-of-sight structure of strong gravita-
tional lenses of the TDCOSMO and the SLACS sample follows
a specific protocol to provide an individual PDF of the external
convergence, p(ext). In our current analysis, the statistical uncer-
tainty of the SLACS line-of-sight structure is sub-dominant.

In the future – as the other terms of the error budget shrink
and this one becomes more relevant – the following steps will
be necessary. First, the specific choice of N-body simulation and
semi-analytic galaxy evolution model will need to be re-visited.
Second, it will be necessary to investigate how to improve the
comparison with simulation products in order to further miti-
gate uncertainties. For instance, beyond galaxy number count
statistics, weak gravitational lensing observations can also add
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Figure 7. Interpretation of 1D marginalized distributions of some central model parameters for our galaxy sample. Left-hand panel: distributions of the
sample mean µ⌫ of the halo response parameter ⌫ for stellar M/L gradient (red solid line) and constant stellar M/L (blue dashed line) models. Both models
are consistent with zero contraction marked by the vertical grey dashed line. The full contraction scenarios in Blumenthal et al. (1986) model (⌫ = 1), and the
simulations of Gnedin et al. (2004, ⌫ = 0.8) and Abadi et al. (2010, ⌫ ⇠ 0.4) are ruled out. Middle panel: distributions of the mean fraction of star-forming
baryons µ fgal that has cooled from the initial distribution. We show along the top axis the corresponding star-forming e�ciency ✏SF ⌘ fgal⌦m/⌦b, where
⌦b/⌦m is adopted from Planck Collaboration (2018). The µ fgal distributions peaks at ✏SF ⇠ 0.17, which is consistent with moderate to strong feedback
mechanisms on the star formation (Hopkins et al. 2014). Right-hand panel: The distribution of mean M/L-gradient-exponent in our M/L gradient model.
The distribution favors very small gradient, with the 95 per cent upper limit at 0.02.

Table 2. 1D marginalized distributions of the population level parameters from Bayesian hierarchical inference. The corner plot for these parameters are
illustrated in Figure 6. The baseline model settings are: M–c relation prior from (Diemer & Joyce 2019). Je�rey’s prior for M/L-gradient exponent ⌘, and
H0 = 70 km s�1 Mpc�1. “Other settings” column indicates which setting from these baseline settings is varied. The columns for �⌫ , �aani , �fgal , exp(µlog ⌘ ),
and �log ⌘ provide the 95 per cent upper limit.

Stellar M/L Other settings µ⌫ �⌫ µaani �aani µ fgal �fgal exp(µlog ⌘ ) �log ⌘

Constant M/L Baseline �0.06+0.04
�0.04 0.092 1.54+0.25

�0.22 0.26 0.028+0.003
�0.003 0.0040 – –

M/L gradient Baseline �0.03+0.04
�0.05 0.074 1.60+0.27

�0.25 0.22 0.026+0.003
�0.003 0.0041 0.017 0.33

M/L gradient No M–c prior �0.08+0.07
�0.06 0.069 1.60+0.28

�0.25 0.20 0.026+0.003
�0.003 0.0036 0.017 0.36

M/L gradient ⌘ prior ⇠ U(0, 1) 0.02+0.04
�0.04 0.054 1.52+0.26

�0.23 0.25 0.025+0.003
�0.003 0.0036 (0.061)a (0.015)a

a For the model with uniform prior on ⌘, the column exp(µlog ⌘ ) gives the value for µ⌘ and the column �log ⌘ gives the value for �⌘ .

at scales larger than the NFW scale radius is necessary to robustly
constrain the halo mass. We find that the degree of contraction
depends on the halo mass prior in our analysis with a heavier prior
on M200 producing shallower inner slopes to fit the joint lensing–
kinematics data. The sample of Oldham & Auger (2018) has a
similar stellar mass range as our sample and the di�erence between
the mean redshifts of the samples �hzi = 0.15 does not leave
enough room to expand the halos from � ⇠ 2 to � ⇠ 1 within ⇠1.44
Gyr. Therefore, we conclude that the di�erences between our result
and that from Oldham & Auger (2018) are largely caused by the
di�erence in the adopted priors corresponding to the dark matter
halo.

5.1.2 Slope of the total density profile

Our lensing-only models provide h�lensingi = 2.08 ± 0.04 with a
scatter of 0.13±0.02. From the joint lensing–dynamics analysis, we
find the total density profile is shallower by approximately 5 per
cent, which brings the sample mean of the logarithmic slope at
the Einstein radius closer to the isothermal case (Figure 11). This
near-isothermality of the total density profile agrees well with a
multitude of pervious observations – e.g., based on strong-lensing
only or jointly based on lensing and dynamics: Treu & Koopmans

(2004); Gavazzi et al. (2007); Auger et al. (2010b); Ritondale et al.
(2019), and based on stellar dynamics: Thomas et al. (2007); Tortora
et al. (2014); Bellstedt et al. (2018).

In Figure 12, we compare the distribution of the estimated
logarithmic slopes � constrained from the imaging data only in
this study with those estimated by the SLACS analysis from com-
bining stellar kinematics with the imaging data. We find no cor-
relation between the estimated � distributions from the two anal-
yses with biweight midcorrelation r = 0.03 ± 0.17. However, the
SLACS distribution has a mean of h�LDi = 2.078 ± 0.027 and
intrinsic scatter 0.16 ± 0.02 (Auger et al. 2010b). These values
are consistent with our results within 1� confidence level. For the
21 systems that have measured � in Auger et al. (2009), we find
�2
� ⌘ Õ

N=21
i

(�lensing
i,this study � �

LD
i,Auger+(10b))

2/�2
i,total = 21.76. The p-

value assuming a �2-distribution for�2
� with 21 degrees of freedom

is 0.41. We can see in Figure 9 that the two-component mass profile
from lensing–dynamics can deviate from the lensing-only inference
of the power-law profile toward either direction. However, the sam-
ple mean of the such deviations is smaller than ⇠5 per cent near the
Einstein radius, which explains the good agreement for h�i between
this study and Auger et al. (2010b). Thus, a correlation between the
lensing-only local slope and the lensing–dynamics global slope is
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Vera Rubin Observatory 
(discovery and time-domain) Nancy Grace Roman telescope 

(discovery and imaging)

Euclid 
(Discovery and imaging)

James Webb Space Telescope 
(high resolution spectroscopy)

10’000+ strong lenses 
200+ quasar lenses 
Time-domain informationE-ELT, TMT, GMT  

(high resolution imaging)
Square Kilometer Array, (ng)VLA 
(high resolution interferometry) KAGRA/LIGO/VIRGO 

(gravitational waves)



Forecast constraints with JWST- 38.4 hours 
to observe 31 lenses in  Cycle 1

Simulated JWST MIRI image
JWST-GO-02046, PI Nierenberg



Forecast constraints with JWST- 38.4 hours 
to observe 31 lenses in  Cycle 1

Simulated JWST MIRI image
JWST-GO-02046, PI Nierenberg

We will be able to detect completely dark halos!



35

How to perform inference with a sample of 
100-1000 lenses?

Are convolutional neural networks up to the task?

Figure from Wagner-Carena, Aalbers, SB+ 2022



Figure: Vegetti

Next-generation high-resolution 
capabilities (ELT, ngVLA, SKA)



Next-generation high-resolution 
capabilities (ELT, ngVLA, SKA)



Next-generation high-resolution 
capabilities (ELT, ngVLA, SKA)



Think big with lensing!
• lensing is sensitive to the projected central density 

of sub haloes (how about combining it with satellite 
kinematics?) 

• high (anomalous?) concentrations have been 
found. Do we have already a signal of something? 

• redshift and mass evolution: A large sample of 
lenses can be sensitive to ‘smoking gun’ signals… 
so tell me what these signals are!
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Summary
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• unique window to the dark universe

• probes small (dark) matter structure

• competitive with other 
cosmological probes

• advancing with increased sample 
size and improved observational 
capabilities!

Gravitational lensing is…

• robust with revised and well-tested 
and validated methodology


