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Episode 1:


Response linearity 
with LNF data
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The variable X-ray source
‣  At LNF high statistics data taken with X-ray sources of different energies


‣ Large dataset (40k events) acquired with Amersham  source impinging on different 
material targets which produces X-rays at different energies:

241Am
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Figure 4. Left: distribution of pixrms in one pedestal run. Right and middle: average of pixped and pixrms,
respectively, as a function of time, for a period of two weeks of data taking, as measured in the regular
pedestal runs acquired.

target source was employed 3. A sealed 241Am primary source is selectively moved in front of
different materials. Each material is presented to the primary source in turn and its characteristic
X-ray is emitted through a 4 mm diameter aperture. In Tab. 2 a summary of the materials and
energy of the X-ray lines is reported. The  V line has an intensity that is about 20% of  U line.

Material Energy  U [keV] Energy  V [keV]
Cu 8.04 8.91
Rb 13.37 14.97
Mo 17.44 19.63
Ag 22.10 24.99
Ba 32.06 36.55

Table 2. X-ray emitted by the multi-target source.

Given the physics interest to the detector response at low energies, the 55Fe source X-rays with
⇢ ⇡ 6 keV has been used to induce emissions of lower energy X-rays in two other targets: Ti and Ca.
The expected  U and  V lines are shown in Table 3. The setup is such that part of the characteristic
6 keV X-rays from 55Fe can pass through the target without interacting and arrive to the detector
active volume, resulting in the superposition of both contributions.

Material Energy  U [keV] Energy  V [keV]
Ti 4.51 4.93
Ca 3.69 4.01

Table 3. X-ray emitted by the additional custom targets excited by the 55Fe source.

The 55Fe source was positioned above the thin window at the centre of the upper face of the
gas vessel at a vertical distance of 135 mm from the field cage. An externally controllable trolley

3Variable energy X-ray source AMC.2084 from Amersham International Limited
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Each targets emits mainly 2 lines:


‣  + ~20% at a slightly higher  


‣ The  increases with E.                 

For lower E’s cannot be resolved in CYGNO 

Kα Kβ

ΔE = EKβ−Kα

Kα

Kβ
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The home-made sources
‣In addition we have our main candle from : E=5.9 keV (+ 6.5 keV 2nd line)


‣physics interest in low energy response of CYGNO (E<6 keV):


‣ we can use   source to induce X-rays emissions from targets with 


‣Not an easy task:


‣X-rays yield lowers a lot when lowering energy.  Eg: LY(8keV)  3% LY(46 keV)


‣ Absorption by the LIME PMMA window increases at  lower energies


‣  a lot of data taken with Ti and Ca to be able to see something

55Fe

⇒ 55Fe Kα,β < 5.9 keV

≈

⇒
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55Fe
5.9 keV X-rays Target material

Low E X-rays

LIME
N.B. Even in “reflection mode”, something of the original 
5.9 keV X-rays arrives to LIME 
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Data taking
‣ These are the golden datasets collected in Frascati for the energy calibration 
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Numbers Description PMT

5790-5860 Multi-source High Statistics No

5861-5911 55Fe: BKG and High Statistics + Water Cooling No

6121-6141 Titanium + BKG High Statistics Yes

6143-6290 Calcium + Pedestal Very High Statistics Yes
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Cluster selection
‣ Clusters are selected to reject very long tracks


‣A useful selection is on the long tracks which saturate the camera exposure window in one   
direction: correlation among the track-angle and width (D. Marin’s presentation on 16 June 2022)


‣RMS of the pixel light yield cluster > 7 to reject more fake clusters (lowered to 6.5 for Ca,Ti in order 
to not shape too much the background close to a low-E signal)
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Cu 8 keV

Rb 15 keV

Mo 18 keV Ag 24 keV

Ba 35 keV

Fe 6 keVTi 4.5 keV

While below 10 keV signals are spot-like, electrons 
with larger energies travel in gas.

This dilutes the charge arrival position and time and is expected to moderate the saturation effect 

https://agenda.infn.it/event/31787/contributions/174101/attachments/92494/125948/Report.pdf
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Run-by-run inter calibrations (ICs)
‣Absolute energy calibration with our cleanest candle: high rate  source


‣At LNF, z = 26cm, standard HV: peak at  counts  5.9 keV 


‣Conditions (P,T,HV) can move from one data taking to another: to compare multiple 
runs we need to have something common to all the runs to inter-calibrate them 


‣can use the long tracks (at LNF cosmics + ambient radioactivity, at LNGS only the latter):                  
e.g. the average dE/dx, energy density  , etc.

55Fe
8350 ± 10 ≡

δ = Nγ /Npix
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Eg. For LNF runs discovered that 



•In this particular case we don’t know the origin


In general, it is a useful check that we should do 
routinely


LYFe ≈ 1.2 × LYMS,Ti,Ca
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The spectra
‣ A glimpse to all data together: we can see the contributions of all the source by eye. 


‣Except Ti whose line is very close to  one and has to be taken with caution55Fe
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Energy spectrum fits

‣ Each signal line modeled with a Cruijff function (a Gaussian with different left-right 
resolutions and non-Gaussian tails):


‣Each signal model has 2 lines ( , ), with:


‣  fixed to the expected values (i.e. in the fit ) 


‣Relative fraction of the two yields free to float in [0-30%] (expected ~20% at emission)


‣Freely floating shape parameters, but the 2 shapes are forced to be the same (neglect )


‣Exception for Ca and Ti, where 4 lines expected, i.e. 2 additional ones from  X-rays


‣Background modelled with a Bernstein polynomial of order n (n up to 5), with 
parameters fixed to values obtained on no-source data

Kα Kβ

ΔE(Kα, Kβ) mKβ
≡ mKα

+ ΔE

σKα
≠ σKβ

55Fe
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f(x) = exp ( (x − m)2

2σ2
L,R + αL,R(x − m)2 )
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Fits to higher energies
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signal shape is fitted using the sum of two Cruĳff functions, each of one is a centered Gaussian with
different left-right standard deviations and exponential tails [46]. The two functions represent the
contribution of the U and V lines listed in Table 2: the energy difference between the two (denoted
main line and 2=3 line in the figures) is fixed to the expected value, thus in each fit only one scale
parameter is fully floating. The remaining shape parameters of the Cruĳff functions are constrained
to be the same for the two contributions, since they represent the experimental resolution which
is expected to be the same for two similar energy values. While the energy difference between
the main and subleading line are well knwon, the relative fraction of the two contributions 52 also
depends on the absorption rate of low energy X-rays by the detector walls, so it is left floating in
the fit, with the constraint 52 < 0.3.

The results of the fits to the energy spectra in the data with different X-ray sources are shown
in Fig. 14 and Fig. 15.
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Figure 14. Energy spectra of reconstructed clusters in presence of different X-ray sources. Left: 55Fe source
(used also to estimate the absolute energy scale calibration throughout the paper). Middle: Cu source. Right:
Rb source. Blue dotted line represents the background shape, modelled on data without any source; red
dotted line represent the  U line signal model; red dotted line represents the  V line signal model. The blue
continuous line represents the total fit function.
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Figure 15. Energy spectra of reconstructed clusters in presence of different X-ray sources. Left: Mo source.
Middle: Ag source. Right: Ba source. Blue dotted line represents the background shape, modelled on data
without any source; red dotted line represent the  U line signal model; red dotted line represents the  V line
signal model. The blue continuous line represents the total fit function.
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signal shape is fitted using the sum of two Cruĳff functions, each of one is a centered Gaussian with
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parameter is fully floating. The remaining shape parameters of the Cruĳff functions are constrained
to be the same for the two contributions, since they represent the experimental resolution which
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Figure 14. Energy spectra of reconstructed clusters in presence of different X-ray sources. Left: 55Fe source
(used also to estimate the absolute energy scale calibration throughout the paper). Middle: Cu source. Right:
Rb source. Blue dotted line represents the background shape, modelled on data without any source; red
dotted line represent the  U line signal model; red dotted line represents the  V line signal model. The blue
continuous line represents the total fit function.
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Figure 15. Energy spectra of reconstructed clusters in presence of different X-ray sources. Left: Mo source.
Middle: Ag source. Right: Ba source. Blue dotted line represents the background shape, modelled on data
without any source; red dotted line represent the  U line signal model; red dotted line represents the  V line
signal model. The blue continuous line represents the total fit function.
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Fits to lower energy X-rays
‣Calcium: not including the  component would lead to absurdly high resolution. 
Including it becomes reasonable and the fit is OK 


‣Titanium: the Ti component is much smaller than the very close : the fit should be 
taken with some caution (i.e. the main uncertainty is not the stat one)

55Fe

55Fe
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The response to X-rays with lower energies than the 6 keV emitted by 55Fe have been tested
with the Ti and Ca targets listed in Table 3. As discussed earlier, in this setup an unknown fraction of
the original 6 keV X-rays also pass through the target, so the fit to the energy spectrum is performed
addding to the total likelihood also the two-components PDF expected from 55Fe contribution.
While the shape for the four expected energy lines is constrained to be the same, except the mean
values and the resolution parameters, the relative normalization is kept floating. The shape of the
natural radioactivity background is fixed to the one fitted on the data collected without source. The
results of the fits to the two additional X-ray sources data are shown in Fig. 16.
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Figure 16. Energy spectra of reconstructed clusters in presence of different X-ray sources, induced by
impinging 6 keV X-rays on different targets. Left: Ca source. Right: Ti source. Blue dotted line represents
the background shape, modelled on data without any source; red dotted line represent the  U line signal
model; red dotted line represents the  V line signal model. As explained in the text, for these targets, a 6 keV
component passing through the target is expected, and it is represented by dashed dark green and light green
for the  U and  V lines, respsectively. The blue continuous line represents the total fit function.

The estimated energy response from these fits, compared to the expected X-ray energy for each
source is shown in Fig. 17. In the graph the contributions from both  U and  V lines are shown,
because both components are used in the minimization for the energy scale in each fit. The two
values are correlated by construction of the fit model. A systematic uncertainty to the fitted value
is considered, originating from the knowledge of the I position of the source. Beacuse of the effect
described in Sec. 4.2, a change in this coordinate results in a change of the light yield: with the
source positioned at I ⇡ 21 cm data with 55Fe source shown in Fig. 13 allow to estimate a variation
�⇢/�I ⇡ 2%/1 cm. An uncertainty �I = 1 cm is assumed for the position of the X-ray source, and
the resulting energy uncertainty is added in quadrature to the statistical one from the fit.

• introduce the study of 55Fe with different VGEM1 gains to make argument about resolution at
low electron energy PLOT of number of cluster vs VGEM1 rifare in Italia ? Runs, 4432-4469,
insieme allo scan in Z;

5 Evaluation of the I of the ionization point ( Davide)

The primary ionization electrons are subject to diffusion effects in the gas during the motion along
the I direction towards the GEMs. This changes their spatial distribution but at the same time

– 19 –

Cu (+55Fe) Ti (+55Fe)
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Results on linearity
‣ From the z-scan, the LY changes of about . Included the uncertainty 
on the z position of .  

ΔE/Δz ≈ 2 % /cm
±1cm
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Points for both  (1st) and  (2nd) 
line shown in the plot:

• The two are not independent, since 

for each fit  is fixed to the 
expectation


• Still, both contribute to the fit of a 
unique scale parameter
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Figure 17. Estimated average energy response versus the expected one from the  U (black dots) or  V

lines contributions. The uncertainties on each point represent the statistical contribution and the systematic
uncertainty arising from the knowledge of the I position. The dotted line represents the a perfect linear
response of the detector.

the shape of the reconstructed clusters can provide information for reconstructing the absolute I
of the initial ionisation point. Based on this a simple method was developed for ultra-relativistic
particle tracks [47]. This relies on measuring the value of f) from the Gaussian fit to the light
profile transverse to the direction of the track itself. For small almost circular clusters due to energy
deposits of a few keV, light profiles parallel to the two principal axes of the spot can be studied (with
f) and f! from Gaussian fits to the two profiles).

In particular, we tried to study the dependence of the product of the f)! = f) ⇥ f! . The
distribution f)! for the reconstructed spots in the runs performed with the 55Fe source positioned
at different I is shown on the left-hand side of Fig.18.

As can be seen, although there are large tails in all cases, the bulk of the spots are concentrated at
values of f)! increasing as I increases. As a result, the distribution of residuals of all reconstructed
spots in all runs at different I assuming a linear relationship between f)! and I is showed on the
right in Fig. 18. It is then possible to estimate a spatial resolution of approximately 6 cm over the
entire length of the drift gap.

Studies that exploit other combinations of shape variable are on-going with the aim of improving
this result.

6 Study of the absorption length of 6 keV X-rays (Luca and Davide)

[GC: non mi pare che citiamo mai l’efficienza forse qualcosa tocca dire ] From the above studies
the overall LIME performance is found to be excellent to detect low energy electron recoils. We
then analyzed the 55Fe data to measure the average absorption length _ of the 6 keV X-rays,

– 20 –

Kα line
Kβ line
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Episode 2:


From LNF to LNGS



E. Di Marco 19 December 2022

Gain vs gas density
‣ Long term stability measurements show the dependency of the light yield in response 
to 5.9 X-rays to gas conditions.


‣ In particular the gain G = G( ) = G(P/T ) ρ ∝ αTownsend

14

Figure 21. Distribution of the distances between the reconstructed spots and the 55Fe source in the central
part [GC: in xy ?? ]of the detector, with superimposed exponential fit.

During this period that lasted more than 250 hours the room temperature was found to be quite
stable as it is shown on the left of Fig. 22, while the atmospheric pressure showed visible variations
(Fig. 22, right).
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Figure 22. Average environmental temperature (left) and atmospheric pressure (right) recorded during the
runs acquired for the test on the LIME’s response stability.

In this period the performance of LIME was evaluated over time with the 55Fe source. In
particular, the average number of photons in the spots produced by the 6 keV X-ray interactions and
the average number of reconstructed spots per image is shown in Fig. 23.

[DP: The observed trend shows overall fluctuations less than 3.0%. These results indicate that
remarkably, under operational conditions, the light yield and the resulting detection efficiency are
expected to remain virtually constant with variations within a few percent.]

However, both the number of photons and spots show an almost constant increase during the
whole data-taking period. This behavior can be correlated with the variation of the gas pressure
Fig. 24.

• quote Rita’s study on gas mixture gain dependance on T and pressure
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Figure 21. Distribution of the distances between the reconstructed spots and the 55Fe source in the central
part [GC: in xy ?? ]of the detector, with superimposed exponential fit.

During this period that lasted more than 250 hours the room temperature was found to be quite
stable as it is shown on the left of Fig. 22, while the atmospheric pressure showed visible variations
(Fig. 22, right).
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Figure 22. Average environmental temperature (left) and atmospheric pressure (right) recorded during the
runs acquired for the test on the LIME’s response stability.

In this period the performance of LIME was evaluated over time with the 55Fe source. In
particular, the average number of photons in the spots produced by the 6 keV X-ray interactions and
the average number of reconstructed spots per image is shown in Fig. 23.

[DP: The observed trend shows overall fluctuations less than 3.0%. These results indicate that
remarkably, under operational conditions, the light yield and the resulting detection efficiency are
expected to remain virtually constant with variations within a few percent.]

However, both the number of photons and spots show an almost constant increase during the
whole data-taking period. This behavior can be correlated with the variation of the gas pressure
Fig. 24.

• quote Rita’s study on gas mixture gain dependance on T and pressure
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T ~ constant

P varies 

(Eg. drop at Δt ≈ 200 hrs

PLNGS − PLNF = − 80 mbar

So:

• Light yield increases for lower pressure: 



• Electron Gain for Lower GEM HV ( ): 

(D. Pinci, G. Mazzitelli, X-ray gun)

⇒ LYLNGS/LYLNF = 143 %
ΔV = − 20V × 3

⇒ GLNGS/GLNF = 64 %
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Figure 23. Average number of photons per keV (left) and reconstructed spots (right) recorded during the
runs acquired for the test on the response stability.
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Figure 24. Left: Average number photons per keV as a function of the atmospheric pressure. Right average
number of reconstructed spots as a function of the number of photons collected per keV released.
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Δ(LY)/LY/ΔP = 1.43/(−80mbar)

Expect final LNGS/LNF light yield ratio ~ 90%
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LY LNGS / LNF comparison
‣ LNGS: runs 5694 - 5730
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confirms the expectations
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Episode 3:


Background 
studies at LNGS
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Bagkround: LNF vs LNGS
‣ Reconstructed few no-source runs at LNF with exactly the same code / thresholds as 
for LNGS to compare the two datasets 


‣a full re-reco of LNF with “autumn22” is not useful, since the occupancy of LNF>>LNGS makes the 
“winter22” version better for LNF


‣LNF and LNGS data taking have two main differences:


‣Overground the cosmic component is much larger - apply D. Marin selection to both


‣Different exposure: 50 (=140 real) ms (LNF)  vs  300 (=390 real) ms. The latter mitigates the cutting of long 
tracks because of the global exposure time saturation limit a lot => length comparison not really fair

17
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- Components normalization:


- LNGS: number of reconstructed clusters


- Fakes: clusters reconstructed on pedestal runs, normalized to LNGS livetime (1% for )


- LNF: clusters reconstructed with exactly the same LNGS reco, few runs (5862-5867), normalized 
to LNGS livetime


- Further normalization  to fit LNGS rate, with no on energy selection : r=NGS / LNF = 31% 

E ≲ 6 keV

0.3 ≲ E ≲ 6 keV 6 ≲ E ≲ 200 keV 0.3 ≲ E ≲ 200 keV

r~20% r~34% r~31%

Uncalibrated energy spectra

18
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Energy vs length
‣ Two components of clusters with E proportional to length, with different coefficients 
(same for LNGS and LNF)

19

LNF LNGS
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All these data are reconstructed

20

Numbers Description PMT Source Gas Flux PMT Thr
3000-3003 Scan HV PMT Yes None 20 l/h 15 mV

3009-3116 stability while flushing gas (Z=5cm) Yes 55Fe 20 l/h 15 mV

3125-3160 stability while flushing gas (Z=25cm) Yes 55Fe 20 l/h 15 mV

3161-3201 BKG: first study, crashed after 40 runs Yes None 20 l/h 15 mV

3358-3551 BKG Yes None 20 l/h 15 mV

3554-3568 BKG: first study, crashed after 18 runs Yes None 20 l/h 15 mV

3569-4128 BKG No None 20 l/h 15 mV

4141-4143 scan HVGEM All Yes 55Fe 20 l/h 15 mV

4145-4201 scan Z, scan VGEM1 Yes 55Fe 20 l/h 15 mV

4257-4266 scan Z, scan VGEM1 Yes 55Fe 20 l/h 15 mV

4271-4302 scan Z, scan VGEM1 Yes 55Fe 20 l/h 15 mV

4202-4256 stability (Z=25cm) Yes 55Fe 20 l/h 15 mV

4314-4365 stability (Z=25cm) Yes 55Fe 20 l/h 15 mV

4366-4381 Test Trigger Yes 55Fe 20 l/h 15 mV

4391-4468 stability (Z=25cm), thr 15 mV Yes 55Fe 20 l/h 15 mV

4469-4475 stability (Z=25cm), thr 5 mV Yes 55Fe 20 l/h 5 mV
4475-4492 BKG: 5 mV Yes None 20 l/h 5 mV
4493-4512 stability (Z=25cm), thr 5 mV Yes 55Fe 20 l/h 5 mV
4513-4780 55Fe: stability (Z=25cm), thr 5 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4782-4935 BKG: stability (Z=25cm), thr 5 mV, flux 3l/h Yes None 3 l/h 5 mV
4936-4947 55Fe: 100 ms exposure, thr 5 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4949-4963 55Fe: (Z = 5 cm) thr 5 mV, flux 3l/h, test equalization Yes 55Fe 3 l/h 5 mV
4964-4972 55Fe: (Z = 25 cm) thr 100 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4973-4977 55Fe: (Z = 25 cm) thr 75 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4978-4982 55Fe: (Z = 25 cm) thr 50 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4983-4987 55Fe: (Z = 25 cm) thr 200 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4988-4992 55Fe: (Z = 25 cm) thr 255 mV, flux 3l/h Yes 55Fe 3 l/h 5 mV
4993-5000 55Fe: (Z = 25 cm) thr 5 mV, flux 3l/h, scan drift field Yes 55Fe 3 l/h 5 mV
5001-5106 BKG: 5 mV, thr 5 mV, flux 3l/h Yes None 3 l/h 5 mV
5107-5162 55Fe: (Z = 25 cm) thr 5 mV, flux 20l/h, after operations on gas system Yes 55Fe 20 l/h 5 mV
5163-5174 55Fe: (Z = 25 cm) thr 5 mV, flux 1l/h, after operations on gas system Yes 55Fe 1 l/h 5 mV
5175-5178 WARNING: the sequencer was on while the cap was removed, the data of these runs could be thrash Yes 55Fe 1 l/h 5 mV
5179-5366 55Fe: (Z = 25 cm) thr 5 mV, flux 1l/h Yes 55Fe 1 l/h 5 mV
5377-5491 55Fe: (Z = 25 cm) thr 5 mV, flux 1l/h - new PMT HV (part 1) Yes 55Fe 1 l/h 5 mV
5507-5650 55Fe: (Z = 25 cm) thr 5 mV, flux 1l/h - new PMT HV (part 2) Yes 55Fe 1 l/h 5 mV
5652-5692 55Fe: (Z = 25 cm) thr 5 mV, flux 10 l/h - new PMT HV - to study the effect of new gas Yes 55Fe 10 l/h 5 mV
5694-5730 55Fe: (Z = 25 cm) thr 5 mV, flux 10 l/h - new PMT HV - stable Yes 55Fe 10 l/h 5 mV
5732-5740 55Fe: (Z = 25 cm) thr 2 mV, flux 10 l/h - new PMT HV - Drift Field Scan Yes 55Fe 10 l/h 2 mV
5741-5908 BKG: thr 2 mV, flux 10 l/h - new PMT HV - (part 1) Yes None 10 l/h 2 mV
5910-5921 55Fe: (Z = 25 cm) thr 2 mV, flux 10 l/h - new PMT HV - PMT HV Scan Yes 55Fe 10 l/h 2 mV
5922-6287 BKG: thr 2 mV, flux 10 l/h - new PMT HV - (part 2) Yes None 10 l/h 2 mV
6288 - 6744 BKG: thr 2 mV, flux 10 l/h - new PMT HV - (part 2) - no DGTZ Yes None 10 l/h 2 mV
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Long tracks comparison
‣Dominated by natural radioactivity (+cosmics at LNF). 


‣Remember ΔtLNGS = 3.4ΔtLNF
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Long tracks spectrum comparison
‣ All clusters longer than 10 cm. No removal of the cosmics-dominated phase space 
(Marin’s band)
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Short tracks (55Fe - dominated)
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Conclusions
‣ Performance understanding on LIME at LNF mature


‣Paper in preparation should be available for internal review after Christmas


‣LNGS data analysis started


‣A lot of data collected with and without Fe source to be analysed


‣First results seems roughly in line with what we expected (energy scale and background rates w/o 
shielding)


‣All the data collected so far are reconstructed and copied to the cloud


‣Description of data-taking here, reconstructed data here. 


‣Documentation as usual in the wiki page here


‣Autumn22 tag of the code robust, occupancy is small enough with 300 ms exposure, no problem of 
long tracks cut by global exposure time limit


‣  now it is time for a serious comparison with simulation


‣Many developments on the PMT side (see F. Borra’s presentation in next session)


‣Time to (re-)integrate it in the reconstruction code to put output in the RECO files


‣Future:  source data (with a shield to increase S/B, needed for low activity source)

⇒

241Am

24

https://docs.google.com/spreadsheets/d/1y7KhjmAxXEgcvzMv9v3c0u9ivZVylWp7Z_pY3zyL9F8/edit?usp=sharing
https://minio.cloud.infn.it/minio/cygno-analysis/RECO/Autumn22/
https://github.com/CYGNUS-RD/reconstruction/wiki/Central-Productions
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A challenge for you
‣ What is the nuclear decay / fluorescence involving Ca (well, gypsum) that emits X-rays 
with E=190 keV ?
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