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Data information

General conditions -
Drift field = 940 V//cm, GEMs = 440 V, transfer field = 2.5 KV/cm. 5

>
Dark lab, He-40%CF, 1500

Z scan
Runs 5861 - 5911, taken on 04/11, at LNF

1000 1500 2000
X [pixels]

Exposure time of 50 ms, water cooled
Scan in z with the >°Fe source: z=[5, 10, 15, 20, 25, 30, 35, 40, 45] cm 1250

5
SFe cluctere

for z=25 em
Z + VGEM1 scan %
X 1150
Runs 4432 - 4469, taken on 30/07, at LNF ;C_L
Exposure of 200 ms, air cooled 1100

Scan in z with the %°Fe source: z=[5, 25, 35, 45] cm "
Scan in GEM 1 voltage: V=[320, 350, 386, 406, 420, 431, 440]V

10010550 1600 1650 1700 1750 1800 1850

X [pixels]



Histograms of the entire dataset Histograms of the cleaned dataset

Data C /eam'ng Fo siguale | !r-_l 5Es cignale

Number of clusters
~
S
S
S
Number of clusters
a
3
S

Several cuts were applied to the data, to reduce the

1 2 3 4 5 6 7

number of background clusters and improve the el e
§6; .
SNR: the original data was reduced to 19.6%. Fe siguale

Al the following analysis were performed with the cleaned data.

Number of clusters
Number of clusters

Histogram of the entire dataset Histogram of the filtered dataset

Cluster o, [px] (sc_lgausssigma) Cluster o, [px] (sc_lgausssigma)

Entire dataset Cleaned dataset
3 Z=5cm
55 . [ z=10cm
Fe flgbm./&' 3 Z=15cm
[ Z=20cm
[ Z=25cm
[ Z=30cm
[ Z=35cm
[ Z=40cm
[igl, [ Z=45cm

-
o
™

Number of clusters
Number of clusters

o
3

Backgrovnd

Number of clusters
Number of clusters

10t

15 20 25 30 35 40 35 40 45
Distance from the source [cm] Distance from the source [cm] 0

5000 10000 15000 ) 5000 1000 15000
Light Integral Light Integral
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Spatial uniformity study: Clusters located S L il et S PSR- JUU — j [ ldz=30em
.E 800 —__ l_‘_'_,IZ=25cm E —'_I_, L+ |z=25cm
i i 1 =1 ° =l =20cm
within 400 px from the centre of the image g - [Czemen 8 g0/ ﬁm 220
. . g 700 fmr [ Z=15cm g _\’,_’_[— [ F=A8 S
give the most uniform results. & e & 800 fhz_}mo em
2 600 1 g "—-——'_F_| L\z =5.cm
,_ﬁ_i_\_'_,_l_’z =5cm 700 4'_‘_,_‘ |
1200 5005560 460 600 800 1000 1200 6006260 460 600 800 1000 1200
Distance from the center [px] Distance from the center [px]
1100
o, =1/136(34)2 -z + 620(18)?
T 1000 | RMSE=18.95, r2=0.98 _
= The o, and o, dependence with z
S 900 should be the same.
e
a 800 o; LEMOn LIME
s (MIP) (°*Fe)
2 700 [0T= V117(29)2 - z + 530(15)2
RMSE =9.11, r> = 0.99
600 d D 129.7(31) 17(29)
500 o, 292(12) 530(15)
0 10 20 30 40 50

z[cm]




Absorption Length d = /(w0 =2 + (o — 4o

To calculate the A, we need to calculate the distance between each cluster and the >°Fe source.

Source position: (x,, y,.z,) = (-135,178.6, z) mm Cluster position: (X, y_,z_) = (sc_xmean, sc_ymean, ?7)

Simple MC study: random clusters where generated in a spherical cap (6,4), distributed as: A = exp(-p/A)

Eg. for an aperture of 20°: Overall results:
—— Real A = 10.0001+/-0.0018cm
8 a=450 10 €4, = 0.00381(8)a? — 0.000(4)a + 0.00(6)
8 7 If a is known, we
3 . v u_s00 X 81 can correct the
= 5 effective A.
& 5 P
(- _ac0 O
5 ° ° P o a=352
0 25 50 75 100 125 150 175 e LIL.I
Real distance from the source [cm] w4 )
() s >
—— Effective A = 9.6581+/-0.0014cm > @E308 5
23 ©
3 2
= x a=259
o . G
§ a=20° g
8 1 a=152
a=109
0 a =52
102 103 104 0 10 20 30 40 50

0 2] 50 79 100 125 150 175
Projected distance from the source [cm] Real A [mm] Aperture [9]
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Absorption (ength Soto I Rl L_,___,_i-'.. “a(n. 5

’
xo .7(€_ B

= (yc‘yO)
o = arctan | —————

e dh0 The experimental A depends a lot on the area that we choose for the fit.
103
€
&
p<
£
[@)]
c
% The most stable region
2 102 (24cm < D< 30 cm) gives
g— A=20.9(11) cm.
E 28
0 10 < Dlstance from the source [cm]
Aperture, a [°C] 8
9
Experimental data shows that t
the aperture of the source is - 101
15 20 25 30 35 40

~ 0 i
20°, correspondlng toa Distance to the source [cm]

relative error of 1.534(14)%.
The theoretical A for 5.93 keV x-rays in He-40%CF, is 19.268 cm
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Sean acrose the voltage of GEMT

The light integral spectra of each VGEM1 and z was

10000
subtracted from the background and fitted to a Gaussian. re iy 8
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Prediction of 2

Use a first order

linear model using

the average

transverse

profile, n=0_/A..

Can we predict the cluster’s z using only the 2D camera images?

6
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1~ ’/*/*/ Mazzitelli, G., et al. "A high resolution tpc based on gem
o optical readout." 2017 IEEE Nuclear Science Symposium
e and Medical Imaging Conference (NSS/MIC). IEEE, 2017.
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The quantity, defined as n = %, is a good estimator of the §

Fig. 9.
longitudinal particle track position, the expected and measured relative error [
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0.80
n=0.00631(31)-z+ 0.447(9)
. . 0.751 r?=0.998
Prediction of z
=
. ] , J ~ 0.65
Can we predict the cluster’s z using only the 2D camera images? g
< 0.60
o
5055
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@ 0.50
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0'400 10 20 30 40 50
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Prediction of 2

Can we predict the cluster’s z using only the 2D camera images?

Use a first second
order linear model

using the average
transverse profile,

n=0./A;, of all

clusters.
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Prediction of 2

Can we predict the cluster’s z using only the 2D camera images?

clusters.

Use a first second
order linear model

using the average
transverse profile,

n=0./A;, of all

1st order

2nd order

RMSE [cm]

1.25(14)

10.73(24)

|

Gives a clearly biased and

inaccurate model.
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Prediction of z: feature engineering

To build a model that is valid for other energies,we discarded the energy-dependent features:

e integral e corrintegral etgaussamp esize e nhits e length

We also discarded quasi-constant features:

*energy e pathlength elstatus eslimness e pearson e tstatus

We included first-order interactions between the original features.

The following showed a promising relation with z:

L=

* lgausssigma*tfullrms e lfullrms*tfullrms ¢ longrms*tfullrms Based on f-statistic,

* lgausssigma*tgausssigma e tgausssigma*Lfullrms

* tgausssigma*longrms e tfullrms/sc_rms

They are mostly a combination of the longitudinal and transversal shape of the clusters.

r-statistic, and mutual
information gain

NN =R — e

it Lo

3
1
3
g
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3
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Prediction of z: (inear Models

Feature Selection Univariate Linear Model Multivariate Linear Model
0.70 '
Forwa_rd . 45
o 0.681 Selection i Intercept = 365(8)
et : 40
3 0.66 : T o, x lfullrms =1.110(12)
~ Backward i S 35
= 0.64{/ Selection i N o tchi2 = 0.1949(24)
! 5
0.62 ! S o5 RMS =-2.126(29)
[a)]
S 20 n=-7.95(27)
7.4 B
g E 151 [fullrms = -5.41(9)
7 12 £ 101 lpOfwhm = 1.215(21)
[%p]
2 7.0 2 o, =195(4)
6.8 0 width = -0.262(7)
5 N 10 b . flesatures 20 25 20 40 60
umber o i -
o, x tfullrms lpOprominence = 0.00363(13)
tpOfwhm = 0.530(22)
Backward Selection shows a good z=-7.52(5)+1.0233 TRMS x 0,

result for 10 features. RMSE = 7.34(13) cm RMSE = 6.89(13) cm
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Prediction of z: Pke/fminary Non-Linear Models

Still to do: feature selection and hyperparameter tuning.

b Lem wn I

i
!
Random Forest Boosted Decision Trees Neural Network '
sklearn.ensemble.RandomForestRegressor sklearn.ensemble.GradientBoostingRegressor sklearn.neural_network.MLPRegressor
LRMS*TRMS LRMS*TRMS Iteration 128, loss = 20.62032726

LSigma*TRMS LSigma*TRMS Iteration 129, loss

TSigma*LSigma 20.50199455
TRMS, &MS

]
3
3
X
)
1
i

Long_RMS")S'II\'IIReﬁg _ Tteration 130, loss = 20.46869279
TRMSK,IRMS TSigma*LRMS Iteration 174, loss = 20.28440027
yMean XLRE"QE Iteration 175, loss = 20.22996556
TChi2 TFWHM Iteration 176, loss = 20.26293995
TJVl\}ﬁtl\'}I‘ T%\mg Iterat@on 177, loss = 20.28989738 4
Tsigma*LSigma MFWHM Iterat}on 178, loss = 20.27266916 :
MFWHM Mean Iteration 179, loss = 20.25847311 X
l\\lll\ﬁdth MI ma Iteration 180, loss = 20.22230141 :
m m : o 5
2 Theta Tteration 182, Loss - 2016584237
eta LRMS Iteration 183, loss = 20.20816011
Llsl‘i’lenig Long_RMSL‘g[RMS Iteration 184, loss = 20.18866935
Tsigma®L.AMa Long AMe Tteration 185, loss = 20.18491165
TSigma %Mean Iteration 186, loss = 20.17318603
MLF'icI\)/InS] MProm Iteration 187, loss = 20.20616052
Long RM3 Lchte Iteration 188, loss = 20.20560822
X LMean Iteration 189, loss = 20.22013667
TSlgma*LonﬂMPéhélﬁ ) 41 - MMean Iteration 190, loss = 20.17777993
TSigma*Long_RMS Iteration 191, loss = 20.13649429
Iteration 192, loss = 20.18145923
=y s - = - - ;
10 10 1074 1073 1072 1071 Tteration 193, loss = 20.13846137
Importances Importances
With some optimization: With default parameters: With default parameters:

RMSE = 6.11(7) cm RMSE = 6.28(7) cm RMSE = 6.39(24) cm




Prediction of z:

Performance (,bre/fm/‘naky}

Linear Model
z(n)

Linear Model
z(o, X TRMS)

Multi-linear Model
10 features

Neural Network

Booster Decision Tree

Random Forest

Non-linear models have a higher accuracy

and lower bias than linear ones.

6
RMSE

10
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LIME
Prediction of z: data fimitations |
. : «
The target for the models, z, is the height of the >°Fe source, ‘ e s G e =
but the clusters actually interact in a region z+8z, defined by |
the source aperture. ' ””t"'""
. oy
MC to estimate &6z, for 0=20°. ‘ .
‘ Zt—.y"
MC camera image & —>
100000 33%0x330mm?
" 80000
% Data Limitations:
E ,,T_; 60000
B & A= 19.268cm | 21 cm
5 40000
Spread of RMSE | 4.68 cm 5.10 cm
20000 z valuec for
LIME active area The lowest RMSE we have now is
Source ic located at (0,0,0) : 6.11(7) cm, for the Random Forest.
& -10 0 10
x [cm] Real interaction depth, z [cm]




Conclugions

Data Cleaning was fundamental for analysing the LIME results:

The computational time was greatly reduced and the background profile became almost insignificant for most fits.

The measurement of the longitudinal and transverse diffusion needs to be improved:

An optical effect is probably affecting the measurement of diffusion in the gas.

The absorption length for >°Fe x-rays in He-40%CF, is around 21cm:
Linear Model

This is close to the theoretical value of 19.268 cm. z(n)

Linear Model
We can predict the interaction depth from the 2D images: Z(0r x TRMS)
Multi-linear Model

Non-linear models have an RMSE ~6 cm, very close to the limits of the data. 10 features

Neural Network

Non-linear models still need to be tuned .

e — . . Booster Decision Tree
The codes are ready: it is just a matter of running time.

Random Forest
Then the models will be tested on MC data and on other energies.

6
RMSE




