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   Four fits: default, higher  cut, only pions, flavour independent. 

   includes an estimation of the collinear FFs uncertainties in the  

definition of the .

Q2

χ2
8

�2/d.o.f.

global p ! K� p ! ⇡� p ! ⇡+ p ! K+ D ! K� D ! ⇡� D ! ⇡+ D ! K+

Default 1.63± 0.12 0.78± 0.15 1.80± 0.27 2.64± 0.21 0.46± 0.07 2.77± 0.56 1.65± 0.20 2.16± 0.21 0.71± 0.15

Q2 > 1.6 GeV2 1.37± 0.12 0.77± 0.14 1.50± 0.24 1.91± 0.30 0.49± 0.07 2.78± 0.52 1.28± 0.19 1.64± 0.25 0.58± 0.12

Pions only 2.04± 0.16 — 1.68± 0.24 2.70± 0.22 — — 1.50± 0.18 2.22± 0.22 —

Flavor-indep. 1.72± 0.11 0.87± 0.16 1.83± 0.25 2.89± 0.23 0.43± 0.07 3.15± 0.62 1.66± 0.20 2.21± 0.22 0.71± 0.15

TABLE II. 68% confidence intervals of �2/d.o.f. values (global result and for every available target-hadron combination N ! h)
for each of the considered four scenarios.

Parameters for TMD PDFs

⌦
k̂2
?,dv

↵ ⌦
k̂2
?,uv

↵ ⌦
k̂2
?,sea

↵
↵ �

[GeV2] [GeV2] [GeV2] (random) (random)

Default 0.30± 0.17 0.36± 0.14 0.41± 0.16 0.95± 0.72 �0.10± 0.13

Q2 > 1.6 GeV2 0.33± 0.19 0.37± 0.17 0.31± 0.18 0.93± 0.70 �0.10± 0.13

Pions only 0.34± 0.12 0.35± 0.12 0.29± 0.13 0.95± 0.68 �0.09± 0.14

Flavor-indep. 0.30± 0.10 0.30± 0.10 0.30± 0.10 1.03± 0.64 �0.12± 0.12

TABLE III. 68% confidence intervals of best-fit parameters for TMD PDFs in the di↵erent scenarios.

the values of hk2
?,ai and hP 2

?,a~hi separately for the various flavors a, it will be essential to include also data from
electron-positron annihilations and Drell–Yan processes. In any case, a common feature of all scenarios is that the
hk̂2

?,ai (namely, the average squared transverse momenta of TMD PDFs at x = 0.1) have average values around 0.3

GeV2, while the hP̂ 2
?,a~hi (namely the average square transverse momenta of TMD FFs at z = 0.5) have average

values around 0.18 GeV2. Moreover, the fits prefer large values of the exponents � and � for TMD FFs, but with
large uncertainties; the parameter � is usually small.
Here below, we discuss in detail the results for the four di↵erent scenarios.

A. Default fit

In this scenario, we consider all 1538 data points selected according to the criteria explained in Sec. III A. The
quality of the fit is fairly good. The global �2/d.o.f. is 1.63 ± 0.13. In Fig. 2, the distribution of the �2/d.o.f. over
the 200 replicas is shown. Many replicas have �2/d.o.f. > 1.5. This indicates some di�culty to reproduce the data
correctly. It is not surprising if we take into account that the description of the collinear multiplicities was already
di�cult (see Tab. I). It may actually seem contradicting that our fit is able to describe the transverse-momentum-
dependent multiplicities relatively well. This is probably simply due to the fact that the multidimensional binning
has many more data points but with much larger statistical errors.

In Tab. II, we list the 68% confidence intervals of the �2/d.o.f. also for each target-hadron combination N ! h,
separately. The worst result is for D ! K�. This may be a bit surprising, also because p ! K� is described very
well. However, this may be due to the fact that the collinear description of this channel is poor (see Tab. I). We
point out also that the systematic errors in D ! K� are significantly smaller than p ! K� [21]. The second worst
agreement is for p ! ⇡+, which is not unexpected since statistical errors are smallest in this channel. The ⇡� channels
are described decently, which is at odds with the poor description of their collinear multiplicities (see Tab. I). We
do not have a reasonable explanation for this feature yet. Maybe, it could be ascribed to the cuts in PhT that we
implemented in our fit.
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   Lower  in the flavour dependent fit. 

   Not conclusive due to the limited kinematic span of the data and  
 simplicity of the analysis (e.g. no evolution considered). 
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the ζ prescription. 

   Matching  to the collinear PDFs 
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SV19: PDF uncertainty in TMDPDFs

fNP(x, b) = exp  ( −
λ1(1 − x) + λ2x + x(1 − x)λ5

1 + λ3xλ4b2
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   TMD factorisation, N3LL, using 
the ζ prescription. 

   Matching  to the collinear PDFs 

for .b = 0

SV19: PDF uncertainty in TMDPDFs

fNP(x, b) = exp  ( −
λ1(1 − x) + λ2x + x(1 − x)λ5

1 + λ3xλ4b2
b2)

PDF set χ2/Npt

CT14 1.59

HERAPDF20 0.97

MMHT14 1.34

NNPDF3.1 1.17

PDF4LHC15 1.53

   PDF bias:
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   Also, the TMDPDF 
uncertainties in SV19 are 
unrealistically small.
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bands of the observables.
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In SV19 significant part of the 
replicas give a poor 
description of the data. 

Predictions with SV19 final 
parameters and different PDF 
replicas (here NNPDF3.1)

Figure 13: The same as fig. 2 in the case of a flavor independent fNP with the PDF set NNPDF3.1.
The green histogram is obtained fitting fNP for each replica and the blue one is obtained keeping
fNP fixed as from the fit of central replica. The grey histogram is the EXP error (see definition in
sec.4.3).
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Figure 14: Examples of prediction using different PDF replicas at the same fNP.

[29] (�2
0/Npt = 1.26), and CJ15nlo [104] (�2

0/Npt = 1.82), where �2
0 is the �2-value for the central

PDF replica. All these PDF sets are characterized by the same issues as NNPDF3.1. This confirms
that the essential element at the origin of the difference between the �2 distributions in fig. 2 and
fig. 13 is the flavor dependence of the NP TMD distributions ff

NP.
We next discuss the effect of different PDF replicas on the shape of the predictions for the

transverse momentum distribution. One might wonder whether the change in PDF replicas results
into an effect primarily on the normalization but not on the qT shape of the predictions. In
fig. 14 we illustrate that this is not the case. That is, fig. 14 indicates that the large spread in
the �2 distribution observed above is due to different PDF replicas inducing different qT -shapes of
predictions. The variety of shapes is a consequence of the structure of the convolution within OPE,
which correlates the b and x dependences.

References

[1] K. Kovařík, P. M. Nadolsky and D. E. Soper, Hadronic structure in high-energy collisions, Rev.
Mod. Phys. 92 (2020) 045003, [1905.06957].
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   This is of course not enough:  is not independent of the PDF. A 

(very time consuming) re-fit for each PDF replica is needed.  
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   Solution: include the PDF uncertainties while keeping  fixed.fNP

   This mitigates the PDF bias issue. 
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   Does the problem lie with the functional form used for ?fNP

   We looked for more flexible shapes, larger number of parameters, 
etc. Nothing changed the picture.  

Flavour dependence of TMDs
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   We repeated the SV19 analysis for the DY case, with recently 
published data, more modern PDFs and considering two cases: 

   EXP: 100 replicas of the data, using the PDF central values. 
   PDF: 1000 replicas of the PDFs to fit the data.
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   Differences between flavours are clear:
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Figure 6: Comparison of the parameter values. Black is the final result. Blue is the value from
the fit of the PDF case. Red is the value from the fit of the EXP case.

of the perturbative expansion, to the non-perturbative high-b region (fig. 8). For b � 2 GeV�1 the
relative uncertainty on the TMD distributions is not less than 60-80%. For comparison, figs. 8 and
9 also show the uncertainty band obtained in the fit [4], labelled SV19. One of the main outcomes of
the present work is that, compared to previous DY and SIDIS fits such as [4], the TMD uncertainty
obtained in this paper is about 4-5 times larger, as a result of the improved analysis framework
taking into account the propagation of collinear PDF uncertainties to the TMD extraction and the
flavor dependence of the TMD profile. Furthermore, note that the present extraction has a non-zero
uncertainty band also at b = 0, which was instead forbidden by construction in all previous studies.

The results presented in this section indicate that, compared to previous DY and SIDIS fits,
the approach of the present paper leads to a more reliable estimate of the TMD uncertainties, to a
reduced spread in the �2 distribution for each PDF set, and to a better agreement between different
PDF sets. Nevertheless, we see from figs. 8 and 9 that the TMDPDFs extracted with different PDFs
still display significant differences. A similar remark applies to the CS kernel: results for the CS

– 16 –

Red: fit of EXP replicas.  

Blue: fit of PDF replicas. 

Black: final result. 
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   We obtain more realistic uncertainty bands for the TMDPDFs:

JHEP 10 (2022) 11

Figure 7: The optimal TMDPDF as a function of (x, b) for u and d quarks with the MSHT20
PDF-input. The uncertainty is demonstrated at boundaries.
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Figure 8: Comparison of uncertainty band for unpolarized TMDPDFs extracted with different
PDFs. Here, the slice of optimal TMDPDF at b = 1GeV�1 is shown as the function of x. For
convenience of presentation the plot is weighted with the central TMDPDF value averaged between
different PDF cases. The red line indicates the position of slice demonstrated in fig.9.
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Figure 9: Comparison of the uncertainty band for unpolarized TMDPDFs extracted with different
PDFs. Here, the slice of optimal TMDPDF at x = 0.1 is shown as a function of b. For convenience
of presentation the plot is weighted with the central TMDPDF value averaged between different
PDF cases. The red line indicates the position of slice demonstrated in fig. 8.

Figure 10: The CS-kernel as a function of b extracted with different PDF inputs.
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Summary
 The main source of uncertainty for TMD predictions come from the 

PDFs. 

 The issue of the PDF bias in unpolarised TMDPDFs can be improved 
by considering the PDF uncertainties in the fit. 

 Introducing a flavour dependence in the  model is crucial to 
obtain “good” fits for all replicas.  

 We have now a full fit of TMDPDFs done in this framework (V. Moos, I. 

Scimemi, A. Vladimirov and PZ, arXiv:2305.07473 [hep-ph], see V. Moos’ talk earlier today).  

 We are currently working in a TMDFF extraction. 

fNP
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🎃

Thank you for 
your attention!


