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Study of B+ → K+τ+τ−

Motivation:
1. FCNC: highly suppressed in SM,   

2.  generation strongly couples to NP

𝒪(10−7)

3rd

Earlier searches:
1. Attempt in Belle (by Simon Wehle, 2016): Belle Note- 1394 

upper limit at confidence level,  

2. BaBar (2017): arXiv:1605.09637 
upper limit at confidence level, 

90 % ℬ(B+ → K+τ+τ−) < 3.17 × 10−4

90 % ℬ(B+ → K+τ+τ−) < 2.25 × 10−3
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We search for the rare flavor-changing neutral current process Bþ → Kþτþτ− using data from the
BABAR experiment. The data sample, collected at the center-of-mass energy of the ϒð4SÞ resonance,
corresponds to a total integrated luminosity of 424 fb−1 and to 471 × 106 BB̄ pairs. We reconstruct one B
meson, produced in the ϒð4SÞ → BþB− decay, in one of many hadronic decay modes and search for
activity compatible with a Bþ → Kþτþτ− decay in the rest of the event. Each τ lepton is required to decay
leptonically into an electron or muon and neutrinos. Comparing the expected number of background events
with the data sample after applying the selection criteria, we do not find evidence for a signal. The resulting
upper limit, at the 90% confidence level, is BðBþ → Kþτþτ−Þ < 2.25 × 10−3.

DOI: 10.1103/PhysRevLett.118.031802

The flavor-changing neutral current process Bþ → Kþ

τþτ− [1] is highly suppressed in the standard model (SM),
with a predicted branching fraction in the range 1–2 × 10−7

[2,3]. This decay is forbidden at tree level and only occurs,
at lowest order, via one-loop diagrams. The SM contribu-
tions, shown in Fig. 1, include the electromagnetic penguin,
the Z penguin, and the WþW− box diagrams. Rare semi-
leptonic B decays such as Bþ → Kþτþτ− can provide a
stringent test of the SM and a fertile ground for new physics
searches. Virtual particles can enter in the loop and thus
allow us to probe, at relatively low energies, new physics at
large mass scales. Measurements of the related decays
Bþ → Kþlþl−, where l ¼ e or μ, have been previously
published by BABAR [4] and other experiments [5–8], and
exhibit some discrepancy with the SM expectation [9].
The decay Bþ → Kþτþτ− is the third family equivalent

of Bþ → Kþlþl− and hence may provide additional
sensitivity to new physics due to third-generation couplings
and the large mass of the τ lepton [10]. An important
potential contribution to this decay is from neutral Higgs
boson couplings, where the lepton-lepton-Higgs vertices
are proportional to the mass squared of the lepton [11].
Thus, in the case of the τ, such contributions can be
significant and could alter the total decay rate. Additional
sources of new physics and their effect on the Bþ →
Kþτþτ− branching fraction and the kinematic distributions
of the τþτ− pair are also discussed in Refs. [12–24]. These
new physics scenarios do not necessarily have the same
impact on the Bþ → Kþ ψð2SÞ, ψð2SÞ → τþτ− decay, and
thus the latter will only be considered if a visible signal is
present.
We report herein a search for Bþ → Kþτþτ− with data

recorded by the BABAR detector [25] at the eþe− PEP-II
collider at the SLAC National Accelerator Laboratory. This
search is based on 424 fb−1 of data [26] collected at the
center-of-mass (c.m.) energy of the ϒð4SÞ resonance,
where ϒð4SÞ decays into a BB̄ pair. We use hadronic B
meson tagging techniques, where one of the two Bmesons,
referred to as the Btag, is reconstructed exclusively via its
decay into one of several hadronic decay modes. The
remaining tracks, clusters, and missing energy in the event

are attributed to the signal B, denoted as Bsig, on which the
search for Bþ → Kþτþτ− is performed. We consider only
leptonic decays of the τ∶τþ → eþνeν̄τ and τþ → μþνμν̄τ,
which results in three signal decay topologies with a
charged K, multiple missing neutrinos, and either eþe−,
μþμ−, or eþμ− in the final state. The neutrinos are
accounted for as missing energy in any signal event where
a charged kaon and lepton pair are identified and extra
neutral activity, including π0 candidates, is excluded.
Simulated Monte Carlo (MC) signal and background

events, generated with EvtGen [27], are used to develop
signal selection criteria and to study potential backgrounds.
The detector response is simulated using GEANT4 [28].
Signal MC events are generated as ϒð4SÞ → BþB−, where
one B decays according to its measured SM branching
fractions [29] and the other B decays via Bþ → Kþτþτ−

according to the model described in Ref. [30]. Within this
model, a light-cone sum rule approach, referred to as LCSR
is used to determine the form factors that enter into the
parametrization of the matrix elements describing this
decay. Signal events are also reweighted to a model based
on the unquenched lattice QCD calculations of the B →
Klþl− form factors [2] for the determination of the signal
efficiency, and the two theoretical approaches are then
compared to evaluate the model dependence of our meas-
urement. Because of the low efficiency of the hadronic Btag
reconstruction, “dedicated” signal MC samples are also
generated for this analysis, where one B decays exclusively
through B% → D0π%, D0 → K−πþ while the other B
meson decays via the signal channel. This ensures that
more events pass the hadronic Btag reconstruction and
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FIG. 1. Lowest order SM Feynman diagrams of b → s lþl−.
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Initial step: Perform similar to Simon’s study in Belle II

2

modify Vidya’s reconstruction script for Belle II

https://arxiv.org/abs/1605.09637


SignalMC generator

#simulated sample size: 50 million 

generator model: BTOSLLBALL 

release-06-00-10 

globalTag: mc_production_MC15ri_a 

bkg: early phase III (release-06-00-05), BGx1
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Reconstruction

Signal  modes:τ
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1.  

2.  

3. 

τ− → e−ν̄eντ

τ− → μ− ν̄μντ

τ− → π−ντ

e−

D0

π+

K−

e+Υ(4S)

B−

π−

B+ K+

τ+τ−

e+ν̄μ νe

ν̄τ

ντ

μ−

tag side

signal side
MC truth match
•Topoana package is used

Why is isSignalAcceptMissingNeutrino not used? 
-> It shows less events (backup)22 %



Sample and selections
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Charged tracks ( ) cuts:e, μ, K, π
• transverse distance from IP,  
• distance in beam direction from IP,  
• polar angle is with in CDC acceptance 
 (thetaInCDCAcceptance) 

• Kaon binary PID,  
• Pion binary PID,  
• Electron PID,  
• Muon PID, 

dr < 0.5
|dz | < 2

ℒ(K/π) > 0.6
ℒ(π/K) > 0.6

ℒ(e) > 0.9
ℒ(μ) > 0.9• ‘analysis_tools_light-2205-abys’

SignalMC:

• Generated events:  50 × 106

GenericMC:

• Generated events: MC15rib ( )400 fb−1

Global tag:



Sample and selections
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Reconstruct FEI hadronic :Btag

• weight file prefix -  
‘FEIv4_2022_MC15_light-2205-abys’ 

• most probable  candidates is accepted 

•  
•  
• FEI signal probability  

• ROE of  has 3 charged tracks

Btag

Mbc > 5.27
|ΔE | < 0.1

> 0.001
Btag

ROE mask: 

Continuum suppression:

• event sphericity  
• cosTBTO

> 0.2
< 0.9

• , thetaInCDCAcceptance  

• clusterNHits  

•  in forward 

•  in barrel 

•  in backward 

•  

• minC2TDist  

• 

dr < 0.5, |dz | < 2
> 1.5

E > 0.080
E > 0.030
E > 0.060
|cluster time | < 200

> 20

|
cluster time

clusterErrorTiming
| < 2.0
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 in ROE of π0 Υ(4S)

remove the events whose ROE  mass peak around 
 actual mass: 

π0

π0 0.131 < M(π0) < 0.139 GeV/c2

•  is built from ROE photons 

• Cut on photons: ROE mask 

• Cut on :  

• No mass constraint 

• Select one  per event that has 
the nearest mass to the PDG mass 

π0

π0 120 < M < 150 MeV/c2

π0

 veto
π0

cut Loss in 
signal

Loss in 
bkg

12.09% 65.15%π0 veto

* backup:about NAN value of  massπ0
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

2.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184

7 Draft from April 15, 2016
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background plot don’t match

cut Loss in signal Loss in bkg

0.91% 33.07%EECL < 1.5
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

Signal

Background

Old ROE selection

New ROE selection

•E > 0.06

•clusterNHits  
•  in forward 
•  in barrel 
•  in backward

> 1.5
E > 0.080
E > 0.030
E > 0.060

•  
•minC2TDist  

•

|cluster time | < 200
> 20

|
cluster time

clusterErrorTiming
| < 2.0

• |cluster time | < 20



Extra ECL energy ( )EECL
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

2.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184
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Table 1: Decay branches of B+.

rowNo decay branch of B+ iDcyBrP nCase nCcCase nAllCase nCCase

1 B+ ! µ+⌫µD̄
⇤0 21 93018 94246 187264 187264

2 B+ ! e+⌫eD̄
⇤0 4 89973 90344 180317 367581

3 B+ ! ⇢+D̄0 59 84825 84628 169453 537034

4 B+ ! D̄⇤0a+
1 3 81276 81101 162377 699411

5 B+ ! ⇡0⇡+⇡+D⇤� 16 50887 52375 103262 802673

6 B+ ! ⇡0⇡+⇡+⇡�D̄⇤0 20 49553 49043 98596 901269

7 B+ ! ⇢+D̄⇤0 14 47935 47970 95905 997174

8 B+ ! ⇡+D̄0 15 42432 42146 84578 1081752

9 B+ ! µ+⌫µD̄
0 10 38640 39276 77916 1159668

10 B+ ! ⇡+⇡+⇡�D̄0 11 37476 37390 74866 1234534

11 B+ ! e+⌫eD̄
0 2 36834 36942 73776 1308310

12 B+ ! ⇡+D̄⇤0 43 35031 34899 69930 1378240

13 B+ ! ⇢0⇡+D̄0 106 30881 30663 61544 1439784

14 B+ ! D̄0a+
1 27 26448 26146 52594 1492378

15 B+ ! D̄⇤0D⇤+
s 103 23343 23287 46630 1539008

16 B+ ! D̄⇤0D⇤+
s0 31 21142 21111 42253 1581261

17 B+ ! ⌧+⌫⌧ D̄
⇤0 137 20953 21085 42038 1623299

18 B+ ! D̄0D+
s 12 19178 19241 38419 1661718

19 B+ ! ⇡0⇢+D̄0 115 19030 18710 37740 1699458

20 B+ ! ⇡+!D̄0 47 15309 15330 30639 1730097

21 B+ ! ⇢+D̄⇤0
2 56 14679 14887 29566 1759663

22 B+ ! D̄⇤0D+
s 63 14555 14556 29111 1788774

23 B+ ! D̄⇤0D0+
s1 70 14327 14226 28553 1817327

24 B+ ! D̄0D⇤+
s 9 14221 14329 28550 1845877

25 B+ ! D̄0p̄�++ 66 12789 12658 25447 1871324

26 B+ ! ⇡+!D̄⇤0 50 12312 12230 24542 1895866

27 B+ ! K+D⇤0D̄⇤0 104 11806 11869 23675 1919541

28 B+ ! ⇡+⇡+⇡�D̄⇤0 32 10098 10134 20232 1939773

29 B+ ! D̄0D⇤+
s0 173 9992 10158 20150 1959923

30 B+ ! ⌧+⌫⌧ D̄
0 122 10022 10109 20131 1980054

31 B+ ! ⇡0⇡0⇡+D̄0 222 10117 9870 19987 2000041

32 B+ ! ⇡+⇡�⇢+D̄0 65 9461 9221 18682 2018723

33 B+ ! µ+⌫µD̄
0
1 48 9108 8961 18069 2036792

3

Charged mode

11

background=> generic charged MC (MC15rib, )400 fb−1

*Decay modes can be in tag or signal sides

numbers are incorrect
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

Vidya

Simon

cut Loss in signal Loss in bkg

0.14% 13.29%q2
K > 12

q2
K

q2
K ≡ (pΥ(4S) − pBtag

− pK)22.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

Vidya

Simon

Tag side Mbc

2.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184
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Signal efficiency

with some additional cuts same as Vidya’s,

Efficiency = 6.96 × 10−4 Vidya’s

•  

•   

•   

•  

q2
K > 12

EECL < 0.2

p(l1) < 1.5

M(K+τ−) < 1.8 or M(K+τ−) > 1.9

signal efficiency = 2.783 × 10−4

Efficiency = × 10−4

Truth-match:

Signal + self-cross feed:

purity =
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BDT input variables 2. Reconstruction and Analysis

NB(Btag) : The NeuroBayes output of the Btag candidate. 185

MK+⌧� : Invariant mass of the K+ and charged daughter of the ⌧�. 186

p̂⌧+ : The momentum of the positively charged ⌧ in the rest frame of the signal B candidate. 187

decay channel : Decay hash value corresponding to the six possibilities for the mass hy- 188

potheses of the charged children of the ⌧ pair (ee, eµ, e⇡, µµ, µ⇡ and ⇡⇡). 189

NB(⌧+ ⇥ ⌧�) : The product of the NeuroBayes outputs of the children of both ⌧ . 190

�Etag : The beam constrained energy of the Btag candidate. 191

q2 : The constrained invariant mass of the ⌧ pair, defined as 192

q2 ⌘ (~p(⌥(4S)) � ~pBtag � ~pK+)2, (2.1)

where ~p(⌥(4S)) is the momentum of the ⌥(4S), ~ptag the momentum of the Btag and ~pK 193

the momentum of the K±. 194

M⌧+⌧� : The reconstructed invariant mass of the ⌧ pair. 195

M tag
bc : The beam constrained mass of the Btag candidate. 196

✓hel
⌧� : The pseudo helicity angle of the ⌧�. 197

�(dBtag) : The significance of the distance to the Btag candidate, derived from the error of 198

the vertex fit. 199

�2 : �2 value of the vertex fit of the candidate. 200

dIP : Distance of the candidate to the interaction point. 201

Q : Defined as the reconstructed mass of the B candidate subtracted by the reconstructed 202

mass of the children: Q ⌘ MB �MK+ �M⌧+ �M⌧� . 203

The input variables are displayed in figs. 2.2 and 2.3. 204

In addition to the BDT the performance of a NeuroBayes neural network and a Fisher discrim- 205

inant (LDA) is tested for comparison, which have also both proven to deliver reliable results 206

in high energy physics. Figure 2.4 shows that the BDT delivers the best results, as it serves 207

higher e�ciencies for all chosen purity levels. 208

Draft from April 15, 2016 8

Simon’s list

let’s look at their  
distribution after  
pre-selections



2.3. Background Suppression

Figure 2.2.: Input variables for the boosted decision tree. The signal distribution is shown
with a red line and the background is displayed as a stacked plot for several
sources (blue tones for generic MC and green for rare u`⌫ MC). The description
of the variables can be found in section 2.3.
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

Simon
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2.3. Background Suppression

Figure 2.2.: Input variables for the boosted decision tree. The signal distribution is shown
with a red line and the background is displayed as a stacked plot for several
sources (blue tones for generic MC and green for rare u`⌫ MC). The description
of the variables can be found in section 2.3.
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2.3. Background Suppression
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2. Reconstruction and Analysis

Figure 2.3.: Input variables for the boosted decision tree. Continuation of fig. 2.2.
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2. Reconstruction and Analysis

Figure 2.3.: Input variables for the boosted decision tree. Continuation of fig. 2.2.
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2.3. Background Suppression

Figure 2.2.: Input variables for the boosted decision tree. The signal distribution is shown
with a red line and the background is displayed as a stacked plot for several
sources (blue tones for generic MC and green for rare u`⌫ MC). The description
of the variables can be found in section 2.3.
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Backup
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Test of truth match flag

isSignalAcceptMissingNeutrino -> 3779
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isSignal -> 3779

events selected using topoana -> 4849

signalMC
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