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 TeV proton-antiproton 

collisions from the Fermilab Tevatron

s = 1.96 CDF: 8.8 fb-1 of integrated luminosity

D0: 5.3 fb-1 of integrated luminosity

Figure 2.1: Luminosity projections for the original LHCb, Upgrade I, and Upgrade II experiments as
a function of time. The red points and the left scale indicate the anticipated instantaneous luminosity
during each period, with the blue line and right scale indicating the integrated luminosity accumulated.

Figure 2.2: Schematic side-view of the Upgrade II detector.

for the experiment as a function of time is shown in Fig. 2.1 and a diagram of the proposed
detector design in Fig. 2.2.

The data sample collected by the end of the HL-LHC period will be more than a factor
thirteen higher than that collected in the pre-HL-LHC period, and at least a factor six higher
than that at the end of Run 4. This will lead to remarkable improvements in precision in the
large number of observables that are not expected to be limited by systematic uncertainties.
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collisions from the Large Hadron Collider

s = 7, 13 ATLAS: 4.1 fb-1 of integrated luminosity (7 TeV)

LHCb: 1.7 fb-1 of integrated luminosity (13 TeV)
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Hadron-collider W boson mass measurements
W bosons identified in their decays to  and/or 


ATLAS both channels

LHCb & CMS  channel


D0  channel

eν μν

μν
eν

Mass measured by fitting template distributions 
of (inverse) transverse momentum and mass7

dimensional “transverse mass” mT is used in the mW

fit:

mT =
√

2p l
T p/T (1 − cos∆φ), (3)

where∆φ is the angle in the transverse plane between
the leptons, whose masses are negligible. The fit to
the mT distribution provides the statistically most
precise measurement of mW .
The charged lepton, which can be measured pre-

cisely, carries most of the observable mass informa-
tion in the event. We calibrate the muon momen-
tum using high statistics samples of the meson de-
cays J/ψ → µµ and Υ → µµ, which are fully re-
constructable and have well known masses. This re-
sults in a precise track momentum calibration, which
we transfer to the calorimeter with a fit to the ra-
tio of calorimeter energy to track momentum (E/p)
of electrons from W boson decays. The accuracy of
these calibrations is demonstrated by applying them
to measurements of the Z boson mass in the muon
and electron decay channels. We then incorporate
the known Z boson mass as an additional calibration
constraint.
The other directly measurable quantity needed for

the calculation of mT is the recoil transverse momen-
tum #uT . Since the W and Z bosons are produced at a
similar Q2, they have similar recoil distributions. We
use the leptons from the Z boson decay to measure
the pT of the Z boson. We then calibrate our model
of #uT by measuring the balance between the recoil
and Z boson #pT . The Z boson statistics are suffi-
cient to perform a recoil calibration to 1% accuracy,
which leads to a systematic uncertainty commensu-
rate with other uncertainties on mW .
To accurately model the shape of the mT distri-

bution, we use a fast Monte Carlo simulation of the
pp̄ → W → lν process including the recoil and the
detector response. The custom fast simulation allows
flexibility in parametrizing the detector response and
in separating the effects of the detector model com-
ponents. We use a binned likelihood to fit the mea-
sured mT distributions to templates (Section II D)
generated from the fast simulation, with mW as the
free parameter. All mW and lepton energy scale fits
are performed with this procedure.
Though less statistically precise, the plT and

p/T distributions provide additional information on
the W boson mass and are used as important tests
of consistency. We separately fit these distributions
for mW and combine all fits in our final result.
During the measurement process, all W boson

mass fits were offset by a single unknown random
number chosen from a flat distribution in the range
[-100,100] MeV. The fit result was thus blinded to

the authors until the analysis was complete [27]. The
final measured mW and its uncertainty have not
changed since the random offset was removed from
the fit results.
We give a brief overview of the template likelihood

fitting procedure in Section IID. Section III describes
the detector and the fast detector simulation used in
the analysis. The W boson measurement samples
are defined in Section IV. We describe the precision
measurements of muons and electrons in Sections V
and VI, respectively. These sections include event se-
lection, calibration, and resolution studies from the
dilepton and W boson data samples. Measurement of
the recoil response and resolution is presented in Sec-
tion VII. The backgrounds to the W boson sample
are discussed in Section VIII. Theoretical aspects of
W and Z boson production and decay, including con-
straints from the current data sample, are described
in Section IX. We present the W boson mass fits and
cross-checks in Section X. Finally, in Section XI we
show the result of combining our measurement with
previous measurements, and the corresponding impli-
cations on the predicted standard model Higgs boson
mass.

D. Template Likelihood Fits

All the fits involving mass measurements and the
energy scale (Sections V, VI, and X) are performed
with a template binned likelihood fitting procedure.
A given distribution to be fit is generated as a discrete
function of the fit parameter, using the fast simula-
tion. These simulated distributions are referred to
as “templates.” For each value of the fit parameter,
the simulated distribution is compared to the data
distribution and the logarithm of a binned likelihood
is calculated. The binned likelihood is the Poisson
probability for each bin to contain the ni observed
data events givenmi expected events, multiplied over
the N bins in the fit range:

L =
N
∏

i=1

e−minmi

i

ni!
. (4)

We calculate the logarithm of the likelihood using the
approximation lnn! ≈ (n+ 1/2) ln(n+ 1)− n:

lnL ≈
N
∑

i=1

[ni lnmi −mi − (ni +1/2) ln(ni +1)+ni].

(5)
The best-fit value of the parameter maximizes the
likelihood (or equivalently minimizes − lnL), and the
±1σ values are those that increase− lnL by 1/2. The
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ton’s (antiproton’s) total momentum, producing a W
or Z boson at center of mass energy

√
ŝ ≡ Q equal

to its mass times c2. The rate of production can be
predicted from two components: (1) the momentum
fraction distributions of the quarks, fq(x,Q2), which
are determined from fits to world data [23, 24]; and
(2) a perturbative calculation of the qq̄′ → W or Z
boson process [25].
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FIG. 4: Leading-order annihilation of a quark and an-
tiquark inside the proton and antiproton, respectively,
producing a W+ or Z0 boson. The quark (antiquark)
has energy xpEp (xp̄Ep̄), where Ep (Ep̄) represents the
total proton (antiproton) energy. The production occurs
at a partonic center-of-mass energy Q. The uū → Z0 and
dū → W− processes are similar.

W and Z bosons can decay to lepton or quark
pairs. Decays to quark pairs are not observable
given the large direct qq̄′ background, and decays to
τ → ντ+hadrons are not as precisely measured as
boson decays to electrons or muons. For these rea-
sons we restrict ourselves to the direct electronic and
muonic decays (W → eν, W → µν, Z → ee, and
Z → µµ), with the corresponding decays to τ → lep-
tons considered as backgrounds to these processes
(Section VIII). The branching ratio for each lep-
tonic decay W → lν (Z → ll) is ≈11% (3.3%), and
the measured cross section times branching ratio is
(2749± 174) pb [(254.9± 16.2) pb] [26].

B. Conventions

We use both Cartesian and cylindrical coordinate
systems, in which +z points in the direction of the
proton beam (east) and the origin is at the center
of the detector. In the right-handed Cartesian coor-
dinate system, +x points north (outward from the
ring) and +y points upwards; in the cylindrical sys-
tem, φ is the azimuthal angle and r is the radius from
the center of the detector in the x − y plane. The
rapidity y = − 1

2 ln[(E − pzc)/(E + pzc)] is additive

l
Tp

ν
Tp

Tu

||u

u

FIG. 5: A W boson event, with the recoil hadron mo-
mentum (!uT ) separated into axes parallel (u||) and per-
pendicular (u⊥) to the charged lepton.

under Lorentz boosts along the z axis. For massless
particles, this quantity is equal to the pseudorapidity
η = − ln[tan(θ/2)], where θ is the polar angle with
respect to the z axis. All angles are quoted in radians
unless otherwise indicated.
Because the interacting quarks’ longitudinal mo-

menta pz are not known for each event, we gener-
ally work with momenta transverse to the beam line.
The interacting protons and antiprotons have no net
transverse momentum. Electron energy (muon mo-
mentum) measured using the calorimeter (tracker) is
denoted as E (&p), and the corresponding transverse
momenta &pT are derived using the measured track
direction and neglecting particle masses. The event
calorimetric &pT , excluding the lepton(s), is calculated
assuming massless particles using calorimeter tower
energies (Section IIIA 2) and the lepton production
vertex, and provides a measurement of the recoil mo-
mentum vector &uT . The component of recoil pro-
jected along the lepton direction is denoted u|| and
the orthogonal component is u⊥ (Fig. 5). The trans-
verse momentum imbalance in a W boson event is
a measure of the neutrino transverse momentum &p ν

T
and is given by &p/T = −(&p l

T + &uT ), where &p l
T is the

measured charged lepton transverse momentum.
When electromagnetic charge is not indicated,

both charges are considered. We use units where
! = c ≡ 1 for the remainder of this paper.

C. Measurement Strategy

The measurement of the final state from W → lν
decays involves a measurement of &p l

T and the total
recoil &uT . The neutrino escapes detection and the
unknown initial partonic pz precludes the use of pz
conservation in the measurement. The boson invari-
ant mass is thus not reconstructable; rather, the 2-

pℓ
T

pW
T

pν
T
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Measurement requires precise calibrations of 
momentum scale and resolution
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Muon momentum calibration

First step is to align the tracker system 


Determine individual ‘sensor’ positions by minimizing  difference between 
sensor and reconstructed track positions using cosmic-ray & collision data

χ2

Alignment Detector Structures degrees of freedom

level used number

Level 1 Pixel: whole detector 1 All 6

SCT: barrel and 2 end-caps 3 All 18

TRT: barrel 1 All (except Tz) 5

TRT: 2 end-caps 2 All 12

Total 7 41

Level 2 Pixel barrel: half shells 6 All 36

Pixel end-caps: disks 6 Tx, Ty, Rz 18

SCT barrel: layers 4 All 24

SCT end-caps: disks 18 Tx, Ty, Rz 54

TRT barrel: modules 96 All (except Tz) 480

TRT end-caps: wheels 80 Tx, Ty, Rz 240

Total 210 852

Level 3 Pixel: barrel modules 1456 All (except Tz) 7280

Pixel: end-cap modules 288 Tx, Ty, Rz 864

SCT: barrel modules 2112 Tx, Ty, Rz 6336

SCT: end-cap modules 1976 Tx, Ty, Rz 5928

TRT: barrel wires 105088 Tφ,Rr 210176

TRT: end-cap wires 245760 Tφ,Rz 491520

Total 356680 722104

Table 2: Summary of the main alignment levels and the number of structures for each ATLAS ID sub-

detector, as well as the detail of the degrees of freedom being aligned and the total number of degrees

of freedom aligned. The nomenclature of the degrees of freedom used in the TRT level 3 alignment is

described in Section 5.2. All degrees of freedom are given in the local reference frame.

other operation conditions. Typically these are 9 GeV and 0.3 for pT and ∆R respectively. Moreover, a

track quality cut was applied and 7 silicon hits were required for the collision tracks.

The cosmic-ray track sample consisted of tracks crossing the ID volume that were collected in paral-

lel to the collision tracks. The cosmic-ray triggers were enabled during the LHC proton-proton physics

runs but just during those periods without unpaired proton bunches passing through ATLAS. These cos-

mic ray-triggers are based upon calorimetry and muon system information. The recorded cosmic-ray

tracks were stored in a separate calibration stream. As the cosmic-ray tracks are acquired in parallel

with the collision tracks the detector geometry and operation conditions are exactly the same for both

samples. The cosmic-ray tracks help the ID alignment in many ways, most importantly by introducing

correlations between detector regions that are not correlated by collision tracks. Collision tracks do not

cross opposite parts of the detector, whereas cosmic-ray tracks can cross the full barrel with modules in

both the upper and lower barrel halves registering hits. Finally a track quality selection was applied and

only those cosmic-ray tracks with more than 12 silicon hits, pT > 2 GeV and d0 < 25 cm were retained

for the alignment.

The data used for the alignment presented in this work were collected during the LHC run from

March to July 2010. Depending on the alignment level, the actual size of the sample of tracks varied.

In alignment levels 1 and 2 (Table 2) all the hits collected by the modules lying in the same alignable

structure contribute to the hit statistics, which therefore accumulate fast. However, in order to collect

enough hits per module for the level 3 alignment the full sample of 4.3 million and 300 k of collision and

cosmic-ray were used.
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Figure 16: The TRT residual distributions for the jet trigger data sample reconstructed with the Autumn

2010 Alignment (full circles), compared with the dijet MC simulation sample (open circles). The distri-

butions are integrated over all hits-on-tracks in barrel modules (left) and end-cap modules (right). Both

precision and non-precision (tube) hits are used. Tracks are required to have pT > 15 GeV.
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Figure 17: The FWHM/2.35 width of the residual distributions for modules in the Pixel and SCT barrels

as a function of track pT. The residual distributions for the jet trigger data sample reconstructed with the

Autumn 2010 Alignment (full circles) are compared with the dijet MC simulation sample (open circles).

cycles), thus following closely the detector operation conditions.
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introduced corrections to the wire positions of up to several hundred micrometres, has resulted in a

substantial reduction of the contribution of misalignments to the effective TRT hit resolution. Large

improvements in the alignment of the Pixel barrel, SCT barrel and SCT end-caps are also observed. In

the case of the Pixel barrel modules, the use of the pixel module distortions in the reconstruction has a

large impact. In the case of the SCT end-caps, a large component of the improvement derives from the

significant corrections applied to the individual end-cap disks.

Detector σSpring σAutumn σDiff

µm µm µm

Pixel barrel 16 9 13

Pixel end-caps 17 15 8

SCT barrel 28 25 13

SCT end-caps 37 30 22

TRT barrel 124 118 38

TRT end-caps 148 132 67

Table 4: Estimated resolution improvement with Autumn 2010 Alignment, σDiff , as described in the text.

The Pixel and SCT results are for the precision (local x) coordinate.

7.2 Comparison to Monte Carlo Simulation

In this section the jet trigger data sample reconstructed with the Autumn 2010 Alignment is compared

to a dijet Monte Carlo (MC) event sample generated using PYTHIA [28] and simulated using the

GEANT4 [29] ATLAS detector simulation [30]. The simulation is done using a detector model in which

the ID modules are in their nominal positions and orientations, and subsequently reconstructed using

exactly the same geometry. Hence, the MC sample is reconstructed with “perfect” ID alignment. The

same track reconstruction setup and track selection requirements are used on the MC and data samples.

In addition, the dijet MC sample events are required to pass the same (simulated) jet trigger as was used

to collect the jet trigger data sample. Where appropriate, the MC has been normalised to the number of

entries in the data distributions.
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Figure 12: Track pT and η distributions of the jet trigger data and dijet MC simulation samples. The pT

distribution is signed with the charge (q) of the particle.

Many of the observables are dependent on the pT and η distributions of the input tracks. For exam-
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method uses electrons from W → eν decays. The two measurements
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points show statistical uncertainties only
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Fig. 6 Dimuon invariant mass distribution in Z → µµ events. The
data are compared to the simulation including signal and background
contributions. Corrections for momentum scale and resolution, and
for reconstruction, isolation, and trigger efficiencies are applied to the
muons in the simulated events. Background events contribute less than
0.2% of the observed distribution. The lower panel shows the data-to-
prediction ratio, with the error bars showing the statistical uncertainty

7.2 Muon selection efficiency

The selection of muon candidates in W → µν and Z → µµ

events requires an isolated track reconstructed in the inner
detector and in the muon spectrometer. In addition, the events
are required to pass the muon trigger selection. Differences
in the efficiency of the reconstruction and selection require-
ments between data and simulation can introduce a system-
atic shift in the measurement of the W -boson mass, and have

to be corrected. In particular, the extraction of mW is sen-
sitive to the dependence of the trigger, reconstruction and
isolation efficiencies on the muon pT and on the projection
of the recoil on the lepton transverse momentum, u#

‖.
For muons with pT larger than approximately 15 GeV the

detector simulation predicts constant efficiency as a function
of p#

T, both for the muon trigger selection and the track recon-
struction. In contrast, the efficiency of the isolation require-
ment is expected to vary as a function of p#

T and u#
‖. The effi-

ciency corrections also affect the muon selection inefficiency,
and hence the estimation of the Z → µµ background, which
contributes to the W → µν selection when one of the decay
muons fails the muon reconstruction or kinematic selection
requirements.

Corrections to the muon reconstruction, trigger and isola-
tion efficiencies are estimated by applying the tag-and-probe
method [40] to Z → µµ events in data and simulation.
Efficiency corrections are defined as the ratio of efficiencies
evaluated in data to efficiencies evaluated in simulated events.
The corrections are evaluated as functions of two variables,
p#

T and u#
‖, and in various regions of the detector. The detec-

tor is segmented into regions corresponding to the η and φ

coverage of the muon spectrometer. The subdivision accounts
for the geometrical characteristics of the detector, such as the
presence of uninstrumented or transition regions. The depen-
dence of the efficiencies on u#

‖ agree in data and simulation.
Therefore, the muon efficiency corrections are evaluated only
as a function of p#

T and η#, separately for positive and nega-
tive muon charges. The final efficiency correction factors are
linearly interpolated as a function of muon pT. No significant

123

Constant curvature correction determined using electron E/p & 
Z → μμ

c → c + δ
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production at a centre-of-mass energy of
√
s = 8 TeV [42]

is used for this validation. The O(α2
s ) predictions, evaluated

with DYNNLO, are in agreement with the measurements
of the angular coefficients within the experimental uncer-
tainties, except for the measurement of A2 as a function of
Z -boson pT.

Two sources of uncertainty affecting the modelling of the
angular coefficients are considered, and propagated to the W -
boson predictions. One source is defined from the experimen-
tal uncertainty of the Z -boson measurement of the angular
coefficients which is used to validate the NNLO predictions.
The uncertainty in the corresponding W -boson predictions
is estimated by propagating the experimental uncertainty of
the Z -boson measurement as follows. A set of pseudodata
distributions are obtained by fluctuating the angular coeffi-
cients within the experimental uncertainties, preserving the
correlations between the different measurement bins for the
different coefficients. For each pseudoexperiment, the dif-
ferences in the Ai coefficients between fluctuated and nomi-
nal Z -boson measurement results are propagated to the cor-
responding coefficient in W -boson production. The corre-
sponding uncertainty is defined from the standard deviation
of the mW values as estimated from the pseudodata distribu-
tions.

The other source of uncertainty is considered to account
for the disagreement between the measurement and the
NNLO QCD predictions observed for the A2 angular coef-
ficient as a function of the Z -boson pT (Fig. 4). The cor-
responding uncertainty in mW is estimated by propagating
the difference in A2 between the Z -boson measurement and
the theoretical prediction to the corresponding coefficient in
W -boson production. The corresponding uncertainty in the
measurement ofmW is 1.6 MeV for the extraction from the p"

T
distribution. Including this contribution, total uncertainties of
5.8 and 5.3 MeV due to the modelling of the angular coef-
ficients are estimated in the determination of the W -boson
mass from the p"

T and mT distributions, respectively. The
uncertainty is dominated by the experimental uncertainty of
the Z -boson measurement used to validate the theoretical
predictions.

7 Calibration of electrons and muons

Any imperfect calibration of the detector response to elec-
trons and muons impacts the measurement of the W -boson
mass, as it affects the position and shape of the Jacobian
edges reflecting the value of mW . In addition, the p"

T and mT
distributions are broadened by the electron-energy and muon-
momentum resolutions. Finally, the lepton-selection efficien-
cies depend on the lepton pseudorapidity and transverse
momentum, further modifying these distributions. Correc-
tions to the detector response are derived from the data, and

presented below. In most cases, the corrections are applied
to the simulation, with the exception of the muon sagitta bias
corrections and electron energy response corrections, which
are applied to the data. Backgrounds to the selected Z → ""

samples are taken into account using the same procedures
as discussed in Sect. 9. Since the Z samples are used sep-
arately for momentum calibration and efficiency measure-
ments, as well as for the recoil response corrections discussed
in Sect. 8, correlations among the corresponding uncertain-
ties can appear. These correlations were investigated and
found to be negligible.

7.1 Muon momentum calibration

As described in Sect. 5.1, the kinematic parameters of
selected muons are determined from the associated inner-
detector tracks. The accuracy of the momentum measurement
is limited by imperfect knowledge of the detector alignment
and resolution, of the magnetic field, and of the amount of
passive material in the detector.

Biases in the reconstructed muon track momenta are
classified as radial or sagitta biases. The former originate
from detector movements along the particle trajectory and
can be corrected by an η-dependent, charge-independent
momentum-scale correction. The latter typically originate
from curl distortions or linear twists of the detector around
the z-axis [113], and can be corrected with η-dependent cor-
rection factors proportional to q × p"

T, where q is the charge
of the muon. The momentum scale and resolution corrections
are applied to the simulation, while the sagitta bias correction
is applied to the data:

pMC,corr
T = pMC

T × [1 + α(η,φ)]

×
[
1 + βcurv(η) · G(0, 1) · pMC

T

]
,

pdata,corr
T = pdata

T

1 + q · δ(η,φ) · pdata
T

,

where pdata,MC
T is the uncorrected muon transverse momen-

tum in data and simulation, G(0, 1) are normally distributed
random variables with mean zero and unit width, and α, βcurv,
and δ represent the momentum scale, intrinsic resolution
and sagitta bias corrections, respectively. Multiple-scattering
contributions to the resolution are relevant at low pT, and the
corresponding corrections are neglected.

Momentum scale and resolution corrections are derived
using Z → µµ decays, following the method described in
Ref. [40]. Template histograms of the dimuon invariant mass
are constructed from the simulated event samples, includ-
ing momentum scale and resolution corrections in narrow
steps within a range covering the expected uncertainty. The
optimal values of α and βcurv are determined by means of
a χ2 minimisation, comparing data and simulation in the
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χ2

LHCb: 1k tracker-system degrees of freedom 

These equations provide the input to Eqs. (18), (19) and (21) in
Ref. [7].5 In case a mass constraint is used we replace the vertex
position x, the track momentum parameters qi and their corre-
sponding covariance matrices with their mass-constrained counter-
parts in Eqs. (27)–(31). This concludes the algebra of the vertex fit
for use in a track-based alignment algorithm.

4. Application to the alignment of the LHCb spectrometer

The tracking system of the LHCb detector is an example of a
planar detector with a forward geometry. It is schematically
depicted in Fig. 3 and discussed in detail in Ref. [2]. Charged
particles produced at the interaction point bend in the magnetic
field of a dipole magnet with a field integral of about 4 Tm.
Precision vertexing is provided by a 21-layer silicon strip detector
located in the field-free region around the interaction point. Four
more layers of silicon strip detectors just in front of the magnet
and another 12 layers of silicon strip detectors and straw tube
chambers behind the magnet allow for a precise momentum
measurement.

The coordinate frame in LHCb is defined such that the y-axis is
pointing upwards (parallel to the main component of the dipole
field) and the z-axis is parallel to the beam line with positive z in
the direction of the spectrometer. The x-axis is chosen such that
ðx,y,zÞ is a right-handed system. The origin is located approxi-
mately in the center of the vertex detector and roughly corre-
sponds to the average interaction point.

The implementation of a global minimum w2 algorithm for the
alignment of tracking detectors in LHCb has been previously
discussed in Refs. [13,14]. Since then we have extended the
algorithm to exploit vertex constraints from primary vertices
and from resonances using the techniques outlined above.

4.1. Primary vertex constraints

Primary vertices are important for the alignment of the LHCb
vertex detector to guarantee an optimal impact parameter and
decay time resolution [15]. The silicon modules of the vertex
detector are assembled in two detector ‘halves’ that are posi-
tioned on the positive and negative x side of the LHC beam line.

The fraction of tracks leaving hits in both halves is small.
Furthermore, tracks that cross detector planes both in front and
behind the average interaction point (at z¼0) are rare as well.
Reconstructed primary vertices allow to link detector planes at
positive and negative x and at positive and negative z.

We have successfully exploited primary vertices in LHCb
alignment using the algorithm described above. Although the
algorithm in principle allows to use vertices with an arbitrary
number of tracks, a practical problem occurs for high track
multiplicity. In LHCb primary vertices often contain tens of
reconstructed tracks. Reconstructed tracks can have up to 40 hits.
A first implementation of the algorithm showed that for large-
multiplicity primary vertices the computation of the correlations
between all hits on all tracks is computationally very demanding.
In Ref. [7] it was suggested to compute only the correlations
between the hits nearest to the vertex. However, we have found
that this can lead to non-positive definite contributions to the
second derivative of the w2 and therefore is not a viable solution.

A working solution has been obtained by limiting the track
multiplicity in vertices. For application in alignment we divide a
reconstructed primary vertex into separate vertices with at most
eight tracks each. Tracks are sorted such that particles flying
forward (pz40) or backward (pzo0) and left (px40) or right
(pxo0) are distributed evenly over the different vertices. In our
framework the computation time of the correlations in these
vertices is small compared to the overall reconstruction and track
fitting time. The loss in statistical power due to the splitting of the
vertex can be compensated by using more events. With typically
30 tracks per primary vertex, we need about 20% more data to
compensate for the loss.

4.2. Invariant mass constraints

To constrain weak degrees of freedom in the spectrometer,
such as the curvature bias discussed in the Introduction, mass-
constrained vertices from D0-K$pþ , J=c-mþm$ and Z0-mþm$
decays are used. The advantage of D0-K$pþ over other reso-
nances is their large abundance and clean secondary vertex
signature in LHCb. This allows to select samples of thousands of
events per hour with practically no background.

In order to illustrate the effect on the alignment and on
momentum measurements, we show a comparison of two align-
ment strategies, one obtained using approximately 300 k selected
high-momentum tracks, and another using in addition the con-
straint from 80 k mass-constrained D0-K$pþ vertices in the
same sample. For this exercise all alignment parameters for the
LHCb vertex detector were fixed, while all detector elements
behind the vertex detector were allowed to move in the x
direction and rotate in the xy plane around their center of gravity.
To constrain weak modes and ensure convergence, survey infor-
mation was used by adding for each alignment parameter a term
to the total w2, as in Eq. (2). The alignment process started in both
cases from alignment parameters obtained with early data
[13,16]. To account for non-linearities multiple iterations were
performed. In each iteration the same data set was used, but the
assignment of hits to tracks, the track fit and the track selection
were redone. A single iteration took approximately 1 h on a
2.8 GHz CPU.

In both scenarios the minimization converged in about three
iterations, as illustrated by the average w2 per degree of freedom
versus iteration, shown in Fig. 4. Remaining variations in the w2

between iterations are due to small changes in the track sample
entering the alignment, as individual tracks are added or
removed. We verified the convergence by running many more
iterations and by studying the stability of alignment parameters

Fig. 3. Sketch of the LHCb spectrometer. The proton–proton collision point is
located inside the vertex detector on the left (zC0). The main component of the
field of the dipole magnet is parallel to the y-axis. The curved lines represent
trajectories of a positively and negatively charged particles.

5 The symbols ~x ðiÞ0 , ~C
ðiÞ
0 and ~C

ði,jÞ
0 in Ref. [7] translate in our notation as ~xi,

Covð ~xi, ~xiÞ and Covð ~xi , ~xjÞ, respectively.

J. Amoraal et al. / Nuclear Instruments and Methods in Physics Research A 712 (2013) 48–5552
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Figure 2: Curvature corrections as a function of the detector region index (depends on ⌘, � and
tracking detector, as described in the text) for (left) data and (right) simulation. The corrections
are shown for both polarity configurations. The periodic pattern corresponds to a dependence
on pseudorapidity that repeats in the intervals of the azimuthal angle.

functions are parameterised as M̄(1±A), where A and M̄ are freely varying asymmetry
and mass parameters, respectively. The resulting q/p corrections, which are given by A/p̄
where p̄ is the average muon momentum for a given interval in ⌘ and �, are presented for
the data and simulation for both polarity configurations in Fig. 2.

After the curvature corrections are applied to the data and simulation, the momenta
of the simulated muons are smeared to match those in the data, as described below,
according to

q

p
!

q

p · N (1 + ↵, �MS)
+N

✓
�,

��
cosh ⌘

◆
, (5)

where N (a, b) represents a random number sampled from a Gaussian distribution with
mean a and width b. The �MS and �� parameters correspond to the multiple scattering
and curvature measurement contributions to the resolution, respectively. The smearing
model includes six parameters in total. There are two momentum scale parameters ↵
corresponding to the 2.2 < ⌘ < 4.4 region, which coincides with the selection of W boson
candidates, and the ⌘ < 2.2 region. A single � parameter, corresponding to a curvature
bias, covers the region 2.2 < ⌘ < 4.4, while the value of � is fixed to zero in the region
⌘ < 2.2. There are two �� parameters corresponding to the 2.2 < ⌘ < 4.4 and ⌘ < 2.2
regions, while a single �MS parameter is found to adequately cover all ⌘ values. The
empirical 1/cosh ⌘ dependence of the second term in Eq. 5 improves the modelling of
the ⌘ dependence in the Z ! µµ mass distribution. As a further correction to Eq. 5,
the value of �MS is increased by a factor of 1.5 in the region ⌘ > 3.3 since this improves
the agreement between data and simulation in the ⌘ dependence of the quarkonia mass
distributions.

The six smearing parameters are determined in a simultaneous fit of J/ ! µµ,
⌥ (1S) ! µµ and Z ! µµ candidates in data and simulation. A total of 36 dimuon
invariant mass distributions are used in the fit. First, there are three ⌘ regions covering
⌘ < 2.2, 2.2 < ⌘ < 3.3 and 3.3 < ⌘ < 4.4, which result in six categories that depend on the
⌘ regions of the two muons. The quarkonia mass distributions are only used in categories
with both muons having ⌘ > 2.2. In the subset of the ⌘ categories with both muons in
⌘ > 2.2, the Z ! µµ data are split into three intervals of the asymmetry between the
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and depend on the detector geometry. In parallel plane detectors,
shearings, such as that depicted in Fig. 1, are also examples of
weak modes.

One reason weak modes are a concern in alignment is that
they lead to poor convergence. An approach to treat weak modes
is to impose additional constraints. For example, information on
alignment parameters obtained from detector survey can be used
in the minimization procedure by including additional terms in
the w2

w2
survey ¼

X

k

ak"ak,survey

sk,survey

! "2

ð2Þ

where the sum runs over all alignment parameters and ak,survey

and sk,survey represent the survey information and its uncertainty,
respectively. In this formulation we have assumed that the survey
constraints are uncorrelated. In practise, a proper treatment of
correlations is necessary if one wants to exploit the fact that the
survey uncertainty depends on assembly granularity. For
instance, the position of detector modules in a layer or box
assembly is usually much better constrained than the position
of that assembly in the global reference frame.

Weak modes related to global distortions pose a particular
concern because they can lead to biases in track parameters that
affect the performance of an experiment. A global translation of
the entire detection apparatus changes the numerical values of
the track parameters without changing the kinematics relevant
for physics analysis, such as an invariant mass or a decay angle.
However, global distortions that affect the relative position or
direction of tracks will introduce a bias in kinematic observables
and degrade the overall detector resolution.

A particularly interesting weak mode related to a global
distortion is the so-called curvature bias. This weak mode appears
both in cylindrical detectors with a solenoidal magnetic field (in
which it is sometimes called sagitta bias or curl) and in forward
spectrometers with a dipole magnet, as illustrated in Fig. 2. In
cylindrical detectors it is caused by a layer-dependent rotation. In

forward detectors it can be the result of both a relative shearing
and a relative rotation of the detectors before and after the
magnet, which are to first order indistinguishable.

The momentum of a charged particle is measured via its
curvature radius, which requires at least three measured coordi-
nates. In a uniform magnetic field B, the inverse of the curvature
radius, which we shall call the curvature o, is related to the
momentum component p? perpendicular to the field by

o¼ QB
p?

ð3Þ

where Q is the charge of the particle. The weak modes illustrated
in Fig. 2 introduce a bias in the curvature

o"!oþdo ð4Þ

that for sufficiently large curvature radius is approximately
independent of particle momentum and direction. A constant
curvature bias leads to a momentum bias that depends both on
momentum and charge. As we shall see later, one signature of a
curvature bias is a shift in the reconstructed invariant mass of a
two-body decay that is proportional to the momentum difference
between the two final-state particles.

The weak mode that leads to a curvature bias only exists in the
presence of a magnetic field. Consequently, a curvature bias can
be constrained with field-off data, provided that detectors do not
move if the field is turned on. Unfortunately, the latter condition
is not often fulfilled. In central detectors a curvature bias can be
constrained with samples of reconstructed cosmic ray tracks that
traverse detector layers on either side of their point of closest
approach to the detector axis [1]. The curvature bias affects the
‘top’ and ‘bottom’ segments of such a track with opposite signs,
and hence the requirement that those curvatures must be
identical constrains the bias. In forward detectors, such as the
LHCb detector at CERN [2], this technique does not work and
alternative methods must be deployed.

We report here on a novel method to constrain the curvature
bias by including a w2 contribution from a mass-constrained
vertex fit of a multi-body decay. Implementations of kinematic
and vertex constraints for alignment have been presented before
[1,3–5]. With the exception of that in Ref. [5], these implementa-
tions rely on reparameterizations of the tracks and are limited to
two-track combinations. Our method does not need a special
track parametrization or track fit and can be used with vertices
with any number of tracks.

The outline of this paper is as follows. In Section 2 we briefly
discuss the track-based alignment procedure, referring the reader
to a previous publication for details. In Section 3 we present the
implementation of a vertex fit for use in the alignment. In Section
4 we discuss the use of vertex constraints in the alignmentFig. 1. Illustration of a shearing in a planar detector.

Fig. 2. Illustration of a curvature bias in a cylindrical detector geometry (left) and in a forward detector geometry (right).

J. Amoraal et al. / Nuclear Instruments and Methods in Physics Research A 712 (2013) 48–55 49
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ATLAS: Calibration uses the Z resonance in bins of pseudorapidity and azimuthal angle


LHCb & CMS: Calibrations use all three resonances
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Fig. 5 a Residual muon momentum scale corrections as a function
of muon 1/pT in four pseudorapidity regions, obtained with Z → µµ
events. The points are fitted using a linear function which parameterises
the extrapolation of the muon momentum scale correction from Z to
W events, as explained in the text. The error bars on the points show
statistical uncertainties only. b Sagitta bias, δ, as a function of η# aver-

aged over φ#. The results are obtained with the Z → µµ and E/p
methods and the combination of the two. The results obtained with the
Z → µµ method are corrected for the global sagitta bias. The E/p
method uses electrons from W → eν decays. The two measurements
are combined assuming they are uncorrelated. The error bars on the
points show statistical uncertainties only
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Fig. 6 Dimuon invariant mass distribution in Z → µµ events. The
data are compared to the simulation including signal and background
contributions. Corrections for momentum scale and resolution, and
for reconstruction, isolation, and trigger efficiencies are applied to the
muons in the simulated events. Background events contribute less than
0.2% of the observed distribution. The lower panel shows the data-to-
prediction ratio, with the error bars showing the statistical uncertainty

7.2 Muon selection efficiency

The selection of muon candidates in W → µν and Z → µµ

events requires an isolated track reconstructed in the inner
detector and in the muon spectrometer. In addition, the events
are required to pass the muon trigger selection. Differences
in the efficiency of the reconstruction and selection require-
ments between data and simulation can introduce a system-
atic shift in the measurement of the W -boson mass, and have

to be corrected. In particular, the extraction of mW is sen-
sitive to the dependence of the trigger, reconstruction and
isolation efficiencies on the muon pT and on the projection
of the recoil on the lepton transverse momentum, u#

‖.
For muons with pT larger than approximately 15 GeV the

detector simulation predicts constant efficiency as a function
of p#

T, both for the muon trigger selection and the track recon-
struction. In contrast, the efficiency of the isolation require-
ment is expected to vary as a function of p#

T and u#
‖. The effi-

ciency corrections also affect the muon selection inefficiency,
and hence the estimation of the Z → µµ background, which
contributes to the W → µν selection when one of the decay
muons fails the muon reconstruction or kinematic selection
requirements.

Corrections to the muon reconstruction, trigger and isola-
tion efficiencies are estimated by applying the tag-and-probe
method [40] to Z → µµ events in data and simulation.
Efficiency corrections are defined as the ratio of efficiencies
evaluated in data to efficiencies evaluated in simulated events.
The corrections are evaluated as functions of two variables,
p#

T and u#
‖, and in various regions of the detector. The detec-

tor is segmented into regions corresponding to the η and φ

coverage of the muon spectrometer. The subdivision accounts
for the geometrical characteristics of the detector, such as the
presence of uninstrumented or transition regions. The depen-
dence of the efficiencies on u#

‖ agree in data and simulation.
Therefore, the muon efficiency corrections are evaluated only
as a function of p#

T and η#, separately for positive and nega-
tive muon charges. The final efficiency correction factors are
linearly interpolated as a function of muon pT. No significant
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the trigger e�ciency. Events are categorised as either matched or unmatched depending
on whether the probe muon is matched to a positive trigger decision in the event data
record. The Z ! µµ sample is verified to be su�ciently pure that the e�ciencies can be
measured by simply counting the matched and unmatched events with invariant masses
within ±15GeV of the known Z boson mass [7]. The e�ciencies are determined in four
uniform � intervals and eight uniform ⌘ intervals in the range 2.2 < ⌘ < 4.4. There
are two additional ⌘ intervals in the region ⌘ < 2.2 and one in the region ⌘ > 4.4. The
⌥ (1S) ! µµ sample requires background subtraction by fitting the dimuon invariant mass
distribution with a parametric model of the signal and background components.

Three pT intervals, in the range 7.0 < pT < 12.5GeV, are used for the probe muons
from ⌥ (1S) ! µµ decays while for the Z ! µµ candidates an adaptive algorithm is
employed to determine the pT intervals. The ratios of the trigger e�ciencies in data
relative to those in the simulation are shown as a function of 1/pT of the muon in Fig. 4 for
each of the intervals in ⌘ and �. These are overlaid with a linear function of pT, from which
correction weights for the simulated events are evaluated. The weights for the W boson
model only rely on these functions but the weights for the Z boson model also require a
parameterisation of the absolute e�ciency in the simulation such that the e�ciency can
be correctly modelled for Z boson candidates with one or two muons matched to a trigger
decision. The absolute e�ciency is described by an error function that captures the pT
threshold (roughly 6GeV) of the hardware trigger [28].
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distribution with a parametric model of the signal and background components.

Three pT intervals, in the range 7.0 < pT < 12.5GeV, are used for the probe muons
from ⌥ (1S) ! µµ decays while for the Z ! µµ candidates an adaptive algorithm is
employed to determine the pT intervals. The ratios of the trigger e�ciencies in data
relative to those in the simulation are shown as a function of 1/pT of the muon in Fig. 4 for
each of the intervals in ⌘ and �. These are overlaid with a linear function of pT, from which
correction weights for the simulated events are evaluated. The weights for the W boson
model only rely on these functions but the weights for the Z boson model also require a
parameterisation of the absolute e�ciency in the simulation such that the e�ciency can
be correctly modelled for Z boson candidates with one or two muons matched to a trigger
decision. The absolute e�ciency is described by an error function that captures the pT
threshold (roughly 6GeV) of the hardware trigger [28].
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Figure 3: Dimuon mass distributions for selected J/ , ⌥ (1S) and Z boson candidates. All
categories with both muons in the 2.2 < ⌘ < 4.4 region are combined. The data are compared
with the fit model. The red histogram delineates the model before the application of the
smearing.
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Muon	scale	precision
δpT/pT	=	10-4	translates	into	~8	MeV	on	mW	
• Feasibility	for	muons	demonstrated	with	7	TeV	

data	in	central	region	of	detector	

• Dedicated	J/ψ	triggers	developed	since	then	to	

extend	acceptance	

Larger	calibra2on	sample	with	13	TeV	data	
• ~150M	J/ψ	in	2016,	can	explore	finer	granularity	

• But	new	biases	observed	at	high	pT	and	η,	which	

led	to	2	years	of	arduous	inves8ga8on	and	

complete	overhaul	of	calibra8on	algorithm	

Target	precision	s2ll	plausible,	studies	
ongoing	to	guarantee	robust	uncertainty	
model	in	en2re	acceptance	region
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Electron momentum calibration

8

First step is to correct the response variations in data  

ATLAS uses simulation to remove response variations due to shower losses, and uses minimum ionizing 
deposits from  events to correct depth dependence of the calorimeter responseZ → μμ

Second step is to correct the simulated energy loss 

ATLAS and D0 tune the amount of upstream material using  resonanceZ → ee

13

TABLE II: Definition of the di-electron η categories for Z →
ee events.

Category Combination of electron η bins
10 0, 0
11 0, 1
12 0, 2
13 0, 3
14 0, 4
15 1, 1
16 1, 2
17 1, 3
18 1, 4
19 2, 2
20 2, 3
21 2, 4
22 3, 3
23 3, 4
24 4, 4

Category
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FIG. 8: [color online] The ratio of data to simulation for
the means of the EM layer energy fraction distributions in
Z → ee events for each of the first three EM layers and each
of the 15 η categories shown before the correction described
in Sec. VC is applied. Each of the three horizontal lines indi-
cates the result of a fit of a common constant to the 15 data
points from a given EM layer.

low atomic number material, copper, and add it to the
simulation inside the solenoid. The shape of the copper
is a cylindrical shell with the same axis as the solenoid
and uniform thickness. Along the z direction, it extends
over the length of the solenoid. The shape of the missing
material is driven by the observation that the materials
in front of the central calorimeter have a geometry that
is close to cylindrical.

We use the improved geant3 model described in
Sec. VA to simulate the electrons from Z → ee events.
For these events, the thickness of the additional copper
material is varied. We then build a parametrized model
of the mean EM layer energy fractions and the fluctu-
ations around the average as a function of the copper
thickness. As shown in Fig. 8, we fit the ratio of the

Number of additional radiation lengths
0.13 0.14 0.15 0.16 0.17 0.18 0.19

2
χ

38

40

42

44

46

48

ndof = 41
 = 40.032χ

D0, 1 fb-1

FIG. 9: [color online] Fit for nX0, the amount of uninstru-
mented material (in radiation lengths) added to the nom-
inal material in the improved simulation of the D0 detec-
tor. The solid and dotted vertical lines show the best fit
and one standard deviation uncertainties for nX0. This fit
is performed with the Z → ee data sample from our 1 fb−1

measurement [26].

mean EM layer energy fraction in data to that in MC as
a function of the Z → ee event category to a constant for
each of the first through third EM layers. We then form
a total χ2 from the sum of the individual χ2 values from
the three layer fits:

χ2 =
∑

layer(i)

∑

categ(j)

[
fEML
ij − f̄ EML

i

σEML
ij

]2

, (18)

where fEML
ij (and σEML

ij ) are the data/full MC ratios of
the mean EM layer energy fraction deposited by elec-
trons with category j at layer i (and associated uncer-
tainty), and f̄ EML

i is the mean value of fEML
ij for layer

i. This is shown as a function of the thickness of the
additional copper material in Fig. 9. The thickness of
the cylinder is given as a multiple nX0 of the thickness
of one radiation length X0 of copper. This figure also
shows the parabolic fit giving the minimum χ2 corre-
sponding to the final thickness used in our tuned simula-
tion, nX0 = 0.1633±0.0095. Because of the small energy
deposit in EM4, we do not include it in our fits.
As a cross check, we repeat the fit for nX0 separately

for each of the three layers. The results are summarized
in Fig. 10. Good agreement is found between the over-
all fit and the results of the individual layers. The ra-
tio of mean EM layer energy fraction in data to that in
full MC after adding the missing material is shown in
Fig. 11. We interpret the deviations from unity as layer-
intercalibration gain factors, which are applied during
data reconstruction to have agreement with the detailed
simulation.
Figure 12 shows the data/full MC ratio of the mean

EM layer energy fraction for electrons from W boson de-
cays, using the same binning as in Table I, after adding to

add 0.16X0

14

0nX
0.05 0.1 0.15 0.2 0.25 0.3

EM1  0.0162±0.1648 

EM2  0.0158±0.1705 

EM3  0.0175±0.1528 

Combined  0.0095±0.1633 

D0, 1 fb-1

FIG. 10: [color online] Stability check: results of the fit for
nX0, performed separately for each of the three layers (EM1,
EM2, and EM3). The result of the combined fit is also shown
for comparison.
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FIG. 11: [color online] The ratio of data to simulation for
the means of the EM layer energy fraction distributions in
Z → ee events for each of the first three EM layers and each
of the 15 η categories shown after the correction described in
Sec. VC is applied. Each of the three horizontal lines indi-
cates the result of a fit of a common constant to the 15 data
points from a given EM layer.

the simulation the copper cylinder with thickness derived
above and the layer intercalibration factors. Because of
the larger number of W → eν events, it is possible to
see non-statistical deviations from unity. These system-
atic deviations are an indication that the assumption of
a cylindrical shape for the missing material is not per-
fect. Nevertheless, the mean values of the ratio across
the central calorimeter are consistent with unity in EM1,
EM2, and EM3.
Figure 13 shows the mean values of the data/full MC

ratio of the mean EM layer energy fraction for electrons
from W decays and the relative contributions for its un-
certainty from the W sample size, from the Z sample size
through the uncertainty in the thickness of the copper
cylinder added to the simulation, and from the limited
number of full MC events simulated with the improve-
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FIG. 12: [color online] The data/full MC ratios for the means
of the EM layer energy fraction distributions in W → eν
events for the (a) EM1, (b) EM2, and (c) EM3 layers. The
ratio is shown in five electron η bins. The thick horizontal
lines indicate the average ratio across the central calorimeter
and the yellow band represents the systematic and statistical
uncertainty in the mean.

ments described in Sec. VA.

The precision of the measurement of the material in
front of the calorimeter contributes directly to the en-
ergy measurement of the electron and therefore to the
W boson mass. Our measurement of MW depends criti-
cally on the assumption that the calibration made at the
Z boson mass is valid at the W boson mass scale. A
mismeasured material distribution would be the primary
source of a non-linearity in this scaling. The uncertainty
on the W boson mass arising from the material tune is
derived by varying the additional material by ±1 stan-
dard deviation (shown in Fig. 9) and recalibrating the
EM calorimeter for each variation. We build fast MC
models of the response considering the combination of
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Fig. 21 Amount of material traversed by a particle, X/X0, as a func-
tion of |η|, for the base simulation and including the corrections based on
calorimeter measurements, up to the ID boundaries (left), and between

the ID boundaries and the PS (right). The lower panels indicate the
difference between the improved and the base simulations
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Fig. 22 Amount of material traversed by a particle, X/X0, as a func-
tion of |η|, in the improved simulation, up to the ID boundaries (left),
and up to the PS and the EM calorimeter (right). The contributions

of the different detector elements, including the services and thermal
enclosures are shown separately by filled colour areas

vices between the ID active area and the calorimeter cryo-
stat. The corrections were implemented in an effective way,
adding material in the most discrepant areas and in amounts
corresponding to the measurement. The modifications to the
detector material description are illustrated in Fig. 21. The
total amount of detector material within the ID boundaries,
and up to the active calorimeter are illustrated in Fig. 22 for
the improved simulation.

After implementation and validation of the improved sim-
ulation, the Z → ee samples were resimulated, and the E1/2
data/MC comparisons repeated. The difference between the
material estimate from data and the improved simulation is
summarised in Fig. 23. As can be seen, the improved sim-
ulation behaves as expected in most of the acceptance: the
overall discrepancy in the endcap has disappeared, as well

as the strong peak around |η| = 1.9. The deficit within
1.5 < |η| < 1.6 remains, as it has not been addressed. In
the barrel, the excess at |η| = 0.6 has been halved. The
residual passive-material uncertainties in this improved sim-
ulation are presented in Fig. 24. Where no significant excess
or deficit remains, the measurement uncertainty is given by
the L1/L2 calibration uncertainty, and the sensitivity curves’
systematic uncertainties. When the residual discrepancy is
larger than the measurement uncertainty, the size of the dis-
crepancy is taken as the final uncertainty. No measurement
was performed for 1.37 < |η| < 1.52; in this region the
uncertainty on the material upstream of L1 is estimated to be
∼0.4X0, following Ref. [3]. The E1/2 modelling systematic
uncertainties summarised in Sect. 7 are considered corre-
lated across η, separately in the barrel and endcap calorime-
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Fig. 14 Top ratio Edata
1/2 /EMC

1/2 , for electrons from W and Z decays.
Bottom b1/2, defined as Edata

1/2 /EMC
1/2 for unconverted photons with

E0 < 500 MeV. Both observables are shown as a function of |η|, before
and after the L1/L2 calibration corrections. The errors bars on the uncor-
rected points are statistical only; after corrections, the error bars also
include systematic uncertainties related to the L1/L2 calibration

using simulation that this cut indeed minimises the sensitivity
of this sample to material variations upstream of the PS, and
that E1/2 modelling uncertainties from material after the PS
or cross-talk between L1 and L2 affect electrons and photons
in a similar way, so that this photon sample probes b1/2 for
electrons with an inaccuracy of less than 1–2 % depending
on pseudorapidity.

Figure 14 shows the comparison of E1/2 between data
and simulation for electrons and for the unconverted pho-
ton sample, before and after the L1/L2 calibration correction
described in Sect. 7.1. Before this calibration correction, the
ratio of data to MC simulation for electrons and photons is on
average below one by 3 % in the barrel. After calibration cor-
rections, b1/2 is everywhere close to one, which suggests that
there is no significant material mis-modelling downstream of
the PS. In contrast, the electron data in the endcap show a
residual positive bias of about 7 % on average, indicating a
discrepancy in the description of the material. An explicit
passive-material measurement using these data is performed
in Sect. 8.
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Fig. 15 Ratio of the average PS energies, Edata
0 /EMC

0 , for electrons in
data and simulation as a function of |η|, before and after corrections
for b1/2 and material upstream of the PS. The full lines with shaded
bands represent the PS energy scale as a function of |η|, αPS(η), and its
uncertainty

Figure 15 summarises the PS scale calculated according
to Eqs. (4) and (5) and Fig. 14, from which the corrected
values are used as input to the calculation. The material cor-
rections based on Eq. (4) visibly reduce the variations of
Edata

0 /Ecorr
0 versus η compared to Edata

0 /EMC
0 , especially in

the regions 0.6 < |η| < 0.8 and 1.52 < |η| < 1.82. After
this correction, the PS energy scale αPS is defined by averag-
ing Edata

0 /Ecorr
0 over intervals corresponding to the PS mod-

ule size (#η = 0.2 in the barrel, #η = 0.3 in the endcap).
As it is located in the transition region, the correction to the
PS energy scale for the module covering 1.4 < |η| < 1.55
is not addressed by this analysis. For particles entering this
region, αPS and its uncertainty are taken from the closest
range among 1.2 < |η| < 1.4 and 1.52 < |η| < 1.82.

The measured PS energy scale αPS defines a correction
factor that is applied to the data. Uncertainties affecting its
determination arise from the statistical and systematic uncer-
tainties affecting b1/2 and A, and from the residual variations
of Edata

0 /Ecorr
0 within a PS module, which indicates that the

material correction via Eq. (4) is only approximate. The sta-
tistical uncertainty on Edata

0 /EMC
0 and Edata

1/2 /EMC
1/2 from the

electron samples is negligible. The PS scale measurement is
accurate to 2–3 %, depending on pseudorapidity.

7.3 Layer intercalibration cross-check

The dependence of the electron energy response on shower
depth allows a direct extraction of α1/2 for EM showers, pro-
viding a test of the baseline approach described in Sect. 7.1.
Figure 16 shows the correlation between the invariant mass
of electron pairs from Z → ee decays and E1/2 for data and
simulation, in the representative bin 0.4 < |η| < 0.6. The
PS scale corrections determined in Sect. 7.2 are applied.
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210 MeV in L2, with a signal-to-noise ratio of about three
[7]. Muon energy deposits are very localised, most of the
energy being deposited in one or two cells. Since the critical
energy for muons interacting with the calorimeter is of the
order of 100 GeV, most muons from Z → µµ decays are
minimum ionising particles.

The analysis uses muons from Z → µµ decays, requiring
pµ

T > 25 GeV. The calorimeter cells crossed by the muon
tracks are determined by extrapolating the muon tracks to
each layer of the calorimeter, taking into account the geom-
etry of the calorimeter and the residual magnetic field seen
by the muon along its path in the calorimeter. In L1, the
muon signal is estimated by summing the energies measured
in three adjacent cells along η, centred around the cell of
highest energy among the few cells around the extrapolated
track. In L2, due to the accordion geometry, the energy is
most often shared between two adjacent cells along φ; hence
the signal is estimated from the sum of the highest energy
cell and its most energetic neighbour in φ.

The observed muon energy distribution in each layer is
given by the convolution of a Landau distribution describ-
ing the energy deposit, and a Gaussian distribution corre-
sponding to the electronic noise. The MPV of the deposited
energy is extracted using an analytical fit with the convo-
lution model, or is alternatively estimated using a truncated
mean, by defining the interval as the smallest one containing
90 % of the energy distribution. Denoting 〈E1/2〉 the ratio of
the MPVs in L1 and L2, the intercalibration result is defined
as α1/2 = 〈E1/2〉data/〈E1/2〉MC. The central value of α1/2
is given by the average of the two methods; the difference
is used to define its systematic uncertainty. The statistical
uncertainty is negligible. The result is illustrated in Fig. 12.
All features are observed to be symmetric within uncertain-
ties with respect to η = 0, and are therefore shown as a
function of |η|. In the barrel, a negative bias of about 3 %
is observed; it shows a falling structure from |η| = 0 to
0.8 and from |η| = 0.8 to 1.4, with a positive step at the
boundary between these regions. In the endcap, α1/2 ∼ 1
on average, but its behaviour across pseudorapidity is not
uniform.

The intercalibration of the calorimeter layers with muons
relies on the proper modelling in the simulation of the induced
ionisation current by muons in each calorimeter layer. The
following sources of uncertainty are considered:

• uncertainty in the exact path length traversed by muons,
related to uncertainty in the geometry of the read-out cells;

• uncertainty in the effect of the reduced electric field at the
transition between the different calorimeter layers;

• uncertainty in the modelling of the conversion of deposited
energy to ionisation current due to variations in the electric
field following the accordion structure of the absorbers and
electrodes;
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Fig. 12 Ratio 〈E1/2〉data/〈E1/2〉MC as a function of |η|, as obtained
from the peak position of muon energy deposits in L1 and L2, and from
the mean of these energy deposits computed in an interval containing
90 % of the distribution. The error bars represent the total uncertainty
specific to the Z → µµ analysis

• uncertainty in the cross-talk between different calorime-
ter cells (between L1 cells, between L1 and L2 cells and
between L2 cells) [34] which affects the measured energy
for muons (using three cells in L1 and two cells in L2).

These uncertainties are evaluated by implementing the
corresponding changes in the simulation. The resulting
uncertainty on the relative calibration of L1 and L2 rises
from 1 to 1.5 % with the pseudorapidity in the barrel and is
1.5 % in the endcap.

These uncertainties are also propagated to uncertainties
on the modelling of E1/2 for electrons and photons, as this
variable is used in Sect. 8 for the passive-material determi-
nation. For this modelling, the difference between data and
simulation in the description of lateral EM shower shape is
also taken into account, as it affects L2 more than L1.

In addition, the HG response in L1 is found to be sensitive
to the pile-up-dependent optimisation of the OFC, for 1.8 <

|η| < 2.3, with an uncertainty rising from 1 to 5 % in this
region. Since in this region most high-ET EM showers have
their highest energy cell in L1 recorded in MG, this additional
uncertainty is accounted for when applying the muon-based
calibration to electrons or photons.

The L1/L2 calibration biasα1/2 discussed in this section is
removed by applying an |η|-dependent correction to the layer
intercalibration in data. The correction can be applied to the
energy measured either in L1 (by defining Ecorr

1 = E1/α1/2)
or in L2 (Ecorr

2 = E2 × α1/2). The latter option is chosen,
as a direct comparison of E2 in data and simulation shows
that the pattern vs |η| observed in Fig. 12 is localised in
L2. After all other corrections discussed in the rest of the
paper are applied, and in particular the overall energy scale
correction discussed in Sect. 9, the calibrated particle energy
is unaffected by this choice.
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Electron momentum calibration

Third step is to calibrate the response  

ATLAS & D0: Calibrate energy as a function of pseudorapidity 
using  decays


ATLAS validates the calibration with  decays

Z → ee

J/ψ → ee

27

the η dependence of the underlying energy flow which
implies that reconstructed Z boson mass should have a
small η dependence. This is a small effect, but we take
it into account in the measurement of MW by simulating
this dependence in fast MC.
To derive an ηdet-dependent correction to the electron

energy scale, we split our sample of CC-CC Z → ee
events into 15 categories as defined in Table II (Sec. VB).
We use our standard procedures to fit for the Z boson
mass, separately for each category. These procedures use
mee templates produced using fast MC, in which the ef-
fect of the underlying energy is included. The results of
these mass fits are summarized in Fig. 29. We define one
relative gain constant for each |ηdet| bin (Table I) and we
translate the 15 mass values from Fig. 29 into the val-
ues of the 5 relative gain constants. The world average
value [28–31] of the Z boson mass is used to translate
energies into per-electron relative gains.
The results of the translation are shown in Fig. 29.

They are used in fast MC for the simulation of the
ηdet nonuniformity in the calorimeter gains.
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FIG. 29: (a) Result of the Z boson mass fit per ηdet category
prior to applying η-dependent corrections (Table II). (b) Re-
sult of the translation into one relative gain constant per ηdet
bin.

4. Energy Response and Resolution

The reconstructed electron energy E is simulated as:

E = REM(E0, ηdet, L) ⊗ σEM(E0, η)

+∆E(SET, L, peT , ηdet, u‖),
(22)

where E0 is the electron energy after the FSR simula-
tion, REM ⊗ σEM is distributed as a gaussian with mean
given by the energy response REM, and width given by
the energy resolution σEM. The term ∆E describes the
deposition of energy from hadronic showers inside the
electron reconstruction cone.
The resolution of the EM calorimeter σEM is modeled

as:

σEM

E0
=

√

C2
EM +

S2
EM

E0
+

N2
EM

E2
0

. (23)

in which CEM, SEM and NEM correspond to the con-
stant, sampling and noise terms, respectively. Owing to
the uninstrumented material in front of the calorimeter,
the sampling term parameter SEM depends on electron
energy and incident angle, and is parametrized as:

SEM = S0 exp

[
S1

(
1

sin θ
− 1

)]
+

(S2η + S3)√
E0

, (24)

where,

S0 =0.15294± 0.00005GeV1/2

S1 =1.543± 0.007

S2 =− 0.025± 0.001GeV

S3 =0.172± 0.002GeV.

The values of the smearing parameters S0 to S3 are de-
termined from the improved simulation of the D0 detec-
tor, as discussed in Sec. V. The uncertainties quoted in
the parameters are determined by propagating the uncer-
tainty in the thickness of the cylinder added to the full
MC simulation, which comes from the limited size of the
Z → ee sample used in the tuning procedure. Figure 30
shows the electron energy sampling resolution SEM/

√
E0

for four different values of electron η. The strong en-
ergy and angular dependencies in Eq. 24 are caused by
the energy lost in the uninstrumented material before the
calorimeter.
The value of NEM is set to zero since the contribu-

tion of the noise term is small at the energies of electrons
from W boson and Z boson decay and since the most
important source of noise is already discribed in the fluc-
tuations of ∆E. The extraction of CEM from the width
of the Z boson mass peak is discussed in Sec. VIIC 5.
In the vicinity of the φ-module boundaries of the cen-

tral calorimeter, the modeling of the electron energy re-
sponse and resolution in fast MC is modified compared
to the description above. The Gaussian resolution model
is modified to include a lossy tail given by a Crystal Ball
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the track p is corrected for the momentum scale, resolution and sagitta
bias. The mean for the E/p distribution integrated in φ is normalised
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Ev
en

ts
 / 

 0
.4

 G
eV

5000

10000

15000

20000

25000

30000
Data

−e+ e→Z
Background

ATLAS
-1 = 7 TeV, 4.6 fbs

 [GeV]ll m
80 82 84 86 88 90 92 94 96 98 100D

at
a 

/ P
re

d.

0.95
1

1.05
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7.4 Electron selection efficiency

Electron efficiency corrections are determined using samples
of W → eν, Z → ee, and J/ψ → ee events, and measured
separately for electron reconstruction, identification and trig-
ger efficiencies [38], as a function of electron η and pT. In
the pT range relevant for the measurement of the W -boson
mass, the reconstruction and identification efficiency correc-
tions have a typical uncertainty of 0.1–0.2% in the barrel, and
0.3% in the endcap. The trigger efficiency corrections have
an uncertainty smaller than 0.1%, and are weakly dependent
on p"

T.

For a data-taking period corresponding to approximately
20% of the integrated luminosity, the LAr calorimeter suf-
fered from six front-end board failures. During this period,
electrons could not be reconstructed in the region of 0 <

η < 1.475 and − 0.9 < φ < − 0.5. The data-taking con-
ditions are reflected in the simulation for the correspond-
ing fraction of events. However, the trigger acceptance loss
is not perfectly simulated, and dedicated efficiency correc-
tions are derived as a function of η and φ to correct the
mismodelling, and applied in addition to the initial correc-
tions.

As described in Sect. 5, isolation requirements are applied
to the identified electrons. Their efficiency is approximately
95% in the simulated event samples, and energy-isolation
efficiency corrections are derived as for the reconstruc-
tion, identification, and trigger efficiencies. The energy-
isolation efficiency corrections deviate from unity by less
than 0.5%, with an uncertainty smaller than 0.2% on aver-
age.

Finally, as positively and negatively charged W -boson
events have different final-state distributions, the W+ con-
tamination in the W− sample, and vice versa, constitutes
an additional source of uncertainty. The rate of electron
charge mismeasurement in simulated events rises from about
0.2% in the barrel to 4% in the endcap. Estimates of charge
mismeasurement in data confirm these predictions within
better than 0.1%, apart from the high |η| region where
differences up to 1% are observed. The electron charge
mismeasurement induces a systematic uncertainty in mW
of approximately 0.5 MeV in the regions of |η"| < 0.6
and 0.6 < |η"| < 1.2, and of 5 MeV in the region of
1.8 < |η"| < 2.4, separately for W+ and W−. Since the
W+ and W− samples contaminate each other, the effect
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Measurement requires precise calibrations 
of momentum scale and resolution

Recoil scale

6

ton’s (antiproton’s) total momentum, producing a W
or Z boson at center of mass energy

√
ŝ ≡ Q equal

to its mass times c2. The rate of production can be
predicted from two components: (1) the momentum
fraction distributions of the quarks, fq(x,Q2), which
are determined from fits to world data [23, 24]; and
(2) a perturbative calculation of the qq̄′ → W or Z
boson process [25].

d (u)
u
u (d)

p Epx

u
u
d

p Epx

)0 (Z+W
Q

+l

)- (lν

FIG. 4: Leading-order annihilation of a quark and an-
tiquark inside the proton and antiproton, respectively,
producing a W+ or Z0 boson. The quark (antiquark)
has energy xpEp (xp̄Ep̄), where Ep (Ep̄) represents the
total proton (antiproton) energy. The production occurs
at a partonic center-of-mass energy Q. The uū → Z0 and
dū → W− processes are similar.

W and Z bosons can decay to lepton or quark
pairs. Decays to quark pairs are not observable
given the large direct qq̄′ background, and decays to
τ → ντ+hadrons are not as precisely measured as
boson decays to electrons or muons. For these rea-
sons we restrict ourselves to the direct electronic and
muonic decays (W → eν, W → µν, Z → ee, and
Z → µµ), with the corresponding decays to τ → lep-
tons considered as backgrounds to these processes
(Section VIII). The branching ratio for each lep-
tonic decay W → lν (Z → ll) is ≈11% (3.3%), and
the measured cross section times branching ratio is
(2749± 174) pb [(254.9± 16.2) pb] [26].

B. Conventions

We use both Cartesian and cylindrical coordinate
systems, in which +z points in the direction of the
proton beam (east) and the origin is at the center
of the detector. In the right-handed Cartesian coor-
dinate system, +x points north (outward from the
ring) and +y points upwards; in the cylindrical sys-
tem, φ is the azimuthal angle and r is the radius from
the center of the detector in the x − y plane. The
rapidity y = − 1

2 ln[(E − pzc)/(E + pzc)] is additive

l
Tp

ν
Tp

Tu

||u

u

FIG. 5: A W boson event, with the recoil hadron mo-
mentum (!uT ) separated into axes parallel (u||) and per-
pendicular (u⊥) to the charged lepton.

under Lorentz boosts along the z axis. For massless
particles, this quantity is equal to the pseudorapidity
η = − ln[tan(θ/2)], where θ is the polar angle with
respect to the z axis. All angles are quoted in radians
unless otherwise indicated.
Because the interacting quarks’ longitudinal mo-

menta pz are not known for each event, we gener-
ally work with momenta transverse to the beam line.
The interacting protons and antiprotons have no net
transverse momentum. Electron energy (muon mo-
mentum) measured using the calorimeter (tracker) is
denoted as E (&p), and the corresponding transverse
momenta &pT are derived using the measured track
direction and neglecting particle masses. The event
calorimetric &pT , excluding the lepton(s), is calculated
assuming massless particles using calorimeter tower
energies (Section IIIA 2) and the lepton production
vertex, and provides a measurement of the recoil mo-
mentum vector &uT . The component of recoil pro-
jected along the lepton direction is denoted u|| and
the orthogonal component is u⊥ (Fig. 5). The trans-
verse momentum imbalance in a W boson event is
a measure of the neutrino transverse momentum &p ν

T
and is given by &p/T = −(&p l

T + &uT ), where &p l
T is the

measured charged lepton transverse momentum.
When electromagnetic charge is not indicated,

both charges are considered. We use units where
! = c ≡ 1 for the remainder of this paper.

C. Measurement Strategy

The measurement of the final state from W → lν
decays involves a measurement of &p l

T and the total
recoil &uT . The neutrino escapes detection and the
unknown initial partonic pz precludes the use of pz
conservation in the measurement. The boson invari-
ant mass is thus not reconstructable; rather, the 2-
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Second step is the reconstruction of the recoil 
ATLAS and D0 remove a common reconstruction window of 


D0 removes recoil energy in simulation using a distribution derived from a 
random direction; also adds electron shower leakage to simulation


ATLAS adds a rotated cluster from the same event to the data recoil

ΔR < 0.2

First step is data uniformity corrections 
ATLAS corrects measured cell energies for EM and hadronic shower differences

9

8 × 36 × 1030 cm−2s−1, we expect an average of 10 si-
multaneous inelastic interactions per bunch crossing.
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FIG. 4: [color online] Instantaneous luminosity profiles for
Run IIa and Run IIb. The instantaneous luminosity is given
as a multiple of 36 × 1030 cm−2s−1 since there were 36 pp̄
bunch crossings per turn in the Tevatron Collider.

This high instantaneous luminosity results in extra pp
interactions in the same beam crossing as the event of
interest. We measure the effect of this pileup by collect-
ing pp interactions in random beam crossings which are
labeled zero-bias (ZB) events. There are also extra in-
teractions not due to the hard parton-parton scattering
of interest coming from spectator partons in the same pp
collision as the hard scattering. These extra interactions
are studied using minimum-bias (MB) events, selected
by requiring a coincidence between luminosity-monitor
scintillation counters. The selection requires zero or one
reconstructed primary (hard collision) vertex. The num-
ber of multiple interactions accompanying an event of
interest scales with instantaneous luminosity, while the
contribution of spectator partons is independent of it.

A. Electron Reconstruction

The measured EM energy associated with an electron
(Eunc

EM) in the central calorimeter is the sum of the ener-
gies in all EM cells whose centers lie in a cone of radius
∆R =

√
(∆η)2 + (∆φ)2 = 0.2 centered on the tower with

the highest transverse energy. The definition of the elec-
tron energy reconstruction cone (13 towers) is shown in
Fig. 5. The total uncorrected energy Eunc

tot (∆R) is the
sum of the energies in all cells within a given cone of size
∆R centered on the central tower, over all layers of the
calorimeter, including the hadronic calorimeter layers.
The identification of this cluster of EM energy as a

candidate true electron is based on the following four
parameters:

• EM fraction: A true electron will deposit nearly
all of its energy in the EM layers of the calorimeter.

FIG. 5: The 13 calorimeter towers defined as the electron
reconstruction cone. The cone is centered on the tower with
the highest transverse energy. A circle of radius ∆R = 0.2 is
shown for comparison.

Therefore the EM fraction

fEM ≡
Eunc

EM(∆R < 0.2)

Eunc
tot (∆R < 0.2)

(8)

is expected to be close to 1.

• Isolation: In an electron shower most of the en-
ergy is deposited in a narrow cone with little energy
around it. Therefore

fiso ≡
Eunc

tot (∆R < 0.4)− Eunc
EM(∆R < 0.2)

Eunc
EM(∆R < 0.2)

(9)

is expected to be close to zero. Isolation provides
discrimination against hadronic showers, which
tend to be wider.

• HMatrix: The transverse and longitudinal shapes
of an electron shower are well-modeled by MC sim-
ulations. Therefore, it is possible to determine a
multivariate likelihood based on a set of variables
whose correlations and variances allow the discrim-
ination of electron showers. The variables used are:

HMatrix7 (used in the CC) is built from the
following variables: EM fractions in layers 1,
2, 3, 4, shower transverse width in the φ direc-
tion, log(Eunc

tot ), and zV (the production vertex
z coordinate).

HMatrix8 (used in the EC) is built from
the same variables as HMatrix7 plus the
shower width in the direction perpendicular
to the beam in the plane of third layer of the
calorimeter (EM3).
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∆u‖ as a function of u‖ separately for various bins of SET.

2. Fit Results

The results from the minimization of the mean ηimb as
a function of peeT for collider data are

r0 = 1.047± 0.008,

r1 = 2.07± 0.39,

τHAD = 2.51± 0.32 GeV,

and the results from the minimization of the RMS are

σ0 = 1.238± 0.040,

αMB = 0.633± 0.064.

The corresponding two correlation matrices are:





r0 r1 τHAD

r0 1 0.30 −0.49
r1 0.30 1 −0.90
τHAD −0.49 −0.90 1



,
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FIG. 34: (a) The fraction of electron showers that leak outside
the reconstruction cone in the CC, and (b) the fraction of
the electron transverse momentum that is added to the recoil
system for clusters without in-cone FSR photons, both as a
function of electron η.

and

( σ0 αMB

σ0 1 −0.68
αMB −0.68 1

)
.

Figure 36 shows the comparison of the mean and the
width of the ηimb momentum imbalance distributions be-
tween data and fast MC for the ten different peeT bins.
The quantity χ is defined as the ratio of the difference
between data and fast MC divided by the uncertainty in
the data for each bin.

3. Recoil Modeling Systematic Uncertainties

The size of the Z → ee sample determines the statis-
tical precision of the five smearing parameters. We use
pseudo-experiments, as described in Sec. II E, to propa-
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2. Fit Results

The results from the minimization of the mean ηimb as
a function of peeT for collider data are

r0 = 1.047± 0.008,

r1 = 2.07± 0.39,

τHAD = 2.51± 0.32 GeV,

and the results from the minimization of the RMS are

σ0 = 1.238± 0.040,

αMB = 0.633± 0.064.

The corresponding two correlation matrices are:




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FIG. 34: (a) The fraction of electron showers that leak outside
the reconstruction cone in the CC, and (b) the fraction of
the electron transverse momentum that is added to the recoil
system for clusters without in-cone FSR photons, both as a
function of electron η.

and

( σ0 αMB

σ0 1 −0.68
αMB −0.68 1

)
.

Figure 36 shows the comparison of the mean and the
width of the ηimb momentum imbalance distributions be-
tween data and fast MC for the ten different peeT bins.
The quantity χ is defined as the ratio of the difference
between data and fast MC divided by the uncertainty in
the data for each bin.

3. Recoil Modeling Systematic Uncertainties

The size of the Z → ee sample determines the statis-
tical precision of the five smearing parameters. We use
pseudo-experiments, as described in Sec. II E, to propa-
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Fig. 12 Recoil distributions for a uZ
‖ , b uZ

‖ + p!!
T , (c) uZ

⊥, and (d) uT in Z → µµ events. The data are compared to the simulation before and
after applying the recoil corrections described in the text. The lower panels show the data-to-prediction ratios, with the vertical bars showing the
statistical uncertainty

events. This difference is equivalent to 6% of the size of the
residual resolution correction, which increases the standard
deviation of the u⊥ distribution by 0.5%. Accordingly, the
corresponding systematic uncertainty due to the extrapola-
tion of the recoil calibration from Z - to W -boson events is
estimated by varying the energy resolution parameter r of
Eqs. (5) and (6) by 6%. The impact of this uncertainty on the
extraction of mW is approximately 0.2 MeV for the p!

T dis-
tribution, and 5.1 MeV for the mT distribution. The extrapo-
lation uncertainty of the energy-scale correction b was found
to be negligible in comparison.

In addition, the statistical uncertainty of the correction
factors contributes 2.0 MeV for the p!

T distribution, and
2.7 MeV for the mT distribution. Finally, instead of using
a binned correction, a smooth interpolation of the correc-
tion values between the bins is performed. Comparing the

binned and interpolated correction parameters b(pVT ,"E∗
T

′)
and r(pVT ,"E∗

T
′) leads to a systematic uncertainty in mW of

1.4 and 3.1 MeV for the p!
T andmT distributions, respectively.

Systematic uncertainties in the ux,y corrections are found to
be small compared to the other systematic uncertainties, and
are neglected.

The impact of the uncertainties of the recoil calibra-
tion on the extraction of the W -boson mass from the p!

T
and mT distributions are summarised in Table 6. The deter-
mination of mW from the p!

T distribution is only slightly
affected by the uncertainties of the recoil calibration, whereas
larger uncertainties are estimated for themT distribution. The
largest uncertainties are induced by the "E∗

T corrections and
by the extrapolation of the recoil energy-scale and energy-
resolution corrections from Z - to W -boson events. The sys-
tematic uncertainties are in general smaller for W− events
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FIG. 36: [color online] Data and fast MC comparison of the (a) mean and (c) width of the ηimb for the ten different bins in pZT .
The χ value per pZT bin for the (b) mean and (d) width of the ηimb.

is within 0.05 in ∆η and within 0.05 in ∆φ from the
EM cluster (Sec. IVA), instead of using the standard
track matching, which contains track quality require-
ments (Sec. IVF). This sample contains all events sat-
isfying the standard selection requirements, but has a
significantly higher contamination from MJ background
than the standard sample. The probabilities for elec-
tron candidates in W → eν events (εe) and in MJ events
(εf ) to pass the complete matching requirements given
that they already satisfy the loose match requirement
are determined in control samples. The probability for
real electrons is determined from Z → ee data using tag
and probe, and the probability for electron candidates in
MJ events is determined from data dijet events. They are
parametrized as a function of electron pT and can be seen
in Figs. 37 and 38. The loose sample event yield, NL, the
standard sample event yield, N , and the two probabili-
ties are then used to determine the MJ background yield
in each bin i of a distribution by solving the system of
equations

N (i)
L = N (i)

W +N (i)
MJ,

N (i) = ε(i)e N (i)
W + ε(i)f N (i)

MJ,
(36)

for the MJ background, given by εfNMJ. The contribu-
tion from MJ events is found to be (1.02± 0.06)% of the
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FIG. 37: [color online] Tight track match efficiency as a func-
tion of the electron peT measured relative to the loose track
match requirement.

selected W → eν candidate sample. The uncertainty is
dominated by the precision with which the tight track
match efficiency is determined.
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FIG. 35: [color online] The distribution of the recoil relative
transverse momentum and ∆φ resolutions for full MC (boxes)
and fit (contours) for (a) 4.5 < pVT < 5.0GeV and for (b)
18 < pVT < 20GeV.

gate their uncertainties to the measured MW and deter-
mine the recoil modeling systematic uncertainty. We find
uncertainties of 5 MeV, 6 MeV and 14 MeV for the mT ,
peT and /ET results.

VIII. BACKGROUNDS

There are three significant backgrounds in theW → eν
sample, whose shapes need to be added to the fast MC
templates before comparing to the data distributions:

• Z → ee events in which one electron is not detected
in a poorly instrumented region of the detector.

• Multijet events (MJ) in which a jet is misidentified
as an electron and /ET arises from misreconstruc-
tion.

• W → τν → eννν events.

The Z → ee component is estimated directly from the
W → eν data sample, the MJ component using a ma-
trix method, and the W → τν from simulation. The
subsections below provide detailed description of their
determination.

A. Z → ee Background

Z → ee events are present in the W → eν sample when
there is substantial /ET from mismeasurement of energy.
We directly estimate the Z → ee contamination from
the W → eν sample, selecting events that pass the full
W sample selection, modified to include selection of an
additional reconstructed cluster chosen to indicate that
the selected event is likely a Z boson decay. Most often
the second cluster is in the inter-cryostat region (ICR),
which is outside the electron acceptance in this analysis
and has poor sampling of the event energy flow since the
ICD is not included in /ET reconstruction. The Z → ee
background from events where neither electron is in the
ICR is negligible.
Since we cannot directly identify electrons in the ICR,

we estimate the number of Z → ee events using electrons
reconstructed as jets in this region and electron tracks
candidates. The jet is required to have a matched track
such that the invariant mass of this track and the elec-
tron is consistent with the Z boson mass. To estimate
the absolute number of Z → ee events in the W → eν
sample, we count the number of candidates passing the
W plus the additional jet selection (N(e, jet)) and use:

N(Z → ee background) =
N(e, jet)

ε′jet ×A(e, trk)
, (35)

where ε′jet = εjet × A(e, jet)/A(e, trk) is the relative ef-
ficiency to find a jet given the presence of a matching
track and A(e, trk) is the track acceptance in the invari-
ant mass window 70 < me,trk < 110GeV, both measured
in data control samples. The fraction of Z → ee back-
ground events in the W → eν candidate sample is found
to be (1.08±0.02)%. The uncertainty is dominated by
the precision with which the efficiency ε′jet is determined
and by the limited number of jet objects reconstructed
in the ICR consistent within the Z → ee mass window.

B. Multijet Background

The MJ background is determined using a loose sam-
ple obtained by only requiring that the matched track
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FIG. 35: [color online] The distribution of the recoil relative
transverse momentum and ∆φ resolutions for full MC (boxes)
and fit (contours) for (a) 4.5 < pVT < 5.0GeV and for (b)
18 < pVT < 20GeV.

gate their uncertainties to the measured MW and deter-
mine the recoil modeling systematic uncertainty. We find
uncertainties of 5 MeV, 6 MeV and 14 MeV for the mT ,
peT and /ET results.

VIII. BACKGROUNDS

There are three significant backgrounds in theW → eν
sample, whose shapes need to be added to the fast MC
templates before comparing to the data distributions:

• Z → ee events in which one electron is not detected
in a poorly instrumented region of the detector.

• Multijet events (MJ) in which a jet is misidentified
as an electron and /ET arises from misreconstruc-
tion.

• W → τν → eννν events.

The Z → ee component is estimated directly from the
W → eν data sample, the MJ component using a ma-
trix method, and the W → τν from simulation. The
subsections below provide detailed description of their
determination.

A. Z → ee Background

Z → ee events are present in the W → eν sample when
there is substantial /ET from mismeasurement of energy.
We directly estimate the Z → ee contamination from
the W → eν sample, selecting events that pass the full
W sample selection, modified to include selection of an
additional reconstructed cluster chosen to indicate that
the selected event is likely a Z boson decay. Most often
the second cluster is in the inter-cryostat region (ICR),
which is outside the electron acceptance in this analysis
and has poor sampling of the event energy flow since the
ICD is not included in /ET reconstruction. The Z → ee
background from events where neither electron is in the
ICR is negligible.
Since we cannot directly identify electrons in the ICR,

we estimate the number of Z → ee events using electrons
reconstructed as jets in this region and electron tracks
candidates. The jet is required to have a matched track
such that the invariant mass of this track and the elec-
tron is consistent with the Z boson mass. To estimate
the absolute number of Z → ee events in the W → eν
sample, we count the number of candidates passing the
W plus the additional jet selection (N(e, jet)) and use:

N(Z → ee background) =
N(e, jet)

ε′jet ×A(e, trk)
, (35)

where ε′jet = εjet × A(e, jet)/A(e, trk) is the relative ef-
ficiency to find a jet given the presence of a matching
track and A(e, trk) is the track acceptance in the invari-
ant mass window 70 < me,trk < 110GeV, both measured
in data control samples. The fraction of Z → ee back-
ground events in the W → eν candidate sample is found
to be (1.08±0.02)%. The uncertainty is dominated by
the precision with which the efficiency ε′jet is determined
and by the limited number of jet objects reconstructed
in the ICR consistent within the Z → ee mass window.

B. Multijet Background

The MJ background is determined using a loose sam-
ple obtained by only requiring that the matched track
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difference of the reconstructed electron energy in the full
sample to the one in the sample with electron only. The
relationship between ∆u‖ and ∆E is strongly dependent
on SET, L, peT , ηdet, and u‖ and those variables are used
to parametrize the model in the fast MC. Figure 32 shows
the comparison between the ∆E distribution in full MC
and the one in fast MC, which uses the ∆u‖ library and
the parametrized model for the relationship with ∆E.
The ∆u‖ library determined in the studies of the elec-

tron cone effects also provide information for the recoil
system, as discussed in Sec. VII D. We show the depen-
dence of the mean ∆u‖ (〈∆u‖〉) on L in Fig. 33(a) for
various bins of SET. In a given bin of SET, there is al-
most no dependence of 〈∆u‖〉 on L, while, for the full
SET range, the strong dependence on L comes only from
the correlation between SET and L. We show the de-
pendence of mean 〈∆u‖〉 on u‖ in Fig. 33(b) for various
bins of SET. In a given bin of SET, the 〈∆u‖〉 always
increases with increasing u‖ as the recoil gets closer to
the electron cone. Our interpretation is that, at a fixed
SET, the soft recoil component is fixed and we can study
the hard recoil contribution which is controlled by u‖.
For the full SET range, the dip around u‖ ≈ 0 happens
because, in a high pileup environment, a small u‖ almost
always implies small SET.

D. Hadronic Recoil Parameterization

The hadronic recoil simulation in the fast MC uses a
multi-component model that can be decomposed into:

"uT = "u HARD
T + "u SOFT

T + "u ELEC
T + "u FSR

T , (28)

where "u HARD
T is the dominant part of the recoil balanc-

ing the vector boson, "u SOFT
T describes the zero-bias and

minimum-bias contribution, "u ELEC
T models the hadronic

energy in the electron cone and electron energy leakage
out of the cone, and "u FSR

T is the out-of-cone electron FSR
contribution. The contribution of out-of-cone photons to
the recoil transverse momentum, "u FSR

T , is parametrized
as a function of the photon pseudorapidity and energy,
derived from a dedicated full MC simulation. The third
component, "u ELEC

T , is defined as:

"u ELEC
T = −∆u‖p̂eT + "p LEAK

T , (29)

where p̂eT is an unit vector in the direction of "p e
T and ∆u‖

is discussed in Sec. VII C6. The value of "p LEAK
T , which

describes the energy leakage from the electron reconstruc-
tion cone due to calorimeter shower development, is de-
termined using single electron full MC as a ηe-dependent
fraction of peT . Figure 34 shows the fraction of electron
showers that leak outside the reconstruction cone and
the fraction of their energy that is added to the recoil
system. The electron shower leakage is parametrized in-
dependently for electrons with and without in-cone FSR,
since the photon shower contributes to the total energy
leaked.

1. Hard and Soft Recoil Models

The hard recoil model is derived from a special sam-
ple of Z → νν full MC events generated with pythia
without simulation of multiple parton interactions and
without overlay of zero-bias events. The generated events
are processed through the full chain of the detector sim-
ulation and reconstruction. Since the neutrinos escape
undetected, all the energy measured in the detector can
be attributed to the recoil alone. To obtain kinematics
similar to Z → ee events, both neutrinos from a Z boson
decay are required to have |η| < 1.3.
The model simulates the magnitude (uνν

T ) and direc-
tion (φ) of the reconstructed hard recoil as a function
of the negative of the generator-level transverse momen-
tum of the vector boson, "pV

T . The model is parametrized
using two variables, the relative transverse momentum

R =
uνν
T − pVT
pVT

, (30)

and the angular resolution

∆φ = φ("u νν
T )− φ("pV

T ),with (|∆φ| < π). (31)

The Z → νν sample is divided into 32 bins of pVT . For
each bin the distribution of R versus ∆φ is smoothed to
obtain a continuous probability density P (R,∆φ). The
smoothing function is a product of a log-normal distri-
bution in R with a normal distribution in ∆φ. Two ex-
amples of such probability density functions are shown
in Fig. 35 for 4.5 < pVT < 5.0GeV and for 18 < pVT <
20GeV. The correlation between R and ∆φ is described
by assuming that the mean of the log-normal distribu-
tion has a linear dependence on ∆φ. The smoothing fits
are shown in Fig. 35 as colored contours. From these,
the simulated R and ∆φ values for a fast MC event are
chosen by randomly sampling the probability density cor-
responding to the boson pT .
The hard recoil model described thus far applies to

full MC Z → νν events. To correct for imperfections in
the simulation, additional smearing parameters are intro-
duced and applied to the component uνν

‖ = uνν
T cos(∆φ)

in the direction of "pV
T to give the corrected recoil denoted

by uHARD
‖ :

uHARD
‖ /pVT = (r0 + r1e

−pV

T
/τHAD)(R(pVT ) + 1)

+σ0(u
νν
‖ /pVT −R(pVT )− 1). (32)

The perpendicular component

uHARD
⊥ = uνν

T sin(∆φ)

remains unmodified. The mean values R(pVT ) = 〈(uνν
‖ −

pVT )
/
pVT 〉 are determined from the smoothed distributions

for (R,∆φ). The smearing parameters r0, r1, τHAD, and
σ0 are determined as described below.
The soft recoil is modeled from the measured recoils

in collider data minimum-bias and zero-bias events. In
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FIG. 32: [color online] Mean ∆E as a function of (a) SET, (b) instantaneous luminosity, (c) ηdet, and (d) u‖ comparing full
and fast MC.

addition to being selected by the minimum-bias trigger,
the minimum-bias events are required to have zero or one
reconstructed primary vertex. The zero-bias events are
sampled to give the instantaneous luminosity distribution
observed in the data. We create lists of the magnitude
and direction of recoil in the minimum-bias and zero-bias
events, and for a given fast MC event, the simulated soft
recoil is created by taking one !uT value from each of the
minimum-bias and zero-bias lists and combining them to
give the soft recoil

!uSOFT
T =

√
αMB !uMB

T + !uZB
T , (33)

where αMB is a parameter that controls the soft recoil
resolution.
We determine values for the five parameters r0, r1,

τHAD, σ0 and αMB by fits comparing data (or full MC)
to the fast MC simulation using a method first used by
the UA2 collaboration [33]. The momentum imbalance
between the pT of the dielectron system and the recoil
uT in Z → ee events is projected on the bisector η̂ of the
electron and positron directions

ηimb ≡ (!p ee
T + !uT ) · η̂ (34)

as shown in Fig. 2. The bisector is chosen to reduce the
dependence between the electron energy scale and the
hadronic recoil, because the bisector is independent of
fluctuations in the measured electron energies. The ηimb

distributions are made in bins of reconstructed peeT for
both data (or full MC) and fast MC. The five parameters
are determined by constructing separate fast MC samples
with varying values of the parameters and finding the
parameter values that minimize the χ2 difference between
the mean (as functions of r0, r1 and τHAD) and RMS (as
functions of σ0 and αMB) of ηimb for data and fast MC
distributions. The fits using the mean and the RMS are
performed independently.

ATLAS applies ~100 MeV shifts to recoil
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FIG. S3: (left) Sketches of typical transverse vectors associated to quantities reconstructed in a W -boson event, with
the recoil hadron momentum (!uT ) separated into axes parallel (u||) and perpendicular (u⊥) to the charged lepton.
(right) Illustration of the η and ξ axes in Z boson events.

FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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FIG. 36: [color online] Data and fast MC comparison of the (a) mean and (c) width of the ηimb for the ten different bins in pZT .
The χ value per pZT bin for the (b) mean and (d) width of the ηimb.

is within 0.05 in ∆η and within 0.05 in ∆φ from the
EM cluster (Sec. IVA), instead of using the standard
track matching, which contains track quality require-
ments (Sec. IVF). This sample contains all events sat-
isfying the standard selection requirements, but has a
significantly higher contamination from MJ background
than the standard sample. The probabilities for elec-
tron candidates in W → eν events (εe) and in MJ events
(εf ) to pass the complete matching requirements given
that they already satisfy the loose match requirement
are determined in control samples. The probability for
real electrons is determined from Z → ee data using tag
and probe, and the probability for electron candidates in
MJ events is determined from data dijet events. They are
parametrized as a function of electron pT and can be seen
in Figs. 37 and 38. The loose sample event yield, NL, the
standard sample event yield, N , and the two probabili-
ties are then used to determine the MJ background yield
in each bin i of a distribution by solving the system of
equations

N (i)
L = N (i)

W +N (i)
MJ,

N (i) = ε(i)e N (i)
W + ε(i)f N (i)

MJ,
(36)

for the MJ background, given by εfNMJ. The contribu-
tion from MJ events is found to be (1.02± 0.06)% of the
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FIG. 37: [color online] Tight track match efficiency as a func-
tion of the electron peT measured relative to the loose track
match requirement.

selected W → eν candidate sample. The uncertainty is
dominated by the precision with which the tight track
match efficiency is determined.

7

source event sample into corrected values matching the distribution of a target event sample.
This is achieved using probability integral transforms of the models for the source and target
distributions.

The calibration corrections are applied to the simulation using the direction of the generated
boson transverse momentum to define the axis in the transverse plane needed for the definition
of uk and u?.

The left panel of Fig. 3 shows one example of the fit to calibration data events using the sum
of three Gaussians to the uk distribution. The right panel shows the recoil distributions in data
and simulation.
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Figure 3: Left: Example of the fit to calibration data events using the sum of three Gaussians
to the uk distribution. Right: Comparison of the recoil distributions in data and simulation,
and the pull distribution including both statistical and systematic experimental uncertainties
(described in Section 8).

7 Analysis techniques and theory inputs
Several theory variations and MC correction factors have been implemented for the measure-
ment of the Z boson mass using the Wlike procedure. Besides event weights related to PDF
alternatives, binned distributions are also used to reweight the shape of the boson transverse
momentum and polarization.

7.1 W and Z boson production

The Z boson leptonic decays can be triggered and selected at the LHC with high purity. They
are used for calibration purposes and their differential cross sections provide precise informa-
tion about PDFs and the production processes. The transverse momentum distribution of the Z
boson can be accurately measured and used to tune non-perturbative parameters in the Monte
Carlo generators. This measurement indirectly constrains the transverse momentum distribu-
tion of the W boson.

In the last years, new matrix element generators have been developed, such as POWHEG, based
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Fig. 12 Recoil distributions for a uZ
‖ , b uZ

‖ + p!!
T , (c) uZ

⊥, and (d) uT in Z → µµ events. The data are compared to the simulation before and
after applying the recoil corrections described in the text. The lower panels show the data-to-prediction ratios, with the vertical bars showing the
statistical uncertainty

events. This difference is equivalent to 6% of the size of the
residual resolution correction, which increases the standard
deviation of the u⊥ distribution by 0.5%. Accordingly, the
corresponding systematic uncertainty due to the extrapola-
tion of the recoil calibration from Z - to W -boson events is
estimated by varying the energy resolution parameter r of
Eqs. (5) and (6) by 6%. The impact of this uncertainty on the
extraction of mW is approximately 0.2 MeV for the p!

T dis-
tribution, and 5.1 MeV for the mT distribution. The extrapo-
lation uncertainty of the energy-scale correction b was found
to be negligible in comparison.

In addition, the statistical uncertainty of the correction
factors contributes 2.0 MeV for the p!

T distribution, and
2.7 MeV for the mT distribution. Finally, instead of using
a binned correction, a smooth interpolation of the correc-
tion values between the bins is performed. Comparing the

binned and interpolated correction parameters b(pVT ,"E∗
T

′)
and r(pVT ,"E∗

T
′) leads to a systematic uncertainty in mW of

1.4 and 3.1 MeV for the p!
T andmT distributions, respectively.

Systematic uncertainties in the ux,y corrections are found to
be small compared to the other systematic uncertainties, and
are neglected.

The impact of the uncertainties of the recoil calibra-
tion on the extraction of the W -boson mass from the p!

T
and mT distributions are summarised in Table 6. The deter-
mination of mW from the p!

T distribution is only slightly
affected by the uncertainties of the recoil calibration, whereas
larger uncertainties are estimated for themT distribution. The
largest uncertainties are induced by the "E∗

T corrections and
by the extrapolation of the recoil energy-scale and energy-
resolution corrections from Z - to W -boson events. The sys-
tematic uncertainties are in general smaller for W− events
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Fig. 11 Distributions of a !E∗
T and b azimuth φ of the recoil in data

and simulation for Z → µµ events. The !E∗
T distribution is shown

before and after applying the Smirnov-transform correction, and the

φ distribution is shown before and after the ux,y correction. The lower
panels show the data-to-prediction ratios, with the vertical bars showing
the statistical uncertainty

After the correction applied to the average number of pile-
up interactions, residual data-to-prediction differences in the
!E∗

T distribution are responsible for most of the remain-
ing uT resolution mismodelling. The !E∗

T distribution is
corrected by means of a Smirnov transform, which is a
mapping x → x ′(x) such that a function f (x) is trans-
formed into another target function g(x) through the rela-
tion f (x) → f (x ′) ≡ g(x) [115]. Accordingly, a mapping
!E∗

T → !E∗
T

′ is defined such that the distribution of !E∗
T

in simulation, hMC(!E∗
T), is transformed into hMC(!E∗

T
′)

to match the !E∗
T distribution in data, hdata(!E∗

T). The cor-
rection is derived for Z -boson events in bins of p##

T , as the
observed differences in the !E∗

T distribution depend on the
Z -boson transverse momentum. The result of this procedure
is illustrated in Fig. 11a. The modified distribution is used to
parameterise the recoil response corrections discussed in the
next section.

InW -boson events, the transverse momentum of the boson
can only be inferred from uT, which has worse resolution
compared to p##

T in Z -boson events. To overcome this lim-
itation, a pT-dependent correction is defined assuming that
the pT dependence of differences between data and simula-
tion in the !E∗

T distribution in W -boson events follows the
corresponding differences observed in Z -boson events. The
!E∗

T distribution to be matched by the simulation is defined
as follows for W -boson events:

h̃Wdata(!E∗
T, p

W
T )

≡ hZ
data(!E∗

T, p
##
T )

(
hWdata(!E∗

T)

hWMC(!E∗
T)

/ hZ
data(!E∗

T)

hZ
MC(!E∗

T)

)

, (4)

where pWT is the particle-level W -boson transverse momen-
tum, and p##

T the transverse momentum measured from the
decay-lepton pair, used as an approximation of the particle-

level pZT . The superscripts W and Z refer to W - or Z -
boson event samples, and the double ratio in the second term
accounts for the differences between the inclusive distribu-
tions in W - and Z -boson events. This correction is defined
separately for positively and negatively charged W bosons,
so as to incorporate the dependence of the pWT distribution on
the charge of the W boson. Using h̃Wdata(!E∗

T, p
W
T ) defined in

Eq. (4) as the target distribution, the pWT -dependent Smirnov
transform of the !E∗

T distribution in W -boson events is
defined as follows:

hWMC(!E∗
T; pWT ) → hWMC(!E∗

T
′; pWT ) ≡ h̃Wdata(!E∗

T; pWT ).

The validity of the approximation introduced in Eq. (4)
is verified by comparing hWdata(!E∗

T)/h
W
MC(!E∗

T) and hZ
data

(!E∗
T)/h

Z
MC(!E∗

T) in broad bins of uT. The associated sys-
tematic uncertainties are discussed in Sect. 8.3.

8.2 Residual response corrections

In the ideal case of beams coinciding with the z-axis, the
physical transverse momentum of W and Z bosons is uni-
formly distributed in φ. However, an offset of the interac-
tion point with respect to the detector centre in the trans-
verse plane, the non-zero crossing angle between the pro-
ton beams, and φ-dependent response of the calorimeters
generate anisotropies in the reconstructed recoil distribution.
Corresponding differences between data and simulation are
addressed by effective corrections applied to ux and uy in
simulation:

u′
x = ux + ( 〈ux 〉data − 〈ux 〉MC ) ,

u′
y = uy +

( 〈
uy

〉
data −

〈
uy

〉
MC

)
,
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difference of the reconstructed electron energy in the full
sample to the one in the sample with electron only. The
relationship between ∆u‖ and ∆E is strongly dependent
on SET, L, peT , ηdet, and u‖ and those variables are used
to parametrize the model in the fast MC. Figure 32 shows
the comparison between the ∆E distribution in full MC
and the one in fast MC, which uses the ∆u‖ library and
the parametrized model for the relationship with ∆E.
The ∆u‖ library determined in the studies of the elec-

tron cone effects also provide information for the recoil
system, as discussed in Sec. VII D. We show the depen-
dence of the mean ∆u‖ (〈∆u‖〉) on L in Fig. 33(a) for
various bins of SET. In a given bin of SET, there is al-
most no dependence of 〈∆u‖〉 on L, while, for the full
SET range, the strong dependence on L comes only from
the correlation between SET and L. We show the de-
pendence of mean 〈∆u‖〉 on u‖ in Fig. 33(b) for various
bins of SET. In a given bin of SET, the 〈∆u‖〉 always
increases with increasing u‖ as the recoil gets closer to
the electron cone. Our interpretation is that, at a fixed
SET, the soft recoil component is fixed and we can study
the hard recoil contribution which is controlled by u‖.
For the full SET range, the dip around u‖ ≈ 0 happens
because, in a high pileup environment, a small u‖ almost
always implies small SET.

D. Hadronic Recoil Parameterization

The hadronic recoil simulation in the fast MC uses a
multi-component model that can be decomposed into:

"uT = "u HARD
T + "u SOFT

T + "u ELEC
T + "u FSR

T , (28)

where "u HARD
T is the dominant part of the recoil balanc-

ing the vector boson, "u SOFT
T describes the zero-bias and

minimum-bias contribution, "u ELEC
T models the hadronic

energy in the electron cone and electron energy leakage
out of the cone, and "u FSR

T is the out-of-cone electron FSR
contribution. The contribution of out-of-cone photons to
the recoil transverse momentum, "u FSR

T , is parametrized
as a function of the photon pseudorapidity and energy,
derived from a dedicated full MC simulation. The third
component, "u ELEC

T , is defined as:

"u ELEC
T = −∆u‖p̂eT + "p LEAK

T , (29)

where p̂eT is an unit vector in the direction of "p e
T and ∆u‖

is discussed in Sec. VII C6. The value of "p LEAK
T , which

describes the energy leakage from the electron reconstruc-
tion cone due to calorimeter shower development, is de-
termined using single electron full MC as a ηe-dependent
fraction of peT . Figure 34 shows the fraction of electron
showers that leak outside the reconstruction cone and
the fraction of their energy that is added to the recoil
system. The electron shower leakage is parametrized in-
dependently for electrons with and without in-cone FSR,
since the photon shower contributes to the total energy
leaked.

1. Hard and Soft Recoil Models

The hard recoil model is derived from a special sam-
ple of Z → νν full MC events generated with pythia
without simulation of multiple parton interactions and
without overlay of zero-bias events. The generated events
are processed through the full chain of the detector sim-
ulation and reconstruction. Since the neutrinos escape
undetected, all the energy measured in the detector can
be attributed to the recoil alone. To obtain kinematics
similar to Z → ee events, both neutrinos from a Z boson
decay are required to have |η| < 1.3.
The model simulates the magnitude (uνν

T ) and direc-
tion (φ) of the reconstructed hard recoil as a function
of the negative of the generator-level transverse momen-
tum of the vector boson, "pV

T . The model is parametrized
using two variables, the relative transverse momentum

R =
uνν
T − pVT
pVT

, (30)

and the angular resolution

∆φ = φ("u νν
T )− φ("pV

T ),with (|∆φ| < π). (31)

The Z → νν sample is divided into 32 bins of pVT . For
each bin the distribution of R versus ∆φ is smoothed to
obtain a continuous probability density P (R,∆φ). The
smoothing function is a product of a log-normal distri-
bution in R with a normal distribution in ∆φ. Two ex-
amples of such probability density functions are shown
in Fig. 35 for 4.5 < pVT < 5.0GeV and for 18 < pVT <
20GeV. The correlation between R and ∆φ is described
by assuming that the mean of the log-normal distribu-
tion has a linear dependence on ∆φ. The smoothing fits
are shown in Fig. 35 as colored contours. From these,
the simulated R and ∆φ values for a fast MC event are
chosen by randomly sampling the probability density cor-
responding to the boson pT .
The hard recoil model described thus far applies to

full MC Z → νν events. To correct for imperfections in
the simulation, additional smearing parameters are intro-
duced and applied to the component uνν

‖ = uνν
T cos(∆φ)

in the direction of "pV
T to give the corrected recoil denoted

by uHARD
‖ :

uHARD
‖ /pVT = (r0 + r1e

−pV

T
/τHAD)(R(pVT ) + 1)

+σ0(u
νν
‖ /pVT −R(pVT )− 1). (32)

The perpendicular component

uHARD
⊥ = uνν

T sin(∆φ)

remains unmodified. The mean values R(pVT ) = 〈(uνν
‖ −

pVT )
/
pVT 〉 are determined from the smoothed distributions

for (R,∆φ). The smearing parameters r0, r1, τHAD, and
σ0 are determined as described below.
The soft recoil is modeled from the measured recoils

in collider data minimum-bias and zero-bias events. In

31

SET (GeV)
0 50 100 150 200 250 300

M
ea

n
Δ

E 
(G

eV
)

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
(a)

D0, full MC

D0, fast MC

)-1s-2 cm30Instantaneous Luminosity (36 x 10
0 1 2 3 4 5 6 7 8 9 10

M
ea

n
Δ

E 
(G

eV
)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(b)
D0, full MC

D0, fast MC

ηdet
-1 -0.5 0 0.5 1

M
ea

n
Δ

E 
(G

eV
)

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

(c)
D0, full MC

D0, fast MC

u|| (GeV)
-30 -20 -10 0 10 20 30

M
ea

n
Δ

E 
(G

eV
)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

(d)
D0, full MC

D0, fast MC

FIG. 32: [color online] Mean ∆E as a function of (a) SET, (b) instantaneous luminosity, (c) ηdet, and (d) u‖ comparing full
and fast MC.

addition to being selected by the minimum-bias trigger,
the minimum-bias events are required to have zero or one
reconstructed primary vertex. The zero-bias events are
sampled to give the instantaneous luminosity distribution
observed in the data. We create lists of the magnitude
and direction of recoil in the minimum-bias and zero-bias
events, and for a given fast MC event, the simulated soft
recoil is created by taking one !uT value from each of the
minimum-bias and zero-bias lists and combining them to
give the soft recoil

!uSOFT
T =

√
αMB !uMB

T + !uZB
T , (33)

where αMB is a parameter that controls the soft recoil
resolution.
We determine values for the five parameters r0, r1,

τHAD, σ0 and αMB by fits comparing data (or full MC)
to the fast MC simulation using a method first used by
the UA2 collaboration [33]. The momentum imbalance
between the pT of the dielectron system and the recoil
uT in Z → ee events is projected on the bisector η̂ of the
electron and positron directions

ηimb ≡ (!p ee
T + !uT ) · η̂ (34)

as shown in Fig. 2. The bisector is chosen to reduce the
dependence between the electron energy scale and the
hadronic recoil, because the bisector is independent of
fluctuations in the measured electron energies. The ηimb

distributions are made in bins of reconstructed peeT for
both data (or full MC) and fast MC. The five parameters
are determined by constructing separate fast MC samples
with varying values of the parameters and finding the
parameter values that minimize the χ2 difference between
the mean (as functions of r0, r1 and τHAD) and RMS (as
functions of σ0 and αMB) of ηimb for data and fast MC
distributions. The fits using the mean and the RMS are
performed independently.

ATLAS applies transformations to the simulated sum ET & resmears

CMS reweights simulation to a three-gaussian fit of recoil projections

l
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ξ
FIG. S3: (left) Sketches of typical transverse vectors associated to quantities reconstructed in a W -boson event, with
the recoil hadron momentum (!uT ) separated into axes parallel (u||) and perpendicular (u⊥) to the charged lepton.
(right) Illustration of the η and ξ axes in Z boson events.

FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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Figure 8: Comparison of the parameterised recoil response (left) and resolution (right) for ATLAS and CDF.

In this section we investigate in particular di�erences in the description of the invariant dilepton mass and419

boson rapidity distributions, and in the modelling of spin correlations in the boson decay.420

6.1 Invariant mass and rapidity distribution in R�����1421

The full lepton phase-space ,-boson invariant mass distributions are shown in Figure 9 for the CDF422

R�����1 sample, R�����2, and P�����, where all predictions use the CTEQ6M PDF. The CDF sample423

includes an invariant mass threshold of < = 150 GeV, and shows a small di�erence with respect to the424

other distributions for < < 70 GeV. Figure 10 show the same comparison for D0, with CTEQ6.6. There425

is no mass cut; a similar but smaller distortion as for CDF appears for < < 50 GeV in the D0 R�����1426

sample. These e�ects are likely related to artefacts in the R����� pre-integration grids. As they appear427

in phase-space regions where the cross-section is small, their e�ect on the <, is expected to be small.428

Common to both comparisons is a small, long-range slope visible between R�����1 and R�����2 and429
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Figure 9: Left: Comparison between the invariant mass distributions in the CDF R�����1 sample, R�����2, and
P�����. All histograms use generated mass and width values of <, = 80.450 GeV and �, = 2.120 GeV. Right:
Ratios with respect to the CDF R�����1 sample.

The ,-boson rapidity distributions are compared in the full lepton phase-space in Figure 11. CDF431
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Recoil momentum validation

14

W boson recoil distributions validate the model 
Most important is the recoil projected along the charged-lepton’s momentum ( )u||
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turn affects the measured recoil direction. We model
the recoil angular resolution as a Gaussian distribu-
tion with σφ = 0.14±0.01(stat), determined from fits
to the ∆φ(#uT ,−#p ll

T ) distribution in Z boson events
(Fig. 40). Since the lepton directions are precisely
measured, the width of the peak at ∆φ = 0 is domi-
nated by the recoil angular resolution.
The energy resolution of the quark and gluon radi-

ation is predominantly determined by stochastic fluc-
tuations in the hadronic calorimeter, which motivate
the functional form σuT ∝

√

utrue
T . We measure the

proportionality constant shard using Z boson data.
To tune shard and NW,Z , we project the momen-

tum imbalance #p ll
T + #uT along the η and ξ axes in

Z boson decays (Fig. 41). The width of these pro-
jections as a function of pllT provides information on
NW,Z and shard. At low pZT the resolution is domi-
nantly affected by NW,Z , with the shard contribution
increasing as the boson pT increases. We compare
the widths of the data and simulation projections as
a function of pllT and compute the χ2. Minimizing
this χ2, we obtain NW,Z = 1.167 ± 0.026(stat) and
shard = [0.828± 0.028(stat)] GeV1/2. The tuning is
performed such that the statistical uncertainties on
these parameters are uncorrelated.

D. Recoil Model Cross-Checks

The full recoil model, with parameters tuned from
Z boson events, is applied to the simulated W boson
sample. We compare the data to the predictions of
distributions that can affect the final mass measure-
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FIG. 40: The angle between the measured recoil and
the direction opposite pZT , for simulation (histogram) and
data (circles) events where the Z boson decays to muons
(top) or electrons (bottom). The χ2 from the Z → µµ
sample is minimized in the fit to the recoil angular resolu-
tion. The corresponding uncertainty on mW is negligible.

ment: the projections of the recoil along (u||) and
perpendicular to (u⊥) the charged lepton; and the
total recoil uT .
The u|| distribution is directly affected by the mea-

surements of lepton efficiency as a function of u||

(Figs. 14 and 16) and the modeling of lepton tower
removal (Figs. 33 and 34). The u|| is also sensitive
to the boson pT (Sec. IXB) and decay angular distri-
butions, and to the recoil response and resolutions.
Since uT is much less than the charged lepton pT

for our event selection, p/T ≈ |pT + u|||. Thus, mT

can be written as:

mT ≈ 2pT
√

1 + u||/pT ≈ 2pT + u||. (39)

To a good approximation, any bias in u|| directly en-
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FIG. S3: (left) Sketches of typical transverse vectors associated to quantities reconstructed in a W -boson event, with
the recoil hadron momentum (!uT ) separated into axes parallel (u||) and perpendicular (u⊥) to the charged lepton.
(right) Illustration of the η and ξ axes in Z boson events.

FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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Fig. 19 The a, b η", (c,d) uT, and e, f u"
‖ distributions for a, c, e W+

events and b, d, f W− events in the electron decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The χ2 val-
ues displayed in each figure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 20 The a, b η", (c,d) uT, and e, f u"
‖ distributions for a, c, e W+

events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The χ2 val-
ues displayed in each figure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 15 The p!
T distribution in the a electron and bmuon channels, and

mT distributions in the c, e electron and d, f muon decay channels for Z
events when the c,d negatively charged, or e, f positively charged lepton
is removed. The data are compared to the simulation including signal
and backgrounds. Detector calibration and physics-modelling correc-

tions are applied to the simulated events. Background events contribute
less than 0.2% of the observed distributions. The lower panels show
the data-to-prediction ratios, with the error bars showing the statistical
uncertainty
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Fig. 16 Summary of the mZ
determinations from the p!

T and
mT distributions in the muon
and electron decay channels.
The LEP combined value of mZ ,
which is used as input for the
detector calibration, is also
indicated. The horizontal and
vertical bands show the
uncertainties of the mZ
determinations and of the LEP
combined value, respectively
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Table 7 Difference between Z -boson mass, extracted from p!
T and mT

distributions, and the LEP combined value. The results are shown sepa-
rately for the electron and muon decay channels, and their combination.
The first quoted uncertainty is statistical, the second is the experimental

systematic uncertainty, which includes lepton efficiency and recoil cali-
bration uncertainties where applicable. Physics-modelling uncertainties
are neglected

Lepton charge !+ !− Combined
Kinematic distribution p!

T mT p!
T mT p!

T mT

"mZ [MeV]

Z → ee 13 ± 31 ± 10 − 93 ± 38 ± 15 − 20 ± 31 ± 10 4 ± 38 ± 15 − 3 ± 21 ± 10 − 45 ± 27 ± 15

Z → µµ 1 ± 22 ± 8 − 35 ± 28 ± 13 − 36 ± 22 ± 8 − 1 ± 27 ± 13 − 17 ± 14 ± 8 − 18 ± 19 ± 13

Combined 5 ± 18 ± 6 − 58 ± 23 ± 12 − 31 ± 18 ± 6 1 ± 22 ± 12 − 12 ± 12 ± 6 − 29 ± 16 ± 12

The extraction of mZ from the mT distribution is performed
separately for positively and negatively charged leptons in
the event, by reconstructing mT from the kinematic prop-
erties of one of the two charged leptons and of the recoil
reconstructed by treating the other as a neutrino.

Z -boson mass fits are performed using the mT and p!
T

distributions in the electron and muon decay channels, inclu-
sively in η and separately for positively and negatively
charged leptons. The results of the fits are summarised in
Fig. 16 and Table 7. The p!

T fit results include all lepton
reconstruction systematic uncertainties except the Z -based
energy or momentum scale calibration uncertainties; the mT
fit results include recoil calibration systematic uncertainties
in addition. Physics-modelling uncertainties are neglected.

The value ofmZ measured from positively charged leptons
is correlated with the corresponding extraction from the neg-
atively charged leptons. The p!

T distributions for positively
and negatively charged leptons are statistically independent,
but the mT distributions share the same reconstructed recoil
event by event, and are statistically correlated. In both cases,
the decay of the Z -boson induces a kinematical correla-
tion between the distributions of positively and negatively
charged leptons. The correlation is estimated by construct-
ing two-dimensional !+ and !− distributions, separately for
p!

T and mT, fluctuating the bin contents of these distribu-
tions within their uncertainties, and repeating the fits for

each pseudodata sample. The correlation values are − 7%
for the p!

T distributions, and −12% for the mT distribu-
tions.

Accounting for the experimental uncertainties as described
above, the combined extraction of mZ from the p!

T distri-
bution yields a result compatible with the reference value
within 0.9 standard deviations. The difference between the
mZ extractions from positively and negatively charged lep-
ton distributions is compatible with zero within 1.4 standard
deviations. For the extraction from the mT distribution, the
compatibility with the reference value of mZ is at the level of
1.5 standard deviations. Fits using the lepton pair invariant
mass distribution agree with the reference, yielding "mZ =
1 ± 3 MeV in the muon channel and "mZ = 3 ± 5 MeV in
the electron channel, as expected from the calibration proce-
dure. In summary, the consistency tests based on the Z -boson
sample agree with the expectations within the experimental
uncertainties.

10 Backgrounds in the W -boson sample

TheW -boson event sample, selected as described in Sect. 5.2,
includes events from various background processes. Back-
ground contributions from Z -boson, W → τν, boson pair,
and top-quark production are estimated using simulation.
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Fig. 16 Summary of the mZ
determinations from the p!

T and
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The LEP combined value of mZ ,
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indicated. The horizontal and
vertical bands show the
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determinations and of the LEP
combined value, respectively
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Combined 5 ± 18 ± 6 − 58 ± 23 ± 12 − 31 ± 18 ± 6 1 ± 22 ± 12 − 12 ± 12 ± 6 − 29 ± 16 ± 12

The extraction of mZ from the mT distribution is performed
separately for positively and negatively charged leptons in
the event, by reconstructing mT from the kinematic prop-
erties of one of the two charged leptons and of the recoil
reconstructed by treating the other as a neutrino.

Z -boson mass fits are performed using the mT and p!
T

distributions in the electron and muon decay channels, inclu-
sively in η and separately for positively and negatively
charged leptons. The results of the fits are summarised in
Fig. 16 and Table 7. The p!

T fit results include all lepton
reconstruction systematic uncertainties except the Z -based
energy or momentum scale calibration uncertainties; the mT
fit results include recoil calibration systematic uncertainties
in addition. Physics-modelling uncertainties are neglected.

The value ofmZ measured from positively charged leptons
is correlated with the corresponding extraction from the neg-
atively charged leptons. The p!

T distributions for positively
and negatively charged leptons are statistically independent,
but the mT distributions share the same reconstructed recoil
event by event, and are statistically correlated. In both cases,
the decay of the Z -boson induces a kinematical correla-
tion between the distributions of positively and negatively
charged leptons. The correlation is estimated by construct-
ing two-dimensional !+ and !− distributions, separately for
p!

T and mT, fluctuating the bin contents of these distribu-
tions within their uncertainties, and repeating the fits for

each pseudodata sample. The correlation values are − 7%
for the p!

T distributions, and −12% for the mT distribu-
tions.

Accounting for the experimental uncertainties as described
above, the combined extraction of mZ from the p!

T distri-
bution yields a result compatible with the reference value
within 0.9 standard deviations. The difference between the
mZ extractions from positively and negatively charged lep-
ton distributions is compatible with zero within 1.4 standard
deviations. For the extraction from the mT distribution, the
compatibility with the reference value of mZ is at the level of
1.5 standard deviations. Fits using the lepton pair invariant
mass distribution agree with the reference, yielding "mZ =
1 ± 3 MeV in the muon channel and "mZ = 3 ± 5 MeV in
the electron channel, as expected from the calibration proce-
dure. In summary, the consistency tests based on the Z -boson
sample agree with the expectations within the experimental
uncertainties.

10 Backgrounds in the W -boson sample

TheW -boson event sample, selected as described in Sect. 5.2,
includes events from various background processes. Back-
ground contributions from Z -boson, W → τν, boson pair,
and top-quark production are estimated using simulation.
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Recoil momentum validation

CMS has performed single-lepton Z boson mass measurements
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Figure 5: Comparison between data and simulation for the lepton pT (top), transverse mass
(middle), and 6ET (bottom) in the positive (left) and negative (right) Wlike cases, together with
pull distributions. The uncertainty used to compute the pulls includes the statistical uncer-
tainty of the data sample and systematic experimental uncertainties, described in Section 8.

13

0

1000

2000

3000

4000

5000

6000 DATA

(99.9%)�+µ�)+
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]TM
75 80 85 90 95 1005�

C
ou

nt
s 

/ 
(0

.5
7 

G
eV

)

0

5

Pu
ll

0

1000

2000

3000

4000

5000

6000
DATA

(99.9%)�-µ�)-
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]TM
75 80 85 90 95 1005�

C
ou

nt
s 

/ 
(0

.5
7 

G
eV

)

0

5

Pu
ll

0

1000

2000

3000

4000

5000
DATA

(99.9%)�+µ�)+
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]miss
TE

38 40 42 44 46 48 505�

C
ou

nt
s 

/ 
(0

.2
9 

G
eV

)

0

5

Pu
ll

0

1000

2000

3000

4000

5000
DATA

(99.9%)�-µ�)-
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]miss
TE

38 40 42 44 46 48 505�

C
ou

nt
s 

/ 
(0

.2
9 

G
eV

)

0

5

Pu
ll

Figure 5: Comparison between data and simulation for the lepton pT (top), transverse mass
(middle), and 6ET (bottom) in the positive (left) and negative (right) Wlike cases, together with
pull distributions. The uncertainty used to compute the pulls includes the statistical uncer-
tainty of the data sample and systematic experimental uncertainties, described in Section 8.

14 References

(MeV)PDG
ZM- W-like

ZM
150� 100� 50� 0 50 100 150

TE

Tm

T
p

TE

Tm

T
p

CMS Preliminary
PDG
ZM-

W-like
ZM

Total unc.

Stat. unc.

Exp. unc.

unc.PDG
ZM

W
-li

ke
 p

os
iti

ve
W

-li
ke

 n
eg

at
iv

e

)-1=7 TeV (4.7 fbs

Figure 6: Difference between the fitted mass and MPDG
Z obtained with each of the three ob-

servables, together with the corresponding uncertainties, separating the statistical and exper-
imental systematic terms. Each of the six measurements can only be considered individually
because of the expected correlations among all of them, as detailed in the text.

References
[1] M. Awramik, M. Czakon, A. Freitas, and G. Weiglein, “Precise prediction for the W boson

mass in the standard model”, Phys. Rev. D 69 (2004) 053006,
doi:10.1103/PhysRevD.69.053006, arXiv:hep-ph/0311148.

[2] Particle Data Group, “Review of Particle Physics”, Chin. Phys. C 38 (2014) 090001,
doi:10.1088/1674-1137/38/9/090001.

[3] CMS Collaboration, “Combination of the CMS top-quark mass measurements from Run
1 of the LHC”, CMS Physics Analysis Summary CMS-PAS-TOP-14-015 (2014).

[4] Gfitter Group, “The global electroweak fit at NNLO and prospects for the LHC and ILC”,
Eur. Phys. J. C 74 (2014) 3046, doi:10.1140/epjc/s10052-014-3046-5,
arXiv:1407.3792.

[5] CDF Collaboration, “Precise Measurement of the W-Boson Mass with the CDF II
Detector”, Phys. Rev. Lett. 108 (2012) 151803,
doi:10.1103/PhysRevLett.108.151803, arXiv:1203.0275.

[6] D0 Collaboration, “Measurement of the W Boson Mass with the D0 Detector”, Phys. Rev.
Lett. 108 (2012) 151804, doi:10.1103/PhysRevLett.108.151804,
arXiv:1203.0293.

[7] D0 Collaboration, “Measurement of the W boson mass with the D0 detector”, Phys. Rev.
D 89 (2014) 012005, doi:10.1103/PhysRevD.89.012005, arXiv:1310.8628.

[8] CDF Collaboration, “Precise measurement of the W-boson mass with the Collider
Detector at Fermilab”, Phys. Rev. D 89 (2014) 072003,
doi:10.1103/PhysRevD.89.072003, arXiv:1311.0894.

[9] CMS Collaboration, “The CMS experiment at the CERN LHC”, JINST 3 (2008) S08004,
doi:10.1088/1748-0221/3/08/S08004.

13

0

1000

2000

3000

4000

5000

DATA

(99.9%)�-µ�)-
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]µ
TP

38 40 42 44 46 48 505�

C
ou

nt
s 

/ 
(0

.2
9 

G
eV

)

0

5

Pu
ll

0

1000

2000

3000

4000

5000

6000
DATA

(99.9%)�-µ�)-
like

Z(W

Background (0.1%)

Preliminary )-1=7 TeV (4.7 fbsCMS

[GeV]TM
75 80 85 90 95 1005�

C
ou

nt
s 

/ 
(0

.5
7 

G
eV

)

0

5

Pu
ll

Figure 5: Comparison between data and simulation for the lepton pT (top), transverse mass
(middle), and 6ET (bottom) in the positive (left) and negative (right) Wlike cases, together with
pull distributions. The uncertainty used to compute the pulls includes the statistical uncer-
tainty of the data sample and systematic experimental uncertainties, described in Section 8.



W boson pT

17

Transverse mass insensitive to pTW to first order

O(1 MeV) change in mW for each % change in pTW from 0-30 GeV


Lepton pT distributions more sensitive to pTW


D0 generates events with Resbos: non-perturbative parameters & 
NNLL resummation
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FIG. 50: [color online] The D0 Run II measurement of MW

shown with the world-average mass of the top quark mt [79]
at 68% C.L. by area. The new world-average for MW [78] is
also shown. The thin blue band is the prediction of MW in
the Standard Model given by Eq. 1, assuming MH = 125.7±
0.4GeV
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Fig. 2 Ratios of the reconstruction-level a p!
T and bmT normalised distributions obtained using Powheg+Pythia 8AZNLO, DYRes and Powheg

MiNLO+Pythia 8 to the baseline normalised distributions obtained using Pythia 8 AZ

rebinned to match the coarser bins of the W -boson pT distri-
bution, which was measured using only 30 pb−1 of data. The
theoretical prediction is in agreement with the experimental
measurements for the region with pT < 30 GeV, which is
relevant for the measurement of the W -boson mass.

The predictions of RESBOS [89,90], DYRes [91] and
Powheg MiNLO+Pythia 8 [96,97] are also considered.
All predict a harder pWT distribution for a given pZT dis-
tribution, compared to Pythia 8 AZ. Assuming the latter
can be adjusted to match the measurement of Ref. [44], the
corresponding pWT distribution induces a discrepancy with
the detector-level uT and u!

‖ distributions observed in the
W -boson data, as discussed in Sect. 11.2. This behaviour is
observed using default values for the non-perturbative param-
eters of these programs, but is not expected to change signif-

icantly under variations of these parameters. These predic-
tions are therefore not used in the determination of mW or its
uncertainty.

Figure 2 compares the reconstruction-level p!
T and mT

distributions obtained with Powheg+Pythia 8 AZNLO,
DYRes and Powheg MiNLO+Pythia 8 to those of
Pythia 8 AZ.2 The effect of varying the pWT distribution
is largest at high p!

T, which explains why the uncertainty due
to the pWT modelling is reduced when limiting the p!

T fitting
range as described in Sect. 11.3.

2 Reconstruction-level distributions are obtained from the
Powheg+Pythia 8 signal sample by reweighting the particle-
level pWT distribution according to the product of the pZT distribution
in Pythia 8 AZ, and of RW/Z (pT) as predicted by Powheg+Pythia
8 AZNLO, DYRes and Powheg MiNLO+Pythia 8.
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Fig. 22 Ratio between the predictions of Pythia 8 AZ, DYRes and
Powheg MiNLO+Pythia 8 and the data for the a uT and b u!

‖ dis-
tributions in W → !ν events. The W -boson rapidity distribution is
reweighted according to the NNLO prediction. The error bars on the data
points display the total experimental uncertainty, and the band around

the Pythia 8 AZ prediction reflects the uncertainty in the pWT distri-
bution. The uncertainty band around the DYRes prediction assumes
that uncertainties induced by variations of the QCD scales µF, µR and
µRes, collectively referred to as µQCD, are fully correlated in W and Z
production

smallest total uncertainty in mW is found for the fit ranges
32 < p!

T < 45 GeV and 66 < mT < 99 GeV. The optimi-
sation is performed before the unblinding of the mW value
and the optimised range is used for all the results described
below.

The final measurement uncertainty is dominated by mod-
elling uncertainties, with typical values in the range 25–
35 MeV for the various charge and |η!| categories. Lepton-
calibration uncertainties are the dominant sources of experi-
mental systematic uncertainty for the extraction of mW from
the p!

T distribution. These uncertainties vary from about
15 MeV to about 35 MeV for most measurement categories,
except the highest |η| bin in the muon channel where the
total uncertainty of about 120 MeV is dominated by the muon
momentum linearity uncertainty. The uncertainty in the cal-
ibration of the recoil is the largest source of experimental
systematic uncertainty for the mT distribution, with a typical
contribution of about 15 MeV for all categories. The determi-
nation ofmW from the p!

T andmT distributions in the various
categories is summarised in Table 10, including an overview
of statistical and systematic uncertainties. The results are also
shown in Fig. 23. No significant differences in the values of
mW corresponding to the different decay channels and to the
various charge and |η!| categories are observed.

The comparison of data and simulation for kinematic dis-
tributions sensitive to the value of mW provides further vali-
dation of the detector calibration and physics modelling. The
comparison is performed in all measurement categories. The
η-inclusive p!

T, mT and pmiss
T distributions for positively and

negatively charged W bosons are shown in Figs. 24 and 25
for the electron and muon decay channels, respectively. The

value of mW used in the predictions is set to the overall mea-
surement result presented in the next section. The χ2 values
quantifying the comparison between data and prediction are
calculated over the full histogram range and account for all
sources of uncertainty. The bin-to-bin correlations induced
by the experimental and physics-modelling systematic uncer-
tainties are also accounted for. Overall, satisfactory agree-
ment is observed. The deficit of data visible for p!

T ∼ 40–
42 GeV in the W+ → eν channel does not strongly affect
the mass measurement, as the observed effect differs from
that expected from mW variations. Cross-checks of possible
sources of this effect were performed, and its impact on the
mass determination was shown to be within the correspond-
ing systematic uncertainties.

11.4 Combination and final results

The measurements of mW in the various categories are com-
bined accounting for statistical and systematic uncertainties
and their correlations. The statistical correlation of the mW
values determined from the p!

T and mT distributions is eval-
uated with the bootstrap method [118], and is approximately
50% for all measurement categories.

The systematic uncertainties have specific correlation
patterns across the mW measurement categories. Muon-
momentum and electron-energy calibration uncertainties
are uncorrelated between the different decay channels, but
largely correlated between the p!

T and mT distributions.
Recoil-calibration uncertainties are correlated between elec-
tron and muon decay channels, and they are small for p!

T
distributions. The PDF-induced uncertainties are largely cor-
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Figure 7: Distributions of pZT (left) before and (right) after the fit for the di↵erent candidate
models of the unpolarised cross-sections. The fit only considers the region pZT < 30GeV, indicated
by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction
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Figure 9: Logarithm of the relative energy loss of the dilepton system due to final-state radiation
for (left) W boson events and (right) Z boson events. An energy loss of below 10�6 is considered
unresolvable and is accounted for in the underflow bin to the left of the dashed vertical line. In
the lower panel the ratio with respect to Pythia is shown.

having set ↵s and kintr
T to be close to the final fit values. For pZT � 40GeV the model

starts to underestimate the cross-section, reaching the ten per cent level at pZT ⇠ 100GeV.
In the lower panel of Fig. 8 the data to prediction ratio is overlaid with a function of the
form

(1 + p0 + p0Erf(p1(p
V
T � p2)))⇥ (1 + p3p

V
T). (9)

Since the universality of this correction between W and Z boson processes is not well
controlled, an uncertainty of 100% of this correction is included as an additional systematic
uncertainty associated with the vector boson pT model. This contributes an uncertainty
in the mW value smaller than 1MeV.

7.5 QED weighting

The e↵ect of the QED final-state radiation is largely characterised by the energy di↵erence
between the final-state lepton system before and after radiation. The logarithm of this
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Figure 7: Distributions of pZT (left) before and (right) after the fit for the di↵erent candidate
models of the unpolarised cross-sections. The fit only considers the region pZT < 30GeV, indicated
by the dashed vertical line. In the lower panels the ratios with respect to the POWHEGPythia
model are shown.

Table 2: Results of fits of di↵erent models to the pZT distribution. The uncertainties quoted are
statistical, and the �2 comparison of the di↵erent models to the data is evaluated considering
only statistical uncertainties. The right-hand column lists the fit values of the kintrT parameter
or, for DYTurbo, the analogous g parameter. The fit with DYTurbo has one more degree
of freedom than the fits with the other models since only one tuning parameter (g) is used for
DYTurbo.

Program �2/ndf ↵s

DYTurbo 208.1/13 0.1180 g = 0.523± 0.047GeV2

POWHEGPythia 30.3/12 0.1248± 0.0004 kintr
T = 1.470± 0.130GeV

POWHEGHerwig 55.6/12 0.1361± 0.0001 kintr
T = 0.802± 0.053GeV

Herwig 41.8/12 0.1352± 0.0002 kintr
T = 0.753± 0.052GeV

Pythia, CT09MCS 69.0/12 0.1287± 0.0004 kintr
T = 2.113± 0.032GeV

Pythia, NNPDF31 62.1/12 0.1289± 0.0004 kintr
T = 2.109± 0.032GeV

importance of A3 can be understood by inspection of Eq. 2: an increase in A3 enhances
the cross-section for events with large sin# and cos'. The contribution to the muon
pT from the W boson mass scales with sin# while the contribution from the transverse
momentum of the W boson scales with ± cos' for W± boson production. By allowing
a single A3 scaling factor, which is shared between the W+ and W� processes, to vary
freely in the mW fit the angular coe�cient uncertainty is reduced by roughly a factor
of three, to 10MeV. E↵ectively the resulting model only depends on DYTurbo for the
kinematic dependence of A3, while all other coe�cients are fully modelled by DYTurbo.

7.4 Parametric correction at high transverse momentum

While POWHEGPythia is shown in Sect. 7 to describe the pZT distribution in the region
below 30GeV, it systematically underestimates the cross-section at higher pZT. This is
expected due to the missing matrix elements for the production of a weak boson and more
than one jet. Figure 8 compares the pZT distribution in the data with the model prediction
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LHCb models distribution using Powheg+Pythia


Z boson data separately constrain low- and high-pT regions



W boson polarization
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and determines the uncertainty by increasing the threshold by an order of magnitude. D0 uses a similar189

procedure except with an increase from 2.5 ⇥ 10�4 to 2 ⇥ 10�2 in H. These uncertainties are taken to be190

completely correlated.191

To account for the higher-order process of an o�-shell final-state photon splitting into an 4
+
4
� pair, CDF192

applies an e�ective radiator approximation to the radiated photons. ATLAS does not apply a correction,193

instead taking the uncertainty from a PHOTOS model of this process. The uncertainties are treated as194

uncorrelated.195

3.2 ]-boson pT distribution196

The prediction of the ,-boson ?T distribution is a second potential source of uncertainty correlation. In197

the region relevant for <, , the ?T distribution is described by a combination of perturbative fixed-order198

QCD, soft-gluon resummation and non-perturbative e�ects. The Tevatron experiments rely on analytical199

resummation as implemented in ResBos1, while ATLAS used the Pythia8 parton shower.200

Non-perturbative e�ects influence the very low boson ?
,
T region, typically ?

,
T < 5 GeV and are generally201

assumed to be universal between , and / production. In absence of precise direct measurements of202

the ,-boson ?T distribution, all measurements rely on /-boson data to constrain the corresponding203

parameters.204

The resulting model is then used for the prediction of the ,-boson ?T distribution. The associated205

uncertainty originates from the limited precision of the /-boson data, and from di�erences between the /206

and , production mechanisms, in particular related to the di�erent initial-state partonic configurations.207

ATLAS, CDF, and D0 derive the ,-boson ?
,
T distribution from their respective /-boson data; ATLAS208

tuned the shower and non-perturbative parameters in P�����, while CDF and D0 use fits to the non-209

perturbative resummation parameters 61, 62 in R��B��1 for this modelling aspect. The resulting ?
,
T210

distributions are shown, after analysis cuts, in Figure 1. Theoretical uncertainties in the extrapolation211

from the ?
/
T distribution to the ?

,
T distribution are considered by the ATLAS and CDF experiments,212

which use the observed , ?T distribution to validate (ATLAS) or further constrain (CDF) the associated213

uncertainty in situ. Once propagated to the W mass measurement, CDF quotes an uncertainty on the , ?T214

modelling of 2.2 MeV, D0 of 2.4 MeV, while ATLAS of 8.3 MeV, the latter including the , ?T modelling215

together with an uncertainty on the modelling of spin correlations. Uncertainties related to the ,-boson216

?T distribution can thus be considered as uncorrelated between the three experiments.217

3.3 Spin correlations218

The theoretical predictions of the lepton ?T and transverse mass distributions are a�ected by the description219

of the ,-boson polarization states. A general expression for the fully di�erential ,-boson production and220

decay distributions, true at all orders in QCD, is221

3f

3⌦
=

3f

3<3?T3H
[ (1 + cos2

\) +
1
2
�0(1 � 3 cos2

\) + �1 sin 2\ cos q

+
1
2
�2 sin2

\ cos 2q + �3 sin \ cos q

+ �4 cos \ + �5 sin2
\ sin 2q

+ �6 sin 2\ sin q + �7 sin \ sin q ] , (1)

8D0 version of Resbos resums the first term and the A4 term

Fully resummed calculation shifts measurement by -8 MeV

0 10 20 30 40 50
 [GeV]

T
p

0

0.1

0.2

0.3

0.4

0.50A

D0 Resbos1
Resbos2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary

0 10 20 30 40 50
 [GeV]

T
p

0.14−

0.12−

0.1−

0.08−

0.06−

0.04−

0.02−

0
0.02
0.04

1A

D0 Resbos1
Resbos2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary

0 10 20 30 40 50
 [GeV]

T
p

0

0.1

0.2

0.3

0.4

0.52A

D0 Resbos
Resbos 2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary
D0

0 10 20 30 40 50
 [GeV]

T
p

0.5−

0.4−

0.3−

0.2−

0.1−

0

0.1

3A

D0 Resbos1
Resbos2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary

0 10 20 30 40 50
 [GeV]

T
p

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.84A
D0 Resbos1
Resbos2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary

0 0.5 1 1.5 2 2.5 3
y

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

24A

D0 Resbos1
Resbos2
DYNNLO
MiNNLO

LHC-TeV MWWG Preliminary

Figure 14: �0 � �4 as a function of ?,T , and �4 as a function of H, , extracted from the D0 legacy Resbos grids and
as predicted by DYNNLO, M�NNLO and R��B��2, with the CTEQ6.6 PDF set, in ? ?̄ collisions at 1.96 TeV.

24

0 5 10 15 20 25 30
 [GeV]W

T
      p

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

0 5 10 15 20 25 30
 [GeV]W

T
      p

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

0 2 4 6 8 10 12 14
 [GeV]T u

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

0 2 4 6 8 10 12 14
 [GeV]T u

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

65 70 75 80 85 90
 [GeV]W

T m

0.985

0.99

0.995

1

1.005

1.01

1.015

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

65 70 75 80 85 90
 [GeV]W

T m

0.985

0.99

0.995

1

1.005

1.01

1.015

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

32 34 36 38 40 42 44 46 48
 [GeV]l

T
 p

0.985

0.99

0.995

1

1.005

1.01

1.015

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

32 34 36 38 40 42 44 46 48
 [GeV]l

T
 p

0.985

0.99

0.995

1

1.005

1.01

1.015

R
at

io

D0 Resbos1
 + A0
 + A1
 + A2
 + A3
 + A4
 + A0-A4

LHC/TeV MWWG Preliminary

Figure 17: Relative e�ect of the �0 � �4 corrections on the final state distributions without (left) and with (right)
?
,
T constraint, for D0. From top to bottom : generator-level ?,T distribution, after analysis cuts; detector-level ?,T

distribution; <T; and ?
✓
T. Ratios are calculated with respect to the D0 legacy distributions.
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Figure 17: Relative e�ect of the �0 � �4 corrections on the final state distributions without (left) and with (right)
?
,
T constraint, for D0. From top to bottom : generator-level ?,T distribution, after analysis cuts; detector-level ?,T

distribution; <T; and ?
✓
T. Ratios are calculated with respect to the D0 legacy distributions.
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ATLAS reweights coefficients to DYNNLO prediction

LHCb models coefficients with DYTURBO and a scale factor from data for the A3 coefficient
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Parton distributions impact the measurement through lepton acceptance

  Restriction in  reduces the fraction of low-pT leptons


ATLAS uses the CT10 PDF set

LHCb uses the average of NNDF31, CT18, and MSHT20

D0 uses CTEQ6 (1/fb) and CTEQ6.6 (4.3/fb)

η

I. INTRODUCTION

In the standard model (SM) of particle physics, all
electroweak interactions are mediated by the W boson,
the Z boson, and the massless photon, in a gauge theory
with symmetry group SUð2ÞL ×Uð1ÞY [1]. If this sym-
metry were unbroken, the W and Z bosons would be
massless. Their nonzero observed masses require a sym-
metry-breaking mechanism [2], which in the SM is the
Higgs mechanism. The mass of the resulting scalar exci-
tation, the Higgs boson, is not predicted but is constrained
by measurements of the weak-boson masses through loop
corrections.
Loops in the W-boson propagator contribute to the

correction Δr, defined in the following expression for
the W-boson mass MW in the on-shell scheme [3]:

M2
W ¼ ℏ3π

c
αEMffiffiffi

2
p

GFð1 −M2
W=M

2
ZÞð1 − ΔrÞ

; (1)

where αEM is the electromagnetic coupling at Q ¼ MZc2,
GF is the Fermi weak coupling extracted from the muon
lifetime measurement, MZ is the Z-boson mass, and Δr ¼
3.58% [4] includes all radiative corrections. In the SM, the
electroweak radiative corrections are dominated by loops
containing top and bottom quarks, but also depend loga-
rithmically on the mass of the Higgs boson MH through
loops containing the Higgs boson. A global fit to SM
observables yields indirect bounds onMH, whose precision
is dominated by the uncertainty on MW , with smaller
contributions from the uncertainties on the top quark mass
(mt) and on αEM. A comparison of the indirectly con-
strainedMH with a direct measurement ofMH is a sensitive
probe for new particles [5].
Following the discovery of the W boson in 1983 at the

UA1 and UA2 experiments [6], measurements ofMW have
been performed with increasing precision using

ffiffiffi
s

p
¼

1.8 TeV pp̄ collisions at the CDF [7] and D0 [8] experi-
ments (Run I); eþe− collisions at

ffiffiffi
s

p
¼ 161–209 GeV at

the ALEPH [9], DELPHI [10], L3 [11], and OPAL [12]
experiments (LEP); and

ffiffiffi
s

p
¼ 1.96 TeV pp̄ collisions at

the CDF [13] and D0 [14] experiments (Run II).
Combining results from Run I, LEP, and the first Run II
measurements yields MW ¼ 80399% 23 MeV=c2 [15].
Recent measurements performed with the CDF [16] and
D0 [17] experiments have improved the combined world
measurement to MW ¼ 80385% 15 MeV=c2 [18]. The
CDF measurement, MW ¼ 80387% 19 MeV=c2 [16], is
described in this paper and is the most precise single
measurement of the W-boson mass to date.
This paper is structured as follows. An overview of the

analysis and conventions is presented in Sec. II. A
description of the CDF II detector is presented in
Sec. III. Section IV describes the detector simulation.
Theoretical aspects of W- and Z-boson production and
decay, including constraints from the data, are presented in

Sec. V. The data sets are described in Sec. VI. Sections VII
and VIII describe the precision calibration of muon and
electron momenta, respectively. Calibration and measure-
ment of the hadronic recoil response and resolution are
presented in Sec. IX, and backgrounds to the W-boson
sample are discussed in Sec. X. The W-boson-mass fits to
the data, and their consistency-checks and combinations,
are presented in Sec. XI. Section XII summarizes the
measurement and provides a combination with previous
measurements and the resulting global SM fit.

II. OVERVIEW

This section provides a brief overview of W-boson
production and decay phenomenology at the Tevatron, a
description of the coordinate system and conventions used
in this analysis, and an overview of the measurement
strategy.

A. W-boson production and decay at the Tevatron

In pp̄ collisions at
ffiffiffi
s

p
¼ 1.96 TeV, W bosons are

primarily produced via s-channel annihilation of valence
quarks, as shown in Fig. 1, with a smaller contribution from
sea-quark annihilation. These initial-state quarks radiate
gluons that can produce hadronic jets in the detector. TheW
boson decays either to a quark-antiquark pair (qq̄0) or to a
charged lepton and neutrino (lν). The hadronic decays are
overwhelmed by background at the Tevatron due to the
high rate of quark and gluon production through quantum
chromodynamics (QCD) interactions. Decays to τ leptons
are not included since the momentum measurement of a τ
lepton is not as precise as that of an electron or muon. The
mass of theW boson is therefore measured using the decays
W → lν (l ¼ e, μ), which have about 22% total branching
fraction. Samples selected with the corresponding Z-boson
decays, Z → ll, are used for calibration.

B. Definitions

The CDF experiment uses a right-handed coordinate
system in which the z axis is centered at the middle of the
detector and points along a tangent to the Tevatron ring in
the proton-beam direction. The remaining Cartesian

p
u (d)
u
d (u)

p

u
u
d

g

 (Z)+W
+l

)- (lν

γ

FIG. 1. Quark-antiquark annihilation producing aW or Z boson
in pp̄ collisions. Higher-order processes such as initial-state
gluon radiation and final-state photon radiation are also
illustrated.
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W boson production

Dataset NNPDF31 NNPDF40 MMHT14 MSHT20 CT18NNLO ABMP16

CDF Z rapidity 24|28 / 28 28|30 / 28 30|31 / 28 32|32 / 28 27|27 / 28 31|31 / 28
CDF W asymmetry 11|57 / 13 14|17 / 13 12|13 / 13 28|27 / 13 11|35 / 13 21|43 / 13
D0 Z rapidity 22|22 / 28 23|23 / 28 23|23 / 28 24|23 / 28 22|22 / 28 22|22 / 28
D0 ,4a lepton asymmetry 22|32 / 13 23|29 / 13 52|51 / 13 42|40 / 13 19|32 / 13 26|24 / 13
D0 ,`a lepton asymmetry 12|14 / 10 12|16 / 10 11|14 / 10 11|13 / 10 12|13 / 10 11|12 / 10
ATLAS peak CC Z rapidity 13|18 / 12 13|17 / 12 58|89 / 12 17|19 / 12 11|77 / 12 18|32 / 12
ATLAS ,

� lepton rapidity 12|18 / 11 12|15 / 11 33|33 / 11 16|17 / 11 9.9|28 / 11 14|17 / 11
ATLAS ,

+ lepton rapidity 8.9|13 / 11 8.6|11 / 11 15|21 / 11 12|13 / 11 9.4|16 / 11 10|12 / 11
Correlated j

2 76|110 63|83 212|236 91|102 43|251 86|108
Log penalty j

2 -0.62|-0.62 -0.58|-0.58 -1.62|-1.62 -2.89|-2.89 -1.68|-1.68 -2.72|-2.72

Total j2 / dof 200|312 /
126

195|242 /
126

445|509 /
126

270|283 /
126

163|499 /
126

236|300 /
126

j
2 p-value 0.00 0.00 0.00 0.00 0.02 0.00

Table 8: Goodness-of-fit for the Tevatron 1.96 TeV and ATLAS 7 TeV / and , cros-section measurements compared
to NNLO QCD + NLO EW theory predictions using di�erent modern global PDF sets. The numbers before (after)
the vertical bar “|” denote the j

2 computed including (excluding) the PDF uncertainties. The CTEQ PDFs uncertainty
corresponds to a 68% coverage, and is obtained by rescaling the eigenvectors by a factor 1/1.645.

Dataset CT18ANNLO CT18ZNNLO CT18XNNLO CT14nnlo CT10nnlo CJ15nlo

CDF Z rapidity 28|29 / 28 28|29 / 28 28|27 / 28 29|29 / 28 29|28 / 28 32|30 / 28
CDF W asymmetry 12|30 / 13 12|28 / 13 11|33 / 13 12|28 / 13 16|34 / 13 21|27 / 13
D0 Z rapidity 22|22 / 28 22|23 / 28 22|22 / 28 22|22 / 28 22|22 / 28 23|22 / 28
D0 ,4a lepton asymmetry 21|33 / 13 21|29 / 13 21|31 / 13 20|32 / 13 24|69 / 13 39|49 / 13
D0 ,`a lepton asymmetry 11|12 / 10 11|12 / 10 11|13 / 10 11|13 / 10 11|18 / 10 17|26 / 10
ATLAS peak CC Z rapidity 10|19 / 12 9.7|21 / 12 12|71 / 12 13|42 / 12 12|27 / 12 60|104 / 12
ATLAS ,

� lepton rapidity 10|17 / 11 10|17 / 11 13|27 / 11 11|27 / 11 10|41 / 11 23|27 / 11
ATLAS ,

+ lepton rapidity 8.7|10 / 11 8.1|9.5 / 11 8.9|15 / 11 9.3|12 / 11 9.6|43 / 11 14|15 / 11
Correlated j

2 49|113 43|113 82|230 63|175 58|198 269|314
Log penalty j

2 -1.69|-1.69 -0.33|-0.33 -1.05|-1.05 -2.04|-2.04 -1.51|-1.51 -5.38|-5.38

Total j2 / dof 170|284 /
126

165|280 /
126

209|468 /
126

187|376 /
126

190|478 /
126

492|610 /
126

j
2 p-value 0.01 0.01 0.00 0.00 0.00 0.00

Table 9: Goodness-of-fit for the Tevatron 1.96 TeV and ATLAS 7 TeV / and , cros-section measurements compared
to NNLO QCD + NLO EW theory predictions using di�erent global PDF sets by the CTEQ Collaboration. The
numbers before (after) the vertical bar “|” denote the j

2 computed including (excluding) the PDF uncertainties. The
CTEQ PDFs uncertainty corresponds to a 68% coverage, and is obtained by rescaling the eigenvectors by a factor
1/1.645.
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exp. obs channel
p
B lumi pts ref

CDF �, 4a 1.96 TeV 1 fb�1 13 [64]
CDF H/ 44 1.96 TeV 2.1 fb�1 28 [65]

D0 H/ 44 1.96 TeV 0.4 fb�1 28 [66]
D0 �; `a 1.96 TeV 7.3 fb�1 12 [67]
D0 �, 4a 1.96 TeV 9.7 fb�1 14 [68]
D0 �; 4a 1.96 TeV 9.7 fb�1 13 [69]

ATLAS / ,, ;;,;a 7 TeV 4.7 fb�1 61 [70]

Table 6: ,- and /-boson cross-section measurements considered in this benchmarking. For each measurement the
observable measured, the leptonic decay channel, the center-of-mass energy, integrated luminosity and number of
data points are reported.

Dataset CT10 cteq6 cteq66

CDF Z rapidity 29|33 / 28 33|29 / 28 31|32 / 28
CDF W asymmetry 14|22 / 13 14|21 / 13 16|18 / 13
D0 Z rapidity 22|22 / 28 22|22 / 28 22|22 / 28
D0 ,4a lepton asymmetry 20|33 / 13 20|22 / 13 22|26 / 13
D0 ,`a lepton asymmetry 11|13 / 10 12|13 / 10 11|12 / 10
ATLAS peak CC Z rapidity 14|25 / 12 21|214 / 12 18|29 / 12
ATLAS ,

� lepton rapidity 10|25 / 11 21|38 / 11 14|44 / 11
ATLAS ,

+ lepton rapidity 11|28 / 11 12|59 / 11 12|59 / 11
Correlated j

2 52|166 158|513 90|236
Log penalty j

2 -3.94|-3.94 -7.70|-7.70 -4.37|-4.37

Total j2 / dof 179|364 / 126 306|923 / 126 231|472 / 126

j
2 p-value 0.00 0.00 0.00

Table 7: Goodness-of-fit for the Tevatron 1.96 TeV and ATLAS 7 TeV / and , cros-section measurements compared
to NNLO QCD + NLO EW theory predictions with the PDF sets used in the W-mass measurements. The numbers
before (after) the vertical bar “|” denote the j

2 computed including (excluding) the PDF uncertainties. The
CT18NNLO PDF uncertainty corresponds to a 68% coverage, and is obtained by rescaling the eigenvectors by a
factor 1/1.645.

uncertainties are computed at NLO in QCD using Applgrids [62] computed using MCFM-6.8 [63]. The610

nominal theoretical predictions are produced at NNLO in QCD with the NNLOJET code, and include611

multiplicative :-factors for NLO EW e�ects including the pure EW virtual and the QED initial-state and612

initial-final interference e�ects.613

The first set of PDFs considered are the ones used in the original W-mass measurements: cteq6 [16] for614

CDF, cteq66 [8] for D0 and CT10 [17] for ATLAS. Their description of Drell-Yan cross-sections is reported615

in Tab. 7 and Fig. 20, 21.616

In a second set of comparisons, presented in Tab. 8 and Figs. 22, 23 the more modern global PDF determin-617
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Figure 20: Comparison of the NNLO QCD+NLO EW theoretical predictions using di�erent legacy PDF sets against
measurements of the D0 W-boson electron (top left) and muon (bottom left) charge asymmetry, the D0 Z-boson
rapidity (top right) and the CDF W-boson charge asymmetry (bottom right).
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Figure 20: Comparison of the NNLO QCD+NLO EW theoretical predictions using di�erent legacy PDF sets against
measurements of the D0 W-boson electron (top left) and muon (bottom left) charge asymmetry, the D0 Z-boson
rapidity (top right) and the CDF W-boson charge asymmetry (bottom right).
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Figure 22: Comparison of the NNLO QCD+NLO EW theoretical predictions using di�erent modern PDFs against
measurements of the D0 W-boson electron (top left) and muon (bottom left) charge asymmetry, the D0 Z-boson
rapidity (top right) and the CDF W-boson charge asymmetry (bottom right).
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Figure 22: Comparison of the NNLO QCD+NLO EW theoretical predictions using di�erent modern PDFs against
measurements of the D0 W-boson electron (top left) and muon (bottom left) charge asymmetry, the D0 Z-boson
rapidity (top right) and the CDF W-boson charge asymmetry (bottom right).
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W boson candidates
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W boson event selection 
Require kinematics consistent with resonance production


Lepton identification 
ATLAS, LHCb and D0 require isolated charged leptons 

23

to describe the cluster reconstruction efficiency and its
dependence on the hadronic energy, especially in high
instantaneous luminosity environment. The first step is
to create a version of the fast MC that has the zero-bias-
event SET and electron true pT distribution reweighted
to agree with the full MC distribution. This provides a
high statistics target model for the fast MC.

In the next step, we compare the number of events in
the original and reweighted fast MC in bins of u‖, p

e
T ,

ηdet, and L. Their ratio is taken as the initial estimate
of the efficiency. In each bin, we compare the distribu-
tion of SET/peT between the original and the reweighted
fast MC. The ratio is smoothed using a polynomial func-
tion and the average value is shifted to one, so that it
can be interpreted as a perturbation over the initial es-
timate from the full MC. The hadronic efficiency is then
the product of the initial estimate and the SET/peT per-
turbation in each bin.

7. Electron φ Efficiency

The reconstructed electron φ distribution in W → eν
events is not uniform. Once the φmod induced effects
are incorporated, we attribute the remaining overall φ
dependence to small-scale imperfections in the detector,
primarily inefficient tracker regions and calorimeter cells,
which have no significant effect on the electron energy
scale. This efficiency is determined by dividing the φ
distribution in data or full MC by that from the corre-
sponding fast MC after including all other fast MC effi-
ciencies. Figure 24 shows this efficiency for data W → eν
events with the maximum efficiency value normalized to
one.
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FIG. 24: The ratio data/fast MC of electron yield in W → eν
events as a function of electron φ after all other effiencies
have been applied to the fast MC. The ratio is used as a
final efficiency correction. The maximum efficiency value is
normalized to one.

8. Monte Carlo Validation

We validate our parametrized model derived from full
MC using the generator level information by studying
the efficiency as a function of the variables that are used
to parametrize it. Figures 25 and 26 show the compari-
son of the total electron efficiency, except for the trigger
efficiency whose effect is not included in the full MC sim-
ulation, as a function of true peT and ηdet in full MC and
fast MC. For electrons in Z → ee events and in W → eν
events, we observe that our efficiency model in fast MC
accurately reproduces the efficiency in full MC.

 (GeV)e
TTrue p

25 30 35 40 45 50 55 60 65

El
ec

tr
on

 E
ffi

ci
en

cy
 in

 Z
 e

ve
nt

s

0.70

0.75

0.80

0.85

0.90

0.95

1.00

D0, full MC

D0, fast MC

(a)

 (GeV)e
TTrue p

25 30 35 40 45 50 55 60
El

ec
tr

on
 E

ffi
ci

en
cy

 in
 W

 e
ve

nt
s

0.70

0.75

0.80

0.85

0.90

0.95

1.00

D0, full MC

D0, fast MC

(b)

FIG. 25: [color online] The reconstruction and identification
efficiency as a function of true peT in full MC and fast MC
for electrons in (a) Z → ee and (b) W → eν events. In
Z → ee events, when the probed electron has high peT , the
other electron in the event is soft. When the soft electron
is not properly identified, the Z → ee event is not identified
either. Thus, we observe a drop in the identification efficiency
of Z → ee events with high peT electrons, but not in W → eν
events.

We conclude that the full MC electron reconstruc-
tion and identification efficiency is well described by the
parametrized model. This validates the strategy adopted
for the derivation of the hadronic energy dependent effi-
ciency (Sec. VII B 6).
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Table 4 Systematic uncertainties in the mW measurement from muon
calibration and efficiency corrections, for the different kinematic
distributions and |η"| categories, averaged over lepton charge. The

momentum-scale uncertainties include the effects of both the momen-
tum scale and linearity corrections. Combined uncertainties are evalu-
ated as described in Sect. 2.2

|η"| range [0.0, 0.8] [0.8, 1.4] [1.4, 2.0] [2.0, 2.4] Combined
Kinematic distribution p"

T mT p"
T mT p"

T mT p"
T mT p"

T mT

δmW [MeV]

Momentum scale 8.9 9.3 14.2 15.6 27.4 29.2 111.0 115.4 8.4 8.8

Momentum resolution 1.8 2.0 1.9 1.7 1.5 2.2 3.4 3.8 1.0 1.2

Sagitta bias 0.7 0.8 1.7 1.7 3.1 3.1 4.5 4.3 0.6 0.6

Reconstruction and isolation efficiencies 4.0 3.6 5.1 3.7 4.7 3.5 6.4 5.5 2.7 2.2

Trigger efficiency 5.6 5.0 7.1 5.0 11.8 9.1 12.1 9.9 4.1 3.2

Total 11.4 11.4 16.9 17.0 30.4 31.0 112.0 116.1 9.8 9.7
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Fig. 7 a Scale factors for the muon reconstruction, trigger and isola-
tion efficiency obtained with the tag and probe method as a function of
the muon pT. Scale factors for the trigger efficiency are averaged over
two data-taking periods as explained in the text. The error bars on the
points show statistical uncertainties only. b Distribution of the recon-
structed muons η in Z → µµ events. The data are compared to the

simulation including signal and background contributions. Corrections
for momentum scale and resolution, and for reconstruction, isolation,
and trigger efficiencies are applied to the muons in the simulated events.
Background events contribute less than 0.2% of the observed distribu-
tion. The lower panel shows the data-to-prediction ratio, with the error
bars showing the statistical uncertainty

pT-dependence of the corrections is observed in any of the
detector regions.

The selection of tag-and-probe pairs from Z → µµ

events is based on the kinematic requirements described in
Sect. 5.2. The tag muon is required to be a combined and
energy-isolated muon candidate (see Sect. 5.1) which fulfils
the muon trigger requirements. The selection requirements
applied to the probe muon candidate differ for each efficiency
determination: the selection requirement for which the effi-
ciency is determined is removed from the set of requirements
applied to the probe muon. All the efficiency corrections are
derived inclusively for the full data set, with the exception
of the trigger, for which they are derived separately for two
different data-taking periods. The resulting scale factors are
shown as a function of p"

T and averaged over η" in Fig. 7a.

The trigger and isolation efficiency corrections are typically
below 0.3%, while the reconstruction efficiency correction is
on average about 1.1%. The corresponding impact on muon
selection inefficiency reaches up to about 20%.

The quality of the efficiency corrections is evaluated by
applying the corrections to the Z → µµ simulated sample,
and comparing the simulated kinematic distributions to the
corresponding distributions in data. Figure 7b illustrates this
procedure for the η" distribution. Further distributions are
shown in Sect. 9.

The dominant source of uncertainty in the determination
of the muon efficiency corrections is the statistical uncer-
tainty of the Z -boson data sample. The largest sources of
systematic uncertainty are the multijet background contribu-
tion and the momentum-scale uncertainty. The correspond-

123

D0 
1.7 M  candidatesW → eν

LHCb 
2.4 M  candidatesW → μν

ATLAS 
7.8 M  candidates

5.9 M  candidates

W → μν
W → eν

6 QCD background model

A small background from in-flight decays of pions and kaons into muons is present in
the sample of W ! µ⌫ boson candidates. This background cannot be modelled with
high enough accuracy using full detector simulation. It is therefore modelled using a
sample of high-pT tracks, selected by dedicated triggers without muon identification
requirements. The W boson selection requirements are applied to this sample but with the
muon identification requirement inverted. The resulting sample is verified in simulation
to be a pure sample of charged hadrons, composed of roughly 60% pions, 30% kaons and
10% protons, produced directly at the pp interaction vertex. In particular, the impact
parameter requirements suppress the heavy flavour hadron content to a negligible level.

The probability of an unstable hadron of mass m, lifetime ⌧ , and momentum p to
decay within a detector of length d is

1� exp

✓
�
md

⌧p

◆
⇡

md

⌧p
. (7)

Similar kinematic distributions are predicted for pions, kaons and protons in the simulation.
Therefore, the in-flight decay background can be modelled by the data with weights of 1/p.
The majority of the in-flight decays occur outside the magnetic field region and therefore
have minimal influence on the measured momentum. The absolute normalisation is not
needed because this background component is allowed to vary freely in the mW fit.

The weighted pT spectra for both charges are shown in Fig. 6 and are overlaid with
best-fit functions of the form [40],

⇣
1 +

pT
a

⌘�n

, (8)

where a and n are empirical parameters that are determined in the fits. In addition to
giving a good fit to the data, this functional form is verified to describe the pion and kaon
spectra in simulation. The fit functions are sampled to generate background candidates
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muon. The grey histograms indicate the, arbitrarily normalised, shapes of each distribution in
simulated W boson events. In the lower panels the ratios of the isolation e�ciency with respect
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Backgrounds
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Most challenging background comes from hadrons misreconstructed as leptons


ATLAS: 0.5-1.7%

D0: 1%

LHCb: 1.5%
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FIG. 39: [color online] The (a) mT , (b) p
e
T , and (c) /ET distributions for the three backgrounds Z → ee (red), multijet (black)

and W → τν (blue) with absolute normalization.

TABLE VI: Systematic uncertainties on MW (in MeV). The section of this paper where each uncertainty is discussed is given
in the Table.

Source Section mT peT /ET

Experimental
Electron Energy Scale VIIC 4 16 17 16
Electron Energy Resolution VIIC 5 2 2 3
Electron Shower Model VC 4 6 7
Electron Energy Loss VD 4 4 4
Recoil Model VIID3 5 6 14
Electron Efficiencies VIIB 10 1 3 5
Backgrounds VIII 2 2 2
∑

(Experimental) 18 20 24

W Production and Decay Model
PDF VIC 11 11 14
QED VIB 7 7 9
Boson pT VIA 2 5 2
∑

(Model) 13 14 17

Systematic Uncertainty (Experimental and Model) 22 24 29

W Boson Statistics IX 13 14 15

Total Uncertainty 26 28 33

from Table VII and the uncertainties from Tables V and
VI, we find weights of 1.08, 0.11, and -0.19 for themT , peT ,
and /ET measurements, respectively. The negative weight
for the /ET measurement arises from the large correlation
it has with the other measurements, as well as its rela-
tively larger uncertainty. The values of the correlations
between the /ET measurement and the other two receive
large contribution from the assumed 100% correlation in
the W production and decay model uncertainties. Be-
cause of the relatively larger uncertainty, the inclusion of
the /ET measurement in the combination would not mod-
ify the final uncertainty. Thus, we choose to combine
only the mT and the peT measurements, which despite
being strongly correlated, have similar systematic uncer-
tainties. With this choice, the weights for the combina-
tion are 0.87 and 0.13 for the mT and peT measurements,
respectively. We obtain:

MW = 80.367± 0.013 (stat)± 0.022 (syst) GeV

= 80.367± 0.026GeV.
(38)

The χ2 probability of this combination is 2.8%. The
inclusion of the /ET measurement would give a negligible
change in the average value of MW . This result is com-
bined with an earlier D0 measurement [26] to give the
new D0 Run II result of

MW = 80.375± 0.023 GeV. (39)

For the combination of this new measurement and the
measurement in Ref. [26], the production model uncer-
tainties are treated as fully correlated between the two
measurements, and all other uncertainties, dominated by
statistics, are assumed to be uncorrelated.
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Fig. 17 Example template fits to the a, b pmiss
T , c, d mT, and e, f

p!
T/mT distributions in the FR1 kinematic region, in the a, c, e electron

and b, d, f muon decay channels. Multijet templates are derived from
the data requiring 4 GeV < pe,cone

T < 8 GeV in the electron channel,

and 0.2 < pµ,cone
T /p!

T < 0.4 in the muon channel. The data are com-
pared to the simulation including signal and background contributions
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Estimated by fitting a background sample to a kinematic distribution in data
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W boson mass measurements
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Fig. 25 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. For all simulated distributions, mW is
set according to the overall measurement result. The lower panels show

the data-to-prediction ratios, the error bars show the statistical uncer-
tainty, and the band shows the systematic uncertainty of the prediction.
The χ2 values displayed in each figure account for all sources of uncer-
tainty and include the effects of bin-to-bin correlations induced by the
systematic uncertainties
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Fig. 23 Overview of the mW measurements in the a electron and b
muon decay channels. Results are shown for the p!

T and mT distri-
butions, for W+ and W− events in the different |η!| categories. The

coloured bands and solid lines show the statistical and total uncertain-
ties, respectively. The horizontal line and band show the fully combined
result and its uncertainty

related between electron and muon decay channels, but sig-
nificantly anti-correlated between positively and negatively
charged W bosons, as discussed in Sect. 6. Due to the differ-
ent balance of systematic uncertainties and to the variety of
correlation patterns, a significant reduction of the uncertain-
ties in the measurement of mW is achieved by combining the
different decay channels and the charge and |η!| categories.

As discussed in Sect. 2, the comparison of the results from
the p!

T and mT distributions, from the different decay chan-
nels, and in the various charge and |η!| categories, provides
a test of the experimental and physics modelling corrections.
Discrepancies between the positively and negatively charged
lepton categories, or in the various |η!| bins would primarily
indicate an insufficient understanding of physics-modelling
effects, such as the PDFs and the pWT distribution. Inconsis-
tencies between the electron and muon channels could indi-
cate problems in the calibration of the muon-momentum and
electron-energy responses. Significant differences between
results from the p!

T and mT distributions would point to
either problems in the calibration of the recoil, or to an
incorrect modelling of the transverse-momentum distribu-
tion of the W boson. Several measurement combinations are
performed, using the best linear unbiased estimate (BLUE)
method [119,120]. The results of the combinations are ver-
ified with the HERAverager program [121], which gives
very close results.

Table 11 shows an overview of partial mW measurement
combinations. In the first step, determinations of mW in the
electron and muon decay channels from the mT distribu-
tion are combined separately for the positive- and negative-
charge categories, and together for both W -boson charges.
The results are compatible, and the positively charged, nega-
tively charged, and charge-inclusive combinations yield val-
ues of χ2/dof corresponding to 2/6, 7/6, and 11/13, respec-

tively. Compatibility of the results is also observed for the
corresponding combinations from the p!

T distribution, with
values of χ2/dof of 5/6, 10/6, and 19/13, for positively
charged, negatively charged, and charge-inclusive combina-
tions, respectively. The χ2 compatibility test validates the
consistency of the results in theW → eν andW → µν decay
channels. The precision of the determination of mW from the
mT distribution is slightly worse than the result obtained from
the p!

T distribution, due to the larger uncertainty induced by
the recoil calibration. In addition, the impact of PDF- and
pWT -related uncertainties on the p!

T fits is limited by the opti-
misation of the fitting range. In the second step, determina-
tions of mW from the p!

T and mT distributions are combined
separately for the electron and the muon decay channels. The
results are compatible, with values of χ2/dof of 4/5 and 8/5 in
the electron channel for the p!

T and mT distributions, respec-
tively, and values of 7/7 and 3/7 in the muon channel for the
p!

T and mT distributions, respectively. The mW determina-
tions in the electron and in the muon channels agree, further
validating the consistency of the electron and muon cali-
brations. Agreement between the mW determinations from
the p!

T and mT distributions supports the calibration of the
recoil, and the modelling of the transverse momentum of the
W boson.

The results are summarised in Fig. 26. The combination
of all the determinations of mW reported in Table 10 has a
value of χ2/dof of 29/27, and yields a final result of

mW = 80369.5 ± 6.8(stat.)± 10.6(exp. syst.)

±13.6(mod. syst.)MeV

= 80369.5 ± 18.5 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
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Table 4: Values of the parameters determined in the mW fit with the NNPDF31 nlo as 0118

PDF set. The uncertainties quoted are statistical.

Parameter Value
Fraction of W+

! µ+⌫ 0.5288 ± 0.0006
Fraction of W�

! µ�⌫ 0.3508 ± 0.0005
Fraction of hadron background 0.0146 ± 0.0007
↵Z
s 0.1243 ± 0.0004

↵W
s 0.1263 ± 0.0003

kintr
T 1.57 ± 0.14GeV

A3 scaling 0.975 ± 0.026
mW 80362 ± 23MeV
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Figure 11: Distributions of (left) q/pT and (right) �⇤ compared to the model after the mW fit.
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Fig. 25 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. For all simulated distributions, mW is
set according to the overall measurement result. The lower panels show

the data-to-prediction ratios, the error bars show the statistical uncer-
tainty, and the band shows the systematic uncertainty of the prediction.
The χ2 values displayed in each figure account for all sources of uncer-
tainty and include the effects of bin-to-bin correlations induced by the
systematic uncertainties
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Fig. 25 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. For all simulated distributions, mW is
set according to the overall measurement result. The lower panels show

the data-to-prediction ratios, the error bars show the statistical uncer-
tainty, and the band shows the systematic uncertainty of the prediction.
The χ2 values displayed in each figure account for all sources of uncer-
tainty and include the effects of bin-to-bin correlations induced by the
systematic uncertainties
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FIG. 41: [color online] Distributions of (a) mT , (b) p
e
T , and (c) /ET for data and fast MC with backgrounds. The χ values are

shown below each distribution, where χi = ∆Ni/σi. ∆Ni is the difference between the number of events for data and fast MC
and σi is the statistical uncertainty in bin i. The fit ranges are indicated by the double-ended horizontal arrows.
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FIG. 42: Variations in MW determined from fits to the mT

spectrum as the fit range is changed. (a) Impact of varying the
lower edge of the mT fit range, and (b) the impact of varying
the upper edge. For each of the variations the differences
between the result from the varied range and the result from
the nominal range are shown. The uncertainties represent the
statistical uncertainties of the varied range fits.

a lower bound on this probability can be given assuming
no correlation between the five bins and that the system-
atic uncertainty in each bin scales as

√
5×16MeV. With

these assumptions, considering the electron energy scale
and PDF systematic uncertainties together with the sta-
tistical uncertainties, we find lower bounds on the proba-
bility of 35%, 26%, and 81% for the mT , peT , and /ET fits,
respectively, which shows consistency among the ηdet re-
gions.

W boson mass / Z boson mass
0.878 0.879 0.88 0.881 0.882 0.883 0.884

-1D0, 4.3 fb

L<2

2<L<4

4<L<6

6<L

Tm
e
T

p
ET

FIG. 43: [color online] The measured MW /MZ , separately
for the mT , p

e
T , and /ET observables and in four bins of in-

stantaneous luminosity, in units of 36 × 1030 cm−2s−1. The
error bars for each observable represent the statistical uncer-
tainty due to limited size of the W boson sample. The yellow
bands indicate the contribution from the Z boson statistics,
which is fully correlated for the three observables. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW /MZ values
are consistent.

E. Hadronic Recoil u‖

We split theW boson sample into a sample with u‖ < 0
and a sample with u‖ > 0. There are no equivalent split-
ting for the Z boson sample because the two electrons
from each Z boson decay are reconstructed in approxi-
mately opposite directions in the transverse plane. We
therefore show only the MW fits in Fig. 46.
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Fig. 24 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the electron decay channel. The
data are compared to the simulation including signal and background
contributions. Detector calibration and physics-modelling corrections
are applied to the simulated events. For all simulated distributions, mW
is set according to the overall measurement result. The lower panels

show the data-to-prediction ratios, the error bars show the statistical
uncertainty, and the band shows the systematic uncertainty of the pre-
diction. The χ2 values displayed in each figure account for all sources
of uncertainty and include the effects of bin-to-bin correlations induced
by the systematic uncertainties
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Fig. 24 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the electron decay channel. The
data are compared to the simulation including signal and background
contributions. Detector calibration and physics-modelling corrections
are applied to the simulated events. For all simulated distributions, mW
is set according to the overall measurement result. The lower panels

show the data-to-prediction ratios, the error bars show the statistical
uncertainty, and the band shows the systematic uncertainty of the pre-
diction. The χ2 values displayed in each figure account for all sources
of uncertainty and include the effects of bin-to-bin correlations induced
by the systematic uncertainties
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FIG. 41: [color online] Distributions of (a) mT , (b) p
e
T , and (c) /ET for data and fast MC with backgrounds. The χ values are

shown below each distribution, where χi = ∆Ni/σi. ∆Ni is the difference between the number of events for data and fast MC
and σi is the statistical uncertainty in bin i. The fit ranges are indicated by the double-ended horizontal arrows.
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FIG. 42: Variations in MW determined from fits to the mT

spectrum as the fit range is changed. (a) Impact of varying the
lower edge of the mT fit range, and (b) the impact of varying
the upper edge. For each of the variations the differences
between the result from the varied range and the result from
the nominal range are shown. The uncertainties represent the
statistical uncertainties of the varied range fits.

a lower bound on this probability can be given assuming
no correlation between the five bins and that the system-
atic uncertainty in each bin scales as

√
5×16MeV. With

these assumptions, considering the electron energy scale
and PDF systematic uncertainties together with the sta-
tistical uncertainties, we find lower bounds on the proba-
bility of 35%, 26%, and 81% for the mT , peT , and /ET fits,
respectively, which shows consistency among the ηdet re-
gions.

W boson mass / Z boson mass
0.878 0.879 0.88 0.881 0.882 0.883 0.884

-1D0, 4.3 fb

L<2

2<L<4

4<L<6

6<L

Tm
e
T

p
ET

FIG. 43: [color online] The measured MW /MZ , separately
for the mT , p

e
T , and /ET observables and in four bins of in-

stantaneous luminosity, in units of 36 × 1030 cm−2s−1. The
error bars for each observable represent the statistical uncer-
tainty due to limited size of the W boson sample. The yellow
bands indicate the contribution from the Z boson statistics,
which is fully correlated for the three observables. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW /MZ values
are consistent.

E. Hadronic Recoil u‖

We split theW boson sample into a sample with u‖ < 0
and a sample with u‖ > 0. There are no equivalent split-
ting for the Z boson sample because the two electrons
from each Z boson decay are reconstructed in approxi-
mately opposite directions in the transverse plane. We
therefore show only the MW fits in Fig. 46.
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Fig. 24 The a, b p!
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the electron decay channel. The
data are compared to the simulation including signal and background
contributions. Detector calibration and physics-modelling corrections
are applied to the simulated events. For all simulated distributions, mW
is set according to the overall measurement result. The lower panels

show the data-to-prediction ratios, the error bars show the statistical
uncertainty, and the band shows the systematic uncertainty of the pre-
diction. The χ2 values displayed in each figure account for all sources
of uncertainty and include the effects of bin-to-bin correlations induced
by the systematic uncertainties
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Validation of W boson mass measurements
Table 7: Fit results where the data and simulation samples are split into two orthogonal subsets.
For a given split, the first row is defined as the reference with respect to which the di↵erence in
mW , denoted by �mW , is defined. The uncertainties quoted on �mW are statistical.

Subset �2
tot/ndf �mW [MeV]

Polarity = �1 92.5/102 –
Polarity = +1 97.3/102 �57.5± 45.4
⌘ > 3.3 115.4/102 –
⌘ < 3.3 85.9/102 +56.9± 45.5
Polarity ⇥ q = +1 95.9/102 –
Polarity ⇥ q = �1 98.2/102 +16.1± 45.4
|�| > ⇡/2 98.8/102 –
|�| < ⇡/2 115.0/102 +66.7± 45.5
� < 0 91.8/102 –
� > 0 103.0/102 �100.5± 45.3

Table 8: Fit results with variations in the fit range around the default pmin
T = 28GeV and

pmin
T = 52GeV. The second column lists the �2 values, the third column lists the shifts in mW

with respect to the default fit and the third column lists the statistical uncertainties in mW .

Change to fit range �2
tot/ndf �mW [MeV] �(mW ) [MeV]

pmin
T = 24GeV 96.5/102 +6.8 19.7
pmin
T = 26GeV 97.7/102 +9.6 20.9
pmin
T = 30GeV 102.7/102 +3.0 25.7
pmin
T = 32GeV 84.9/102 �21.6 30.8
pmax
T = 48GeV 105.3/102 �3.8 23.2
pmax
T = 50GeV 103.0/102 �2.1 23.0
pmax
T = 54GeV 96.3/102 �8.6 22.6
pmax
T = 56GeV 103.7/102 �14.3 22.4

Table 9: Fit results with variations in which physics parameters are varying freely.

Configuration change �2
tot/ndf �mW [MeV] �(mW ) [MeV]

2 ! 3 ↵s parameters 103.4/101 �6.0 ±23.1
2 ! 1 ↵s and 1 ! 2 kintr

T parameters 116.1/102 +13.9 ±22.4
1 ! 2 kintr

T parameters 104.0/101 +0.4 ±22.7
1 ! 3 kintr

T parameters 102.8/100 �2.7 ±22.9
No A3 scaling 106.0/103 +4.4 ±22.2
Varying QCD background asymmetry 103.8/101 �0.7 ±22.7
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FIG. 41: [color online] Distributions of (a) mT , (b) p
e
T , and (c) /ET for data and fast MC with backgrounds. The χ values are

shown below each distribution, where χi = ∆Ni/σi. ∆Ni is the difference between the number of events for data and fast MC
and σi is the statistical uncertainty in bin i. The fit ranges are indicated by the double-ended horizontal arrows.
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FIG. 42: Variations in MW determined from fits to the mT

spectrum as the fit range is changed. (a) Impact of varying the
lower edge of the mT fit range, and (b) the impact of varying
the upper edge. For each of the variations the differences
between the result from the varied range and the result from
the nominal range are shown. The uncertainties represent the
statistical uncertainties of the varied range fits.

a lower bound on this probability can be given assuming
no correlation between the five bins and that the system-
atic uncertainty in each bin scales as

√
5×16MeV. With

these assumptions, considering the electron energy scale
and PDF systematic uncertainties together with the sta-
tistical uncertainties, we find lower bounds on the proba-
bility of 35%, 26%, and 81% for the mT , peT , and /ET fits,
respectively, which shows consistency among the ηdet re-
gions.
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FIG. 43: [color online] The measured MW /MZ , separately
for the mT , p

e
T , and /ET observables and in four bins of in-

stantaneous luminosity, in units of 36 × 1030 cm−2s−1. The
error bars for each observable represent the statistical uncer-
tainty due to limited size of the W boson sample. The yellow
bands indicate the contribution from the Z boson statistics,
which is fully correlated for the three observables. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW /MZ values
are consistent.

E. Hadronic Recoil u‖

We split theW boson sample into a sample with u‖ < 0
and a sample with u‖ > 0. There are no equivalent split-
ting for the Z boson sample because the two electrons
from each Z boson decay are reconstructed in approxi-
mately opposite directions in the transverse plane. We
therefore show only the MW fits in Fig. 46.
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FIG. 44: [color online] The measured ratio MW /MZ , sep-
arately for the mT , peT , and /ET observables and for four
data-taking periods. The uncertainties for each observable
represent the combined statistical uncertainty due to limited
W statistics and Z statistics. The three vertical lines with
hashed uncertainties indicate the results from the three ob-
servables for the full data sample.

F. Electron φmod Fiducial Requirement

The nominal requirement, 0.1 ≤ φmod ≤ 0.9, removes
10% of the phase space at each edge of each CC EM mod-
ule (Sec. VII B 5). We also study four tighter versions of
the requirement, namely 0.125 ≤ φmod ≤ 0.875, 0.15 ≤
φmod ≤ 0.85, 0.2 ≤ φmod ≤ 0.8, and 0.25 ≤ φmod ≤ 0.75,
which remove 12.5%, 15%, 20% and 25%, respectively,
of the acceptance at each edge of each CC EM module.
The effects of these variations are summarized in Fig. 47.
The measured MW /MZ values are consistent for all vari-
ations.

G. Hadronic Recoil uT Requirement

The nominal requirement of uT < 15 GeV is changed
to uT < 10 GeV, and uT < 20 GeV. The effects of these
variations are summarized in Fig. 48. We find that, for
both variations of the maximum uT requirement, the
measured values of MW are consistent of the nominal
one.

H. Hadronic Recoil φ

The last division is based on recoil φ. We divide the
data sample into eight subsets, as defined in Fig. 49. The
results of the ratio of theW mass to the Z mass are shown
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FIG. 45: [color online] Measured MW from the mT , peT ,
and /ET observables, separately for five different regions in
electron |ηdet|. The error bars for each observable represent
the statistical uncertainty of the W boson sample. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW values are
consistent.

in the same figure. The measured MW /MZ values are
consistent for all regions.

XII. CONCLUSIONS

We have presented a detailed description of the W bo-
son mass measurement using the W → eν mode and
4.3 fb−1 of D0 integrated luminosity recorded between
2006 and 2009. Three measurements are performed, us-
ing three kinematic variables mT , peT , and /ET . The mT

and peT measurements are combined to give the result

MW = 80.367± 0.013 (stat)± 0.022 (syst)GeV

= 80.367± 0.026GeV.

This result is combined with an earlier D0 measurement
based on 1 fb−1 of data and similar analysis techniques
to give

MW = 80.375± 0.023GeV.

This measurement is in agreement with other measure-
ments and has a precision equal to the world average
prior to this paper and the most recent CDF measure-
ments [78].
Figure 50 shows this combined measurement, the world

average top quark mass measurement [79], and the con-
sistency among these and a Higgs boson mass of MH =
125.7GeV.
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FIG. 46: [color online] The measured MW from the mT , p
e
T

and /ET observables, separately for positive and negative u‖.
The three vertical lines with hashed bands indicate the results
from the three observables for the full data sample.
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Appendix: Plots for Z and W Events

Since Z boson decays are used as the main control
sample to parameterize the fast MC, it is important to
check the agreement between the fast MC and the data
sample used for tuning. Figures 51, 52, and 53 show
the peT , p

Z
T , and uT distributions compared between data

and fast MC. Figures 54, 55, and 56 show the u‖ and u⊥

distributions of electrons from Z → ee events, and the
/ET in Z events, respectively. The overall agreement is
good. The /ET distribution shows that the D0 calorimeter
system worked well.
The agreement between data and fast MC for the

(mT ,peT , /ET ) distributions, which are used to measure
MW , are shown in Fig. 41. In these distributions there
are typically 50,000 events per 0.5 GeV bin yielding sta-
tistical uncertainty of 0.5% in a bin. We present further
comparison plots of the uT , u‖, u⊥, η, ηdet, L, and SET
distributions in W events in Figs. 57, 58, 59, 60, and 61.
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FIG. 47: [color online] The measured ratio MW /MZ , sep-
arately for the mT , peT , and /ET observables and for four
φmod selection variations. The numbers in parenthesis in-
dicate which fraction of the CC EM module around its center
is included in the electron fiducial region. The three vertical
lines with hashed bands indicate the results from the three
observables for the full data sample.

The agreement is not as good for some of these variables
(particularly uT , L, and SET) but satisfactory consider-
ing the statistical precision of the data and the fact that
the fast MC is tuned using Z boson and not W boson
events. The agreement between data and fast MC is suf-
ficient for these distributions, since we do not use them
to directly measure MW and the residual disagreements
have negligible impact on the measured value of MW .
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Table 12 Summary of consistency tests for the determination of mW
in several additional measurement categories. The !mW values cor-
respond to the difference between the result for each category and the
inclusive result for the corresponding observable (p"

T ormT). The uncer-

tainties correspond to the statistical uncertainty of the fit to the data
of each category alone. Fitting ranges of 30 < p"

T < 50 GeV and
65 < mT < 100 GeV are used

Decay channel W → eν W → µν Combined
Kinematic distribution p"

T mT p"
T mT p"

T mT

!mW [MeV]

〈µ〉 in [2.5, 6.5] 8 ± 14 14 ± 18 − 21 ± 12 0 ± 16 − 9 ± 9 6 ± 12

〈µ〉 in [6.5, 9.5] − 6 ± 16 6 ± 23 12 ± 15 − 8 ± 22 4 ± 11 − 1 ± 16

〈µ〉 in [9.5, 16] − 1 ± 16 3 ± 27 25 ± 16 35 ± 26 12 ± 11 20 ± 19

uT in [0, 15]GeV 0 ± 11 − 8 ± 13 5 ± 10 8 ± 12 3 ± 7 − 1 ± 9

uT in [15, 30]GeV 10 ± 15 0 ± 24 − 4 ± 14 − 18 ± 22 2 ± 10 − 10 ± 16

u"
‖ < 0 GeV 8 ± 15 20 ± 17 3 ± 13 − 1 ± 16 5 ± 10 9 ± 12

u"
‖ > 0 GeV − 9 ± 10 1 ± 14 − 12 ± 10 10 ± 13 − 11 ± 7 6 ± 10

No pmiss
T -cut 14 ± 9 − 1 ± 13 10 ± 8 − 6 ± 12 12 ± 6 − 4 ± 9
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Fig. 27 Stability of the combined measurement of mW with respect
to variations of the kinematic ranges of a p"

T and b mT used for the
template fits. The optimal mT range is used for the p"

T variations, and
the optimal p"

T range is used for the mT variations. The effect on the
result of symmetric variations of the fitting range boundaries, and its

dependence on variations of the lower (upper) boundary for two values
of the upper (lower) boundary for p"

T (mT) are shown. The bands and
solid lines respectively show the statistical and total uncertainty on the
difference with the optimal result

corrections to optimize the agreement between data and
simulation. The impact of these variations on the deter-
mination of mW is found to be small compared to the
assigned pWT modelling and recoil calibration uncertainties,
respectively.

When assuming RW/Z (pT) as predicted by DYRes,
instead of Pythia 8 AZ, to model the pWT distribution, devia-
tions of about 3% appear in the distribution ratios of Figs. 24
and 25. This degrades the quality of the mass fits, and shifts
the fitted values of mW by about − 20 to − 90 MeV, depend-
ing on the channels, compared to the results of Table 11.
Combining all channels, the shift is about − 60 MeV. Since
DYRes does not model the data distributions sensitive to pWT ,
as shown in Fig. 22, these shifts are given for information only
and are not used to estimate the uncertainty in mW .

11.6 Measurement of mW+ − mW−

The results presented in the previous sections can be used
to derive a measurement of the mass difference between the
positively and negatively charged W bosons, mW+ − mW− .
Starting from the mW measurement results in the 28 cate-
gories described above, 14 measurements of mW+ − mW−

can be constructed by subtraction of the results obtained from
the W+ and W− samples in the same decay channel and
|η| category. In practice, the mW values measured in W+

and W− events are subtracted linearly, as are the effects of
systematic uncertainties on these measurements, while the
uncertainty contributions of a statistical nature are added
in quadrature. Contrarily to the mW measurement discussed
above, no blinding procedure was applied for the measure-
ment of mW+ − mW− .
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2 54. Mass and Width of the W Boson

uncertainties of 10 MeV (PDF) and 4 MeV (radiative corrections).
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Figure 54.1: Measurements of the W boson mass by the LEP, Tevatron and LHC experiments.
The pre-2022 CDF result, used in the world average, is superseded by the new CDF 2022 result.

Using pp collisions at
Ô

s = 7 TeV, the ATLAS collaboration has published the first measurement
of the W boson mass at the LHC, mW = 80.370±0.019 GeV [6], which is of similar precision as the
best measurements of CDF and D0. The LHCb collaboration has measured the W boson mass in
pp collisions at

Ô
s = 13 TeV at the LHC, mW = 80.354±0.032 GeV [7]. Combining the results from

ATLAS and LHCb using the BLUE procedure [8, 9] assuming a correlated uncertainty of 9 MeV
(PDF), the LHC average is mW = 80.366 ± 0.017 GeV.

The results obtained by the experiments at the di�erent accelerators are all in good agreement
with each other. Assuming a correlated uncertainty of 7 MeV, a hadron collider average of the
Tevatron and LHC measurements of mW = 80.377 ± 0.013 GeV is obtained, and a world average
of mW = 80.377 ± 0.012 GeV, combining with the LEP result assuming no correlation, again using
the BLUE procedure for these averages.

The LEP, Tevatron and LHC results on mass and width are compared in Fig. 54.1 and Fig. 54.2.
The Standard Model prediction from the electroweak fit, including Z-pole data and the measured
masses of the top quark and of the Higgs boson, gives a W -boson mass of mW = 80.356±0.006 GeV
(see Section 10, Electroweak Model and Contraints on New Physics, J.Erler and A.Freitas, 2022,
this review) and a W -boson width of ≈W = 2.091 ± 0.001 GeV [10], which are in good agreement
with the measurements.

In April 2022, after the cut-o� of results for this review, the CDF collaboration published a

11th August, 2022
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Hadron-collider W boson mass measurements are the most precise


Multiple measurements internally consistent with cross-checks


Small effects can be important


Future LHC measurements can be made more robust

 e.g. Z mass measurement & efficiency checks with W leptons or varied isolation 

Many effects can be tested with low-pileup runs & runs at different energies

05/10/2022 Philipp Roloff Physics landscape at the start of a Higgs factory 28

W-boson mass at the HL-LHC

• Data at low instantaneous 
luminosity needed
→ amount not yet decided

ATL-PHYS-PUB-2022-018
CMS PAS-FTR-22-001
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3.2 CDF Run II detector 37

3.2 CDF Run II detector

The CDF Run II detector [3], in operation since 2001, is an azimuthally and forward-backward
symmetric apparatus designed to study pp̄ collisions at the Tevatron. It is a general purpose,
cylindrical-shaped detector which combines:

• A tracking system, that provides a measurement of the charged particle momenta, event z
vertex position and detects secondary vertices.

• A Time-of-Flight system, to identify charged particles.

• A non-compensated calorimeter system, with the purpose of measuring the energy of charged
and neutral particles produced in the interaction.

• Drift chambers and scintillators to muon detection.

The detector is shown in figures 3.4 and 3.5. CDF uses a coordinate system with the positive
z-axis lies along the direction of the incident proton beam, φ is the azimuthal angle, θ is the
polar angle (measured from the detector center), and pT is the component of momentum in the
transverse plane. A description of all the systems starting from the devices closest to the beam
and moving outward is presented in the next sections, where the detectors most relevant in the
analysis are explained in more detail.

Figure 3.4: Isometric view of the CDF Run II detector.

the central tracking drift chamber [8] to the back end of the CEM calorimeter.
These components are the outer aluminum casing of the tracker, the time-
of-flight (TOF) system [9] attached to this casing, the solenoidal coil [10]
that provides a nearly uniform 1.4 T magnetic field in the tracking volume,
the central preshower system (CPR) [11] beyond the solenoid, and the CEM
calorimeter (including longitudinal segmentation) [12].

Fig. 1. A cut-away view of the CDF detector. We use a simplified geant4 model
of the outer casing of the central drift chamber, the time-of-flight detector (not
shown), the solenoid coil, the preshower detector, and the central electromagnetic
calorimeter.

The CEM calorimeter is divided into 0.1 × 0.15 η − φ [13] towers, shown in
Fig. 2. The tower geometry depends on η, with towers numbered according
to their distance in η from η = 0. The longitudinal segmentation of Tower 0
is an alternating system of 31 scintillator sheets and 30 aluminum-clad lead
sheets, with a plate of aluminum at the front end of the tower. Each lead sheet
is 3.175 mm thick and the aluminum cladding is 380 µm thick on each side
of the sheet. Each scintillator sheet is 5 mm thick. A thin (6 mm) aluminum
casing contains a strip and wire chamber at the position of shower maximum
(after six lead-scintillator sandwiches). Almost all the material between the
tracking volume and the first scintillator – the outer casing of the tracker, the

3
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FIG. 41: [color online] Distributions of (a) mT , (b) p
e
T , and (c) /ET for data and fast MC with backgrounds. The χ values are

shown below each distribution, where χi = ∆Ni/σi. ∆Ni is the difference between the number of events for data and fast MC
and σi is the statistical uncertainty in bin i. The fit ranges are indicated by the double-ended horizontal arrows.
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FIG. 42: Variations in MW determined from fits to the mT

spectrum as the fit range is changed. (a) Impact of varying the
lower edge of the mT fit range, and (b) the impact of varying
the upper edge. For each of the variations the differences
between the result from the varied range and the result from
the nominal range are shown. The uncertainties represent the
statistical uncertainties of the varied range fits.

a lower bound on this probability can be given assuming
no correlation between the five bins and that the system-
atic uncertainty in each bin scales as

√
5×16MeV. With

these assumptions, considering the electron energy scale
and PDF systematic uncertainties together with the sta-
tistical uncertainties, we find lower bounds on the proba-
bility of 35%, 26%, and 81% for the mT , peT , and /ET fits,
respectively, which shows consistency among the ηdet re-
gions.
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FIG. 43: [color online] The measured MW /MZ , separately
for the mT , p

e
T , and /ET observables and in four bins of in-

stantaneous luminosity, in units of 36 × 1030 cm−2s−1. The
error bars for each observable represent the statistical uncer-
tainty due to limited size of the W boson sample. The yellow
bands indicate the contribution from the Z boson statistics,
which is fully correlated for the three observables. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW /MZ values
are consistent.

E. Hadronic Recoil u‖

We split theW boson sample into a sample with u‖ < 0
and a sample with u‖ > 0. There are no equivalent split-
ting for the Z boson sample because the two electrons
from each Z boson decay are reconstructed in approxi-
mately opposite directions in the transverse plane. We
therefore show only the MW fits in Fig. 46.

W boson mass measurement
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FIG. 48: [color online] The measured ratio MW /MZ , sep-
arately for the mT , p

e
T , and /ET observables and for two uT

variations. The three vertical lines with hashed bands indi-
cate the results from the three observables with the nominal
uT requirement.
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FIG. 49: [color online] The measured ratio MW /MZ , sepa-
rately for the mT , p

e
T , and /ET observables and for eight bins

in recoil φ.
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FIG. 44: [color online] The measured ratio MW /MZ , sep-
arately for the mT , peT , and /ET observables and for four
data-taking periods. The uncertainties for each observable
represent the combined statistical uncertainty due to limited
W statistics and Z statistics. The three vertical lines with
hashed uncertainties indicate the results from the three ob-
servables for the full data sample.

F. Electron φmod Fiducial Requirement

The nominal requirement, 0.1 ≤ φmod ≤ 0.9, removes
10% of the phase space at each edge of each CC EM mod-
ule (Sec. VII B 5). We also study four tighter versions of
the requirement, namely 0.125 ≤ φmod ≤ 0.875, 0.15 ≤
φmod ≤ 0.85, 0.2 ≤ φmod ≤ 0.8, and 0.25 ≤ φmod ≤ 0.75,
which remove 12.5%, 15%, 20% and 25%, respectively,
of the acceptance at each edge of each CC EM module.
The effects of these variations are summarized in Fig. 47.
The measured MW /MZ values are consistent for all vari-
ations.

G. Hadronic Recoil uT Requirement

The nominal requirement of uT < 15 GeV is changed
to uT < 10 GeV, and uT < 20 GeV. The effects of these
variations are summarized in Fig. 48. We find that, for
both variations of the maximum uT requirement, the
measured values of MW are consistent of the nominal
one.

H. Hadronic Recoil φ

The last division is based on recoil φ. We divide the
data sample into eight subsets, as defined in Fig. 49. The
results of the ratio of theW mass to the Z mass are shown
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FIG. 45: [color online] Measured MW from the mT , peT ,
and /ET observables, separately for five different regions in
electron |ηdet|. The error bars for each observable represent
the statistical uncertainty of the W boson sample. The three
vertical lines with hashed bands indicate the results from the
three observables for the full data sample. When systematic
uncertainties are considered, the measured MW values are
consistent.

in the same figure. The measured MW /MZ values are
consistent for all regions.

XII. CONCLUSIONS

We have presented a detailed description of the W bo-
son mass measurement using the W → eν mode and
4.3 fb−1 of D0 integrated luminosity recorded between
2006 and 2009. Three measurements are performed, us-
ing three kinematic variables mT , peT , and /ET . The mT

and peT measurements are combined to give the result

MW = 80.367± 0.013 (stat)± 0.022 (syst)GeV

= 80.367± 0.026GeV.

This result is combined with an earlier D0 measurement
based on 1 fb−1 of data and similar analysis techniques
to give

MW = 80.375± 0.023GeV.

This measurement is in agreement with other measure-
ments and has a precision equal to the world average
prior to this paper and the most recent CDF measure-
ments [78].
Figure 50 shows this combined measurement, the world

average top quark mass measurement [79], and the con-
sistency among these and a Higgs boson mass of MH =
125.7GeV.
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W boson polarization
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Figure 15: �0 � �2 as a function of ?,T as predicted by P�����, DYNNLO at O(Us) and DYNNLO at O(U
2
s ), for
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� production in ?? collisions at 7 TeV.
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and determines the uncertainty by increasing the threshold by an order of magnitude. D0 uses a similar189

procedure except with an increase from 2.5 ⇥ 10�4 to 2 ⇥ 10�2 in H. These uncertainties are taken to be190

completely correlated.191

To account for the higher-order process of an o�-shell final-state photon splitting into an 4
+
4
� pair, CDF192

applies an e�ective radiator approximation to the radiated photons. ATLAS does not apply a correction,193

instead taking the uncertainty from a PHOTOS model of this process. The uncertainties are treated as194

uncorrelated.195

3.2 ]-boson pT distribution196

The prediction of the ,-boson ?T distribution is a second potential source of uncertainty correlation. In197

the region relevant for <, , the ?T distribution is described by a combination of perturbative fixed-order198

QCD, soft-gluon resummation and non-perturbative e�ects. The Tevatron experiments rely on analytical199

resummation as implemented in ResBos1, while ATLAS used the Pythia8 parton shower.200

Non-perturbative e�ects influence the very low boson ?
,
T region, typically ?

,
T < 5 GeV and are generally201

assumed to be universal between , and / production. In absence of precise direct measurements of202

the ,-boson ?T distribution, all measurements rely on /-boson data to constrain the corresponding203

parameters.204

The resulting model is then used for the prediction of the ,-boson ?T distribution. The associated205

uncertainty originates from the limited precision of the /-boson data, and from di�erences between the /206

and , production mechanisms, in particular related to the di�erent initial-state partonic configurations.207

ATLAS, CDF, and D0 derive the ,-boson ?
,
T distribution from their respective /-boson data; ATLAS208

tuned the shower and non-perturbative parameters in P�����, while CDF and D0 use fits to the non-209

perturbative resummation parameters 61, 62 in R��B��1 for this modelling aspect. The resulting ?
,
T210

distributions are shown, after analysis cuts, in Figure 1. Theoretical uncertainties in the extrapolation211

from the ?
/
T distribution to the ?

,
T distribution are considered by the ATLAS and CDF experiments,212

which use the observed , ?T distribution to validate (ATLAS) or further constrain (CDF) the associated213

uncertainty in situ. Once propagated to the W mass measurement, CDF quotes an uncertainty on the , ?T214

modelling of 2.2 MeV, D0 of 2.4 MeV, while ATLAS of 8.3 MeV, the latter including the , ?T modelling215

together with an uncertainty on the modelling of spin correlations. Uncertainties related to the ,-boson216

?T distribution can thus be considered as uncorrelated between the three experiments.217

3.3 Spin correlations218

The theoretical predictions of the lepton ?T and transverse mass distributions are a�ected by the description219

of the ,-boson polarization states. A general expression for the fully di�erential ,-boson production and220

decay distributions, true at all orders in QCD, is221

3f

3⌦
=

3f

3<3?T3H
[ (1 + cos2

\) +
1
2
�0(1 � 3 cos2

\) + �1 sin 2\ cos q

+
1
2
�2 sin2

\ cos 2q + �3 sin \ cos q

+ �4 cos \ + �5 sin2
\ sin 2q

+ �6 sin 2\ sin q + �7 sin \ sin q ] , (1)

8
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W+ initial 
state

Type Pythia LO Madgraph LO Madgraph NLO

u dbar v-v 81.7% 82.0% 82.7%

dbar u s-s 8.9% 9.0% 8.8%

u sbar v-s 1.6% 1.9% 1.8%

sbar u s-s 0.3% 0.3% 0.3%

c sbar s-s 2.9% 2.9% -

sbar c s-s 2.9% 2.9% -

c dbar s-v 0.7% 0.7% -

dbar c s-s 0.2% 0.2% -

u g v-g - 3.7%

g dbar g-v - 1.8%

g u g-s - 0.4%

dbar g s-g - 0.5%

g sbar g-s - 0.02%

sbar g s-g - 0.02%
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TABLE S5: Signed shifts in the MW fit values, in MeV, due to 1σ increases in the recoil model parameters, after
applying the pWT data spectrum as a constraint. The parameters are uncorrelated with each other and the resulting
uncertainties are added in quadrature for a given fit. The signed shifts are used to propagate the correlations
between fits. The “source” column indicates the distributions used for constraining each parameter.

Parameter Description Source mT p!T pνT
a average response Fig. S23 −1.6 −2.9 −0.2

b response non-linearity Fig. S23 −0.8 −2.0 0.7

Response 1.8 3.5 0.7

NV spectator interactions Fig. S24 0.5 −3.2 3.6

shad sampling resolution Fig. S24 0.3 0.3 0.8

f4
π0 EM fluctuations at low uT Fig. S25 −0.3 −0.2 −1.0

f15
π0 EM fluctuations at high uT Fig. S25 −0.3 −0.3 −0.2

α angular resolution at low uT Fig. S26 1.4 0.1 2.5

β angular resolution at intermediate uT Fig. S26 0.2 0.1 0.7

γ angular resolution at high uT Fig. S26 0.3 0.3 0.7

fa
2 average dijet component Fig. S27 0.1 −1.1 0.8

fs
2 variation of dijet component with uT Fig. S27 −0.1 −0.2 −0.1

kξ average dijet resolution Fig. S28 −0.1 0.1 −0.3

δξ fluctuations in dijet resolution Fig. S28 −0.2 0.2 −1.1

Aξ higher-order term in dijet resolution Fig. S28 0.1 −1.0 0.7

µξ —"— Fig. S28 −0.5 −0.4 −0.9

εξ —"— Fig. S28 0.1 −0.2 0.4

S+
ξ —"— Fig. S28 0.5 −0.4 1.4

S−
ξ —"— Fig. S28 −0.3 −0.2 −0.5

qξ —"— Fig. S28 −0.2 0.0 0.2

Resolution 1.8 3.6 5.2

reproduced in the custom simulation. They are validated using a Z/γ∗ → µµ sample generated with pythia [101, 102]
and simulated with the full geant-based detector simulation. The uncertainty on this tuning is propagated to the
MW measurement as an uncertainty in the background normalization and shapes estimated for Z/γ∗ → µµ decays.

The ratio of Z/γ∗ → µµ to W → µν acceptances is determined from the custom simulation, and multiplied by
the ratio of cross sections times branching ratios to obtain the Z/γ∗ → µµ background normalization. The standard
model calculation of the ratio RW/Z ≡ σB(W → µν)/σB(Z → µµ) yields 10.96±0.06 [72], including the uncertainties
due to PDFs and the renormalization and factorization scale variations. We include an additional 1% uncertainty on
the ratio of W and Z boson acceptances due to the uncertainty in the muon-finding efficiency, and obtain the estimate
for the Z/γ∗ → µµ background in the W → µν candidate sample of (7.37 ± 0.10)%. The bulk of this background
arises from muons with |η| ! 1 escaping the tracker acceptance.

The normalization and the shapes of the kinematic spectra for the Z → µµ background are varied by changing the
recoil model and the muon energy deposition in the calorimeters in the custom simulation by their uncertainties. The
normalization has fractional uncertainties of 1.2% from RW/Z , 0.1% from the muon energy deposition, 0.2% from
recoil resolution, and 0.1% from recoil scale, for a total normalization fractional uncertainty of 1.3%. The uncertainty
on the W boson mass from the normalization uncertainty of this background is (1.6, 3.6, 0.1) MeV respectively on
the (mT , p

µ
T , p

ν
T ) fits. The variation in the shapes due to recoil response tuning, recoil resolution tuning, and the

muon energy deposition causes uncertainties of (0.1, 0.2, 0.2) MeV, (0.2, 0.1, 0.4) MeV, and (0.7, 0.1, 1.4) MeV on the
(mT , p

µ
T , p

ν
T ) fits, respectively.

The W → τν background is estimated from the custom simulation, which generates W → τν events in the same way
as W → eν and W → µν events, and which includes the τ polarization and decay dynamics as described in Ref. [43].
The custom simulation predicts (0.880± 0.004)% for the W → τν background fraction, where the uncertainty is due
to the uncertainty in the hadronic recoil model.

Background from multijet events where a jet mimics a muon track is estimated using an artificial neural network
(NN) [110] to distinguish such misidentified muons from signal muons. The method, described in Refs. [43, 107], uses
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Fig. 11 Distributions of a !E∗
T and b azimuth φ of the recoil in data

and simulation for Z → µµ events. The !E∗
T distribution is shown

before and after applying the Smirnov-transform correction, and the

φ distribution is shown before and after the ux,y correction. The lower
panels show the data-to-prediction ratios, with the vertical bars showing
the statistical uncertainty

After the correction applied to the average number of pile-
up interactions, residual data-to-prediction differences in the
!E∗

T distribution are responsible for most of the remain-
ing uT resolution mismodelling. The !E∗

T distribution is
corrected by means of a Smirnov transform, which is a
mapping x → x ′(x) such that a function f (x) is trans-
formed into another target function g(x) through the rela-
tion f (x) → f (x ′) ≡ g(x) [115]. Accordingly, a mapping
!E∗

T → !E∗
T

′ is defined such that the distribution of !E∗
T

in simulation, hMC(!E∗
T), is transformed into hMC(!E∗

T
′)

to match the !E∗
T distribution in data, hdata(!E∗

T). The cor-
rection is derived for Z -boson events in bins of p##

T , as the
observed differences in the !E∗

T distribution depend on the
Z -boson transverse momentum. The result of this procedure
is illustrated in Fig. 11a. The modified distribution is used to
parameterise the recoil response corrections discussed in the
next section.

InW -boson events, the transverse momentum of the boson
can only be inferred from uT, which has worse resolution
compared to p##

T in Z -boson events. To overcome this lim-
itation, a pT-dependent correction is defined assuming that
the pT dependence of differences between data and simula-
tion in the !E∗

T distribution in W -boson events follows the
corresponding differences observed in Z -boson events. The
!E∗

T distribution to be matched by the simulation is defined
as follows for W -boson events:

h̃Wdata(!E∗
T, p

W
T )

≡ hZ
data(!E∗

T, p
##
T )

(
hWdata(!E∗

T)

hWMC(!E∗
T)

/ hZ
data(!E∗

T)

hZ
MC(!E∗

T)

)

, (4)

where pWT is the particle-level W -boson transverse momen-
tum, and p##

T the transverse momentum measured from the
decay-lepton pair, used as an approximation of the particle-

level pZT . The superscripts W and Z refer to W - or Z -
boson event samples, and the double ratio in the second term
accounts for the differences between the inclusive distribu-
tions in W - and Z -boson events. This correction is defined
separately for positively and negatively charged W bosons,
so as to incorporate the dependence of the pWT distribution on
the charge of the W boson. Using h̃Wdata(!E∗

T, p
W
T ) defined in

Eq. (4) as the target distribution, the pWT -dependent Smirnov
transform of the !E∗

T distribution in W -boson events is
defined as follows:

hWMC(!E∗
T; pWT ) → hWMC(!E∗

T
′; pWT ) ≡ h̃Wdata(!E∗

T; pWT ).

The validity of the approximation introduced in Eq. (4)
is verified by comparing hWdata(!E∗

T)/h
W
MC(!E∗

T) and hZ
data

(!E∗
T)/h

Z
MC(!E∗

T) in broad bins of uT. The associated sys-
tematic uncertainties are discussed in Sect. 8.3.

8.2 Residual response corrections

In the ideal case of beams coinciding with the z-axis, the
physical transverse momentum of W and Z bosons is uni-
formly distributed in φ. However, an offset of the interac-
tion point with respect to the detector centre in the trans-
verse plane, the non-zero crossing angle between the pro-
ton beams, and φ-dependent response of the calorimeters
generate anisotropies in the reconstructed recoil distribution.
Corresponding differences between data and simulation are
addressed by effective corrections applied to ux and uy in
simulation:

u′
x = ux + ( 〈ux 〉data − 〈ux 〉MC ) ,

u′
y = uy +

( 〈
uy

〉
data −

〈
uy

〉
MC

)
,
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W boson mass @ the Tevatron
Measurement strategy: 

Measure momenta of charged lepton and neutrino in transverse plane 
Construct the transverse mass in this plane and fit three distributions for mW 

Experimental and theoretical requirements: 
Precise calibration of lepton momentum 
Accurate calibration of detector response to initial-state radiation and underlying event 
Accurate model of longitudinal and transverse momentum of the W boson 

Tevatron instantaneous luminosities produce <10 overlapping collisions on average 
A large majority of W bosons are produced by valence quarks

normalizations in the MW template fits. The uncertainties
on the background estimates result in uncertainties of 4, 3,
and 4 MeV on MW from the mT , pe

T , and pν
T fits,

respectively (Table VIII).

XI. W-BOSON-MASS FITS

The W-boston mass is extracted by performing fits to a
sum of background and simulated signal templates of the
mT , pl

T , and pν
T distributions. The fits minimize − lnL,

where the likelihood L is given by

L ¼
YN

i¼1

e−mimni
i

ni!
; (36)

where the product is over N bins in the fit region with ni
entries (from data) and mi expected entries (from the
template) in the ith bin. The template is normalized to
the data in the fit region. The likelihood is a function of
MW , where MW is defined by the relativistic Breit-Wigner
mass distribution,

dσ
dm

∝
m2

ðm2 −M2
WÞ2 þm4Γ2

W=M
2
W
; (37)

wherem is the invariant mass of the propagator. We assume
the standard model W boson width ΓW ¼ 2094% 2 MeV.
The uncertainty on MW resulting from δΓW ¼ 2 MeV is
negligible.

A. Fit results

The mT fit is performed in the range 65<mT <90GeV.
Figure 36 shows the results of the mT fit for the W → μν
and W → eν channels while a summary of the 68%
confidence uncertainty associated with the fit is shown
in Table IX. The pl

T and pν
T fits are performed in the ranges

32 < pl
T < 48 and 32 < pν

T < 48 GeV, respectively, and
are shown in Figs. 37 and 38, respectively. The uncertain-
ties for the pl

T and pν
T fits are shown in Tables X and XI,

respectively. The differences between data and simulation
for the three fits, divided by the statistical uncertainties on
the predictions, are shown in Figs. 39–41 and the fit results
are summarized in Table XII.

We utilize the best linear unbiased estimator (BLUE)
[61] algorithm to combine individual fits. Each source of
systematic uncertainty is assumed to be independent from
all other sources of uncertainty within a given fit. We

TABLE VIII. Background fractions from various sources in the
W → eν data set, and the corresponding uncertainties on the mT ,
pμ
T , and pν

T fits for MW.

Fraction of δMW (MeV)
Source W → eν data (%) mT fit pe

T fit pν
T fit

Z=γ& → ee 0.139% 0.014 1.0 2.0 0.5
W → τν 0.93% 0.01 0.6 0.6 0.6
Hadronic jets 0.39% 0.14 3.9 1.9 4.3
Total 1.46% 0.14 4.0 2.8 4.4
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FIG. 36. Distributions ofmT forW boson decays to μν (top) and
eν (bottom) final states in simulated (histogram) and experimental
(points) data. The simulation corresponds to the maximum-
likelihood value of MW and includes backgrounds (shaded).
The likelihood is computed using events between the two arrows.

TABLE IX. Uncertainties on MW (in MeV) as resulting from
transverse-mass fits in the W → μν and W → eν samples. The
last column reports the portion of the uncertainty that is common
in the μν and eν results.

mT fit uncertainties
Source W → μν W → eν Common

Lepton energy scale 7 10 5
Lepton energy resolution 1 4 0
Lepton efficiency 0 0 0
Lepton tower removal 2 3 2
Recoil scale 5 5 5
Recoil resolution 7 7 7
Backgrounds 3 4 0
PDFs 10 10 10
W boson pT 3 3 3
Photon radiation 4 4 4
Statistical 16 19 0
Total 23 26 15
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radiation, that results in measurable hadronic-recoil energy.
The W-boson mass is measured using low-background
samples of W ! ‘!‘ decays (‘ ¼ e, " at CDF and ‘ ¼
e at D0) that are reconstructed using the CDF [22] and D0
[23] detectors. The mass is determined using three kine-
matic variables measured in the plane perpendicular to the
beam direction: the transverse momentum of the charged
lepton (p‘

T), the transverse momentum of the neutrino (p!
T),

and the transverse mass m‘
T ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p‘

Tp
!
Tð1# cos!#Þ

q
,

where !# is the opening angle between the lepton and
neutrino momenta in the plane transverse to the beam. The
magnitude and direction of p!

T is inferred from the vector
of the missing transverse energy 6E‘

T [24]. The W-boson
mass is extracted from maximum-likelihood fits to the
binned distributions of the observed p‘

T , 6E‘
T , andm

‘
T values

using a parametrized simulation of these distributions as a
function of MW . These simulations depend on the kine-
matic distributions of theW-boson decay products and also
on detector effects that are constrained using theoretical
calculations and control samples. The kinematic distribu-
tions are determined by several effects including the
W-boson transverse momentum pTðWÞ and the parton
distribution functions (PDFs) of the interacting protons
and antiprotons. Major detector effects include energy
response to leptons, hadronic recoil, the response to QED
radiation, and multiple-interaction pileup, together with
calorimeter acceptance effects and lepton-identification
efficiencies. The detailed simulations developed at CDF
and D0 enable the study of these effects to better than 1 part
in 104 precision on the observed value of MW .

In the CDF (2012) and D0 (2012) measurements, the
kinematic properties ofW-boson production and decay are
simulated using RESBOS [25], which is a next-to-leading
order generator that includes next-to-next-to-leading loga-
rithm resummation of soft gluons at low boson pT [26].
The momenta of interacting partons in RESBOS are calcu-
lated as fractions of the colliding (anti)proton momenta
using the CTEQ6.6 [27] PDFs. The radiation of photons
from final-state leptons is simulated using PHOTOS [28].

III. CDF (2012) AND D0 (2012) MEASUREMENTS

A. CDF measurement

The CDF (2012) measurement uses data corresponding
to an integrated luminosity of 2:2 fb#1, collected between
2002 and 2007. Both the muon (W ! "!") and electron
(W ! e!e) channels are considered. Decays of J=c and"
mesons into muon pairs are reconstructed in a central
tracking system to establish the absolute momentum scale.
A measurement of the Z-boson mass (MZ) in Z ! ""
decays is performed as a consistency check. This measure-
ment, which uses the tracking detector, yields MZ¼
91180%12ðstatÞ%10ðsystÞMeV, consistent with the world
average mass of 91188% 2 MeV [29], and is therefore
also used as an additional constraint on the momentum
scale. The electromagnetic calorimeter energy scale and

nonlinearity are determined by fitting the peak of the E=p
distribution of electrons fromW ! e! and Z ! ee decays,
where E is the energy measured in the calorimeter and p is
the momentum of the associated charged particle. The
lower tail of the E=p distribution is used to determine the
amount of material in the tracking detector. The Z-boson
mass measured in Z ! ee decays is used as a consistency
check and to constrain the energy scale. The value ofMZ ¼
91230% 30ðstatÞ % 14ðsystÞ MeV from the calorimetric
measurement is also consistent with the world average.
The CDF (2012) measurement of MW is obtained from

the combination of six observables: p"
T , 6E"

T , m
"
T , p

e
T , 6Ee

T

andme
T . The combined result isMW ¼ 80387% 12ðstatÞ %

15ðsystÞ MeV. Table I summarizes the sources of
uncertainty in the CDF measurement.

B. D0 measurement

The D0 (2012) measurement uses data corresponding to
4:3 fb#1 of integrated luminosity recorded between 2006
and 2009. D0 calibrates the calorimeter energy scale using
Z ! ee decays. Corrections for energy lost in uninstru-
mented regions are based on a comparison between the
shower-development profiles from data and from a detailed
GEANT-based simulation [30] of the D0 detector. The world
average value forMZ [29] is used to determine the absolute
energy scale of the calorimeter, which is thereafter used to
correct the measurement of the electron energy from the
W-boson decay. This MW measurement is therefore
equivalent to a measurement of the ratio of W- and
Z-boson masses. This calibration method eliminates
many systematic uncertainties common to the W- and
Z-boson mass measurements, but its precision is limited
by the size of the available Z-boson data set.
The results obtained with the two most sensitive

observables me
T and pe

T are combined to determine the
W-boson mass of MW¼80367%13ðstatÞ%22ðsystÞMeV.
A summary of the uncertainties is presented in Table II.

TABLE I. Uncertainties of the CDF (2012) MW measurement
determined from the combination of the six measurements.

Source Uncertainty (MeV)

Lepton energy scale and resolution 7
Recoil energy scale and resolution 6
Lepton removal from recoil 2
Backgrounds 3
Experimental subtotal 10
Parton distribution functions 10
QED radiation 4
pTðWÞ model 5
Production subtotal 12
Total systematic uncertainty 15
W-boson event yield 12
Total uncertainty 19
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This D0 (2012) measurement is combined with a previous
D0 measurement [16] corresponding to an integrated
luminosity of 1:0 fb!1, which uses data recorded between
2002 and 2006, to yield MW ¼ 80375# 11ðstatÞ #
20ðsystÞ MeV.

IV. COMBINATION WITH PREVIOUS
TEVATRON MEASUREMENTS

The CDF measurements from Ref. [8] (1988–1989) and
Ref. [9] (1992–1993) were made using superseded PDF
sets and have been corrected [19] using recent PDF sets.
The previous results are also adjusted to use the same
combination technique (the BLUE method) as in later

combinations. The templates for fitting MW assume
the Breit-Wigner running-width scheme propagator,
1=ðŝ!M2

W þ iŝ!W=MWÞ, which makes the value of MW

determined by the fit dependent on !W . Here, ŝ is the
square of the center-of-mass energy in the parton reference
frame and !W is the total width of the W boson. Different
measurements have used different values of !W , yielding a
shift in measured values of the W-boson mass [19],
"MW ¼ !ð0:15# 0:05Þ"!W , where "!W is the differ-
ence between the value of !W predicted by the SM, !W ¼
2092:2# 1:5 MeV [31], and that used in a particular
analysis. The prediction of !W assumes MW ¼ 80385#
15 MeV, which is a preliminary world-average combina-
tion result [32] of this article. The impact of the corrections
on the final MW combination reported in this article is
found to be less than 0.2 MeV. Table III summarizes all
inputs to the combination and the corrections made to
ensure consistency across measurements.

V. CORRELATIONS IN THE CDF AND
D0 MW MEASUREMENTS

The increased statistical power of CDF (2012) and D0
(2012) MW measurements necessitates a more detailed
treatment of the systematic uncertainties due to the
W-boson production and decay model that are independent
of the data-sample size. We assume that for each uncer-
tainty category, the smallest uncertainty across measure-
ments is fully correlated while excesses above that level are
generally assumed to be due to uncorrelated differences
between measurements. One exception corresponds to the
two D0 measurements that use very similar models and are
treated as fully correlated [16,18].
The experimental systematic uncertainties of the D0

measurement are dominated by the uncertainty in the

TABLE III. The input data used in the MW combination. All entries are in units of MeV.

CDF [8] CDF [9] CDF [10] D0 [12–15] D0 [16] CDF [17] D0 [18]

(1988–1989) (1992–1993) (1994–1995) (1992–1995) (2002–2006) (2002–2007) (2006–2009)

4:4 pb!1 18:2 pb!1 84 pb!1 95 pb!1 1:0 fb!1 2:2 fb!1 4:3 fb!1

Mass and width
MW 79 910 80 410 80 470 80 483 80 400 80 387 80 367
!W 2 100 2 064 2 096 2 062 2 099 2 094 2 100
MW uncertainties
PDF 60 50 15 8 10 10 11
Radiative corrections 10 20 5 12 7 4 7
!W 0.5 1.4 0.3 1.5 0.4 0.2 0.5
Total 390 181 89 84 43 19 26
MW corrections
"!W þ1:2 !4:2 þ0:6 !4:5 þ1:1 þ0:3 þ1:2
PDF þ20 !25 0 0 0 0 0
Fit method !3:5 !3:5 !0:1 0 0 0 0
Total þ17:7 !32:7 þ0:5 !4:5 þ1:1 þ0:3 þ1:2
MW corrected 79 927.7 80 377.3 80 470.5 80 478.5 80 401.8 80 387.3 80 368.6

TABLE II. Uncertainties of the D0 (2012) MW measurement
determined from the combination of the two most sensitive
observables me

T and pe
T .

Source Uncertainty (MeV)

Electron energy calibration 16
Electron resolution model 2
Electron shower modeling 4
Electron energy loss model 4
Recoil energy scale and resolution 5
Electron efficiencies 2
Backgrounds 2
Experimental subtotal 18
Parton distribution functions 11
QED radiation 7
pTðWÞ model 2
Production subtotal 13
Total systematic uncertainty 22
W-boson event yield 13
Total uncertainty 26
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Detector simulation

Developed custom simulation for analysis
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Includes shower losses due to finite calorimeter thickness 

Hit-level model of central outer tracker
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Material map of inner silicon detector 

Includes radiation lengths and Bethe-Bloch terms
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Figure 8: The CDF detector material thickness in radiation lengths as functions of φ and z,
for eight different radial regions ranging from 11.11 cm to 22.57 cm.

12

Kotwal & CH, NIMA 729, 25 (2013)

34



Background fractions

35

the isolation variables, that is the calorimeter energy and track momenta in a cone surrounding the muon candidate
with radius ∆R =

√

(∆η)2 + (∆φ)2 = 0.4 in the η−φ plane. The distribution of the NN output for the W -boson data
is fitted to the sum of the signal and background distributions, with the background fraction as the free parameter for
χ2 minimization. The signal sample is obtained from W → µν events generated with pythia [101, 102] and the CDF
geant-based simulation [86]. The background sample is obtained from data satisfying the W → µν selection criteria
except for the additional criteria of pνT < 10 GeV and uT < 45 GeV. The jet misidentification background is computed
separately for |η| < 0.6 and |η| > 0.6 since different muon detectors operate in these regions. The background fractions
are found to be consistent with each other and with zero. For the MW measurement we use the combined best-fit
fraction of (0.01± 0.04stat)%.

The decay-in-flight (DIF) background is caused by low-momentum, long-lived mesons such as pions or kaons de-
caying to muons in the tracking volume, resulting in the reconstruction of high-pT kinked tracks. As described in
Ref. [43], the pattern of hit residuals indicating such kinks, the track impact parameter, and the fit quality are used
to both reduce and estimate the DIF background. The distribution of the track fit χ2/dof from W → µν candidates
in the data are fit to a sum of signal and DIF background templates with the background fraction as the free param-
eter. Muons from Z → µµ data are used to provide the signal template and W → µν data with large track impact
parameters (2 < d0 < 5 mm) provide the DIF background template. The contamination of real W → µν events in
the background template due to the d0 resolution is taken into account using the Z → µµ data. The DIF background
fraction is estimated to be (0.20±0.14)%. Systematic uncertainties are estimated by comparing background templates
made from different impact-parameter regions and from different requirements on the hit residual patterns.

Muons from cosmic rays are removed with efficiency greater than 99% using a dedicated tracking algorithm [51].
The cosmic-ray background estimated for a previous data set [39] is reduced by the ratio of run-time to integrated
luminosity to obtain the background fraction of (0.01± 0.01)% in the current sample.

TABLE S6: Various background fractions in the
W → µν data set, and the corresponding uncertainties
on the mT , pµT , and pνT fits for MW due to background
normalization and shape (in parentheses). Where
applicable, a negative sign is used to indicate a
negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit pµT fit pνT fit

Z/γ∗
→ µµ 7.37± 0.10 1.6 (0.7) 3.6 (0.3) 0.1 (1.5)

W → τν 0.880± 0.004 0.1 (0.0) 0.1 (0.0) 0.1 (0.0)

Hadronic jets 0.01± 0.04 0.1 (0.8) -0.6 (0.8) 2.4 (0.5)

Decays in flight 0.20± 0.14 1.3 (3.1) 1.3 (5.0) -5.2 (3.2)

Cosmic rays 0.01± 0.01 0.3 (0.0) 0.5 (0.0) 0.3 (0.3)

Total 8.47± 0.18 2.1 (3.3) 3.9 (5.1) 5.7 (3.6)

TABLE S7: Background fractions from various sources
in the W → eν data set, and the corresponding
uncertainties on the mT , peT , and pνT fits for MW due
to background normalization and shape (in
parentheses). Where applicable, a negative sign is used
to indicate a negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit peT fit pνT fit

Z/γ∗
→ ee 0.134± 0.003 0.2 (0.3) 0.3 (0.0) 0.0 (0.6)

W → τν 0.94± 0.01 0.6 (0.0) 0.6 (0.0) 0.6 (0.0)

Hadronic jets 0.34± 0.08 2.2 (1.2) 0.9 (6.5) 6.2 (−1.1)

Total 1.41± 0.08 2.3 (1.2) 1.1 (6.5) 6.2 (1.3)

The mT , pµT , and pνT distributions for the various backgrounds are added to the signal simulation templates for the
MW fits. The background templates are obtained from the custom simulation for W and Z boson backgrounds, from
identified cosmic ray events for the cosmic ray background, and from muons in W → µν events with large d0 and
DIF-like hit residuals (isolation) for the decay-in-flight (hadronic jet) background. After including uncertainties on
the shapes of the distributions, the total uncertainties on the background estimates result in uncertainties of 3.9, 6.4,
and 6.8 MeV on MW for the mT , pµT , and pνT fits, respectively (Table S6).

B. W → eν Backgrounds

We model the Z/γ∗ → ee background using the custom simulation. It is important to model the uninstrumented
regions (cracks) in the EM calorimeter, and the EM and hadronic calorimeter response in these cracks. We tune the
custom simulation of these detector attributes using a control sample of Z/γ∗ → ee data, in which one electron is
the fiducial electron and the second is associated with a track pointing toward a crack region. The tuned simulation
reproduces the rate for the second electron to pass through the crack regions, as well as the distributions of the ratios

the isolation variables, that is the calorimeter energy and track momenta in a cone surrounding the muon candidate
with radius ∆R =

√

(∆η)2 + (∆φ)2 = 0.4 in the η−φ plane. The distribution of the NN output for the W -boson data
is fitted to the sum of the signal and background distributions, with the background fraction as the free parameter for
χ2 minimization. The signal sample is obtained from W → µν events generated with pythia [101, 102] and the CDF
geant-based simulation [86]. The background sample is obtained from data satisfying the W → µν selection criteria
except for the additional criteria of pνT < 10 GeV and uT < 45 GeV. The jet misidentification background is computed
separately for |η| < 0.6 and |η| > 0.6 since different muon detectors operate in these regions. The background fractions
are found to be consistent with each other and with zero. For the MW measurement we use the combined best-fit
fraction of (0.01± 0.04stat)%.

The decay-in-flight (DIF) background is caused by low-momentum, long-lived mesons such as pions or kaons de-
caying to muons in the tracking volume, resulting in the reconstruction of high-pT kinked tracks. As described in
Ref. [43], the pattern of hit residuals indicating such kinks, the track impact parameter, and the fit quality are used
to both reduce and estimate the DIF background. The distribution of the track fit χ2/dof from W → µν candidates
in the data are fit to a sum of signal and DIF background templates with the background fraction as the free param-
eter. Muons from Z → µµ data are used to provide the signal template and W → µν data with large track impact
parameters (2 < d0 < 5 mm) provide the DIF background template. The contamination of real W → µν events in
the background template due to the d0 resolution is taken into account using the Z → µµ data. The DIF background
fraction is estimated to be (0.20±0.14)%. Systematic uncertainties are estimated by comparing background templates
made from different impact-parameter regions and from different requirements on the hit residual patterns.

Muons from cosmic rays are removed with efficiency greater than 99% using a dedicated tracking algorithm [51].
The cosmic-ray background estimated for a previous data set [39] is reduced by the ratio of run-time to integrated
luminosity to obtain the background fraction of (0.01± 0.01)% in the current sample.

TABLE S6: Various background fractions in the
W → µν data set, and the corresponding uncertainties
on the mT , pµT , and pνT fits for MW due to background
normalization and shape (in parentheses). Where
applicable, a negative sign is used to indicate a
negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit pµT fit pνT fit

Z/γ∗
→ µµ 7.37± 0.10 1.6 (0.7) 3.6 (0.3) 0.1 (1.5)

W → τν 0.880± 0.004 0.1 (0.0) 0.1 (0.0) 0.1 (0.0)

Hadronic jets 0.01± 0.04 0.1 (0.8) -0.6 (0.8) 2.4 (0.5)

Decays in flight 0.20± 0.14 1.3 (3.1) 1.3 (5.0) -5.2 (3.2)

Cosmic rays 0.01± 0.01 0.3 (0.0) 0.5 (0.0) 0.3 (0.3)

Total 8.47± 0.18 2.1 (3.3) 3.9 (5.1) 5.7 (3.6)

TABLE S7: Background fractions from various sources
in the W → eν data set, and the corresponding
uncertainties on the mT , peT , and pνT fits for MW due
to background normalization and shape (in
parentheses). Where applicable, a negative sign is used
to indicate a negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit peT fit pνT fit

Z/γ∗
→ ee 0.134± 0.003 0.2 (0.3) 0.3 (0.0) 0.0 (0.6)

W → τν 0.94± 0.01 0.6 (0.0) 0.6 (0.0) 0.6 (0.0)

Hadronic jets 0.34± 0.08 2.2 (1.2) 0.9 (6.5) 6.2 (−1.1)

Total 1.41± 0.08 2.3 (1.2) 1.1 (6.5) 6.2 (1.3)

The mT , pµT , and pνT distributions for the various backgrounds are added to the signal simulation templates for the
MW fits. The background templates are obtained from the custom simulation for W and Z boson backgrounds, from
identified cosmic ray events for the cosmic ray background, and from muons in W → µν events with large d0 and
DIF-like hit residuals (isolation) for the decay-in-flight (hadronic jet) background. After including uncertainties on
the shapes of the distributions, the total uncertainties on the background estimates result in uncertainties of 3.9, 6.4,
and 6.8 MeV on MW for the mT , pµT , and pνT fits, respectively (Table S6).

B. W → eν Backgrounds

We model the Z/γ∗ → ee background using the custom simulation. It is important to model the uninstrumented
regions (cracks) in the EM calorimeter, and the EM and hadronic calorimeter response in these cracks. We tune the
custom simulation of these detector attributes using a control sample of Z/γ∗ → ee data, in which one electron is
the fiducial electron and the second is associated with a track pointing toward a crack region. The tuned simulation
reproduces the rate for the second electron to pass through the crack regions, as well as the distributions of the ratios



36

Uncertainties
37

 (GeV)  ν
T

p30 35 40 45 50 55

χ

-5

0

5
νµ→W

 (GeV)  ν
T

p30 35 40 45 50 55

χ

-5

0

5
νe→W

FIG. 38: Differences between the data and simulation, divided by the expected statistical uncertainty, for the pνT
distributions in the muon (left) and electron (right) channels.

Source of systematic mT fit p!T fit pνT fit

uncertainty Electrons Muons Common Electrons Muons Common Electrons Muons Common

Lepton energy scale 5.8 2.1 1.8 5.8 2.1 1.8 5.8 2.1 1.8

Lepton energy resolution 0.9 0.3 -0.3 0.9 0.3 -0.3 0.9 0.3 -0.3

Recoil energy scale 1.8 1.8 1.8 3.5 3.5 3.5 0.7 0.7 0.7

Recoil energy resolution 1.8 1.8 1.8 3.6 3.6 3.6 5.2 5.2 5.2

Lepton u|| efficiency 0.5 0.5 0 1.3 1.0 0 2.6 2.1 0

Lepton removal 1.0 1.7 0 0 0 0 2.0 3.4 0

Backgrounds 2.6 3.9 0 6.6 6.4 0 6.4 6.8 0

pZT model 0.7 0.7 0.7 2.3 2.3 2.3 0.9 0.9 0.9

pWT /pZT model 0.8 0.8 0.8 2.3 2.3 2.3 0.9 0.9 0.9

Parton distributions 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9

QED radiation 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7

Statistical 10.3 9.2 0 10.7 9.6 0 14.5 13.1 0

Total 13.5 11.8 5.8 16.0 14.1 7.9 18.8 17.1 7.4

TABLE VIII: Uncertainties on MW (in MeV) as resulting from the transverse-mass, charged-lepton pT and neutrino
pT fits in the W → µν and W → eν samples. The third column for each fit reports the portion of the uncertainty
that is common in the µν and eν results. The muon and electron energy resolutions are anti-correlated because the
track pT resolution and the electron cluster ET resolution both contribute to the width of the E/p peak, which is
used to constrain the electron cluster ET resolution.
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
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SM

DELPHI   67±80336  
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CDF I   79±80432  
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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FIG. 13: (Left) Measured calorimeter energy scale in bins of electron tower in W → eν data after corrections are
applied, with the line SE = 1 overlaid. The towers are numbered in order of increasing |η| and each tower subtends
∆η ≈ 0.11. (Right) Distribution of E/p for Z → ee data (circles) after the full energy-scale calibration; the best-fit
template (histogram) is overlaid. The fit region is enclosed by arrows.

VII. ELECTRON MOMENTUM MEASUREMENT

An electron radiates bremsstrahlung photons as it traverses the approximately 19% of a radiation length in the
tracking volume [12], which degrades its track momentum resolution. Most of these photons are coalesced with the
electron shower in the calorimeter, therefore we use the higher-resolution calorimeter energy measurement for the
MW and MZ fits. The calibration of the track momentum p is transferred to the calorimeter energy E by fitting the
distribution of their ratio, E/p. The mean of the ratio is used to improve the spatial and temporal uniformity of
the calorimeter response, by applying corrections as functions of electron position and experiment running time. The
distribution of the ratio is also used to determine the amount of radiative material upstream and in the calorimeter.
The calorimeter calibration is verified by measuring the mass of the Z boson in Z → ee events. After this validation,
the MZ measurement is used as an additional calibration source for the MW measurement.

A. E/p calibration

Following event reconstruction [31], the mean E/p in the range 0.9–1.1 is used to correct 1–2% response variations
in electron-energy measurement in the data. These variations are mapped as functions of distance from tower edges
in φ and z and corrected following Refs. [12, 19]. The spatial uniformity calibration has improved because of the
increased sample size of the data. Furthermore, a temporal uniformity calibration of the EM calorimeter is introduced
in this analysis; assuming azimuthal symmetry, the calorimeter response in each longitudinal tower is studied as
functions of experiment operational time, and the time-dependence is corrected for. Next, the likelihood fits for the
calorimeter energy scale are performed separately in the eight longitudinal towers. Applying these corrections to the
data eliminates the dependence on electron |η| (Fig. 13).

The amount of radiative material is simulated using a fine-grained three-dimensional lookup table, as described
in Sec. III. The tail of the E/p distribution (E/p > 1.12), which is sensitive to the total number of radiation
lengths traversed, is used to tune the latter in the simulation by performing a maximum likelihood fit. We obtain a
multiplicative factor SW

mat = 1.0493± 0.0016stat ± 0.0012QCD (SZ
mat = 1.0428± 0.0060stat) to the number of radiation

lengths in the simulation, where the QCD systematic uncertainty refers to background contamination due to QCD
jets. The results from W and Z data are statistically consistent within 1σ and are combined to give the correction
SW,Z
mat = 1.0488 ± 0.0020 applied to the simulation. Figure 14 shows the E/p distributions for both W → eν and

Z → ee data after the correction factor is applied. Displayed on each of these distributions in this figure is the
quantity ∆Smat ≡ Smat − 1, which averages to zero over the W → eν and Z → ee samples.

The accurate simulation of electron and photon showers requires knowledge of the amount of CEM material [37].
The relative fraction of electron candidates with low E/p (0.90 < E/p < 0.93) to those in the range 0.90 < E/p < 1.09
is sensitive to longitudinal shower leakage, and hence the CEM thickness in radiation lengths. A maximum likelihood
fit to this fraction is used to tune the radiation-length (X0) thickness of each tower by ≈ 0.1X0. The statistical

)νe→/ GeV (We
TE

30 32 34 36 38 40 42 44 46 48

 
E

S

0.999

1

1.001

1.002

/dof = 2.2 / 52χ

 = 82 %2χP

ee)→/ GeV (Ze
TE

30 35 40 45 50 55

 
E

S

0.999

1

1.001

1.002

/dof = 9.3 / 42χ

 = 5 %2χP

FIG. S15: Measured energy scale as a function of electron ET for W → eν (left) and Z → ee (right) data, with the
line SE = 1 overlaid. The simulation is corrected with the best-fit value of ζ = (7.2± 0.4)× 10−3 in Eq. (S1).

TABLE S3: Summary of momentum scale
determinations using J/ψ-meson data and Υ-meson
data with (BC) and without (NBC) beam-constrained
tracks. The systematic uncertainties for the Υ samples
are obtained using BC Υ data and assumed to be the
same for NBC Υ data, since the sources are completely
correlated.

Sample ∆p/p (ppm)

J/ψ → µµ −1401± 2stat ± 29syst
Υ → µµ (NBC) −1371± 13stat ± 34syst
Υ → µµ (BC) −1380± 10stat ± 34syst

TABLE S4: Summary of MZ measurements (in MeV)
obtained using subsamples of data containing events
with nonradiative electrons (E/p < 1.1), one radiative
electron (E/p > 1.1), or two radiative electrons.
Calorimeter-based and track-based measurements are
shown for each category; uncertainties are statistical
only.

Electrons Calorimeter Track

E/p < 1.1 only 91 190.9± 19.7 91 215.2± 22.4

E/p > 1.1 and E/p < 1.1 91 201.1± 21.5 91 259.9± 39.0

E/p > 1.1 only 91 184.5± 46.4 91 167.7± 109.9

with the E/p-based calibration, consistent with the known value of MZ at the level of 0.4σ. The systematic uncer-
tainties on MZ are due to the E/p calibration (6.5 MeV), the COT momentum-scale calibration (2.3 MeV), alignment
corrections (0.8 MeV), and the QED radiative corrections (3.1 MeV). Following this validation of the E/p-based
calibration, the MZ measurement is combined with it to obtain the final electron energy calibration for the MW

measurement, with a corresponding uncertainty of 5.8 MeV.
We test the detector simulation by measuring MZ using electron track momenta in three configurations: neither

electron radiative (i.e., both with E/p < 1.1), one electron radiative (E/p > 1.1), and both electrons radiative.
The results of the fits are shown in Table S4 and Fig. S16. Combining the measurements of events with at least
one radiative electron gives MZ = 91 226.3 ± 19.4stat MeV, consistent with the known MZ . The calorimeter-based
measurements in the same categories of radiative and nonradiative electrons also provide consistent results (Table S4
and Fig. S16).

We combine the Z → ee mass measurement from Eq. (S13) with the E/p-based calibration, which set SE to unity
with an uncertainty of 76 ppm. Taking the correlations due to COT alignment and calibration, the calorimeter non-
linearity parameter ζ and QED radiative corrections into account, we obtain the final calorimeter-energy scale-factor

[∆SE ]E/p+Z = −14± 72 ppm (S14)

to be applied to the W -boson data for the MW measurement. The Z → ee mass-based calibration carries a weight of
20% in this combination.
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FIG. S13: (Left) Measured calorimeter energy scale in bins of electron tower in W → eν data after corrections are
applied, with the line SE = 1 overlaid. The towers are numbered in order of increasing |η| and each tower subtends
∆η ≈ 0.11. (Right) Distribution of E/p for Z → ee data (circles) after the full energy-scale calibration; the best-fit
template (histogram) is overlaid. The fit region is enclosed by arrows.
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FIG. S14: Distributions of E/p in data (circles) and simulation with the best-fit value of SW,Z
mat (histograms) in

W → eν (left) and Z → ee (right) events.

combination has a statistical uncertainty of 42 ppm. After applying the combined SE in the simulation, the simulated
E/p distributions show good agreement with the W → eν (Fig. 2 of the main text) and Z → ee (Fig. S13) data
respectively. Displayed on these figures is the value of ∆SE ≡ SE − 1, which averages to zero over the W → eν and
Z → ee samples.

The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)
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FIG. S32: Distributions of uT from simulation (histogram) and data (circles) for W boson (top) and Z boson
(bottom) decays in the muon (left) and electron (right) channels. The simulation uses parameters fit from Z boson
data, and the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data
mean (µ), rms spread (σ) skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values
and the Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do
not take into account the systematic uncertainties in the simulation.

MeV, and 5.3 MeV from the mT , p!T , and pνT fits, respectively. Since the recoil model parameters are obtained from
combined fits to Z → ee and Z → µµ data, with a constraint from the W → eν and W → µν data, the recoil model
uncertainties are correlated between the electron and muon channels.

IX. BACKGROUNDS

Backgrounds in the W -boson samples arise from the following processes: Z/γ∗ → '', where one lepton (electron or
muon) is not detected; W → τν with a reconstructed lepton from the τ decay; and a jet misreconstructed as a lepton
in multijet events. Backgrounds in the W → µν sample also arise from cosmic rays and long-lived hadrons decaying
to muons.

A. W → µν Backgrounds

We model the Z/γ∗ → µµ background using events generated with the custom simulation. The key aspects
of the custom simulation in this case are the muon-finding efficiency and the energy deposition by the muon in the
calorimeters, both as functions of pseudorapidity. These detector characteristics are measured in Z/γ∗ → µµ data and
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FIG. S31: Distributions of u|| (top) and u⊥ (bottom) from simulation (histogram) and data (circles) for W boson
decays to µν (left) and eν (right) final states. The simulation uses parameters fit from W and Z boson data, and
the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data mean (µ), rms
spread (σ), skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values and the
Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do not take
into account the systematic uncertainties in the simulation.

parameters with the Z boson data, including the constraint from the pWT spectrum from data, are shown in Table S5.
For the mT and pνT fits, the pWT spectrum constraint from data reduces the uncertainties due to the calorimeter response
and resolution parameters. For the p"T fit these uncertainties are increased, but there is a more than compensating
reduction in the theoretical uncertainty due to the pWT /pZT spectrum ratio, to which the p"T fit is sensitive. The
constraint from the pWT data spectrum is another new feature that incorporates additional information compared to
Ref. [43].

C. Model tests

We compare the simulated and measured recoil quantities in Z-boson and W -boson events. Comparing the u|| and
u⊥ (Fig. S31) distributions from data and simulation shows no evidence of bias. Since these distributions are not
used as inputs for model tuning, they provide independent validation of the recoil model. The uT distributions are
also well modeled by the tuned simulation (Fig. S32). Z bosons decaying to forward (|η| > 1) electrons confirm the
quality of the relative central-to-plug calorimeter calibration [43, 109].

The uncertainties on the MW fits are obtained by propagating the recoil model parameter uncertainties (Table S5).
The uncertainties due to the hadronic response (resolution) model are 1.8 (1.8) MeV, 3.5 (3.6) MeV, and 0.7 (5.2)
MeV respectively on the mT , p"T and pνT fits. The total uncertainty on MW due to the recoil model is 2.6 MeV, 5.0



Recoil reconstruction in muon channel

40

60 60 60 61 61 60 60

59 59 60 61 61 60 59

59 60 61 67 62 60 60

61 61 63 378 70 62 61

61 61 62 82 66 61 61

59 59 60 62 61 59 59

60 60 60 61 60 60 60

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

Muon Electromagnetic       (MeV)TE

φΔTower 

η
Δ

T
o

w
e
r 

17 17 16 17 17 17 17

16 16 16 17 16 16 16

16 17 17 81 17 17 16

17 17 17 1367 19 17 17

17 17 17 421 18 17 17

16 16 16 17 17 16 16

16 16 16 17 16 16 16

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

Muon Hadronic       (MeV)TE

φΔTower 

η
Δ

T
o

w
e
r 

FIG. S17: Average measured energy (in MeV) in the electromagnetic (left) and hadronic (right) calorimeters in the
vicinity of the muon in W -boson decays. The differences ∆φ and ∆η are signed such that positive differences
correspond to towers closest to the muon position at the CEM shower-maximum. The three towers inside the box
are removed from the recoil measurement.

energy. The beam axis does not exactly coincide with the calorimeter cylindrical axis, which induces a sinusoidal
bias as a function of azimuth in the energy flow detected from hadronic activity. The azimuthal bias increases with
|η| [39, 43]. This variation is removed by aligning each plug calorimeter in the data before computing #uT , using
minimum-bias data. We apply a relative energy scale between the central and plug calorimeter responses to improve
uniformity and resolution [39, 43].

The parametric simulation of the recoil response and resolution is tuned using pT -balance in Z → $$ events, since the
dilepton transverse momentum is measured with high precision. The recoil reconstruction and simulation is discussed
in Refs. [39, 43].

A. Lepton tower removal

The calorimeter towers with lepton energy deposits are excluded from the #uT calculation to avoid double-counting
the lepton energy. The exclusion of these towers also removes hadronic energy from the recoil calculation. The latter
effect is included in the simulation by subtracting from #uT the estimated hadronic energy in these towers.

The average energy in the tower traversed by a muon and surrounding towers is shown in Fig. S17. The muon
energy deposition is localized to the traversed tower and occasionally the neighboring towers in η, hence the three-
tower region shown in Fig. S17 is removed. The energy from electron showers spreads across more towers compared
to the minimum-ionizing muon trace. The seven-tower region shown in Fig. S18 fully contains the transverse shower
spread, hence this region is removed for electrons. The small energy excesses (above the hadronic energy plateau)
visible in nearby towers outside these regions are due to final-state QED radiation, which is modeled by the simulation.
Defining the transverse direction of the lepton by the unit vector l̂ and of the #uT vector by the unit vector ûT , the
components u|| ≡ #uT · l̂, u⊥ ≡ #uT · (l̂ × ûT ) and the magnitude uT ≡ |#uT | (Fig. S3) are defined. In the simulation,
the lepton tower removal is modeled by the distribution of the hadronic energy in the three- or seven-tower regions,
along with its dependence on u||, |u⊥|, and |η|.

The hadronic energy deposited in these three- and seven-tower regions is estimated in situ from the W boson
candidate events. The hadronic energy detected in towers separated by 90◦ in azimuth from the lepton direction
is not biased by QED radiation from the lepton, and also not biased by the event selection criteria as discussed in
Refs. [39, 43]. Therefore, energy measurements in the three- and seven-tower regions defined at this azimuth, and at
the same pseudorapidity as the lepton, are used to estimate the hadronic energy deposited in the removed towers.

Given the stochastic nature of particle production and the steeply-falling distribution of particle energies, the
distribution of energy received in these regions is highly skewed. The positive-energy component of the distribution
is modeled by a histogram of its logarithm, which compresses and captures its skewed tail. The probability that no
particles impact this region, thereby depositing zero energy, depends on the component of the hadronic recoil vector in
this region’s direction. Using the measurements in the 90◦-rotated regions, the fraction of zero-energy measurements
is parametrized as a function of u||, as shown in Fig. S19.

In addition to its distribution, the dependences of the mean hadronic energy on u||, |u⊥|, and |η| are also measured
(Fig. S20). These measurements are used to model the lepton removal. The predictions from the simulation are
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FIG. S20: Variation of hadronic ET in the three-tower (left) and seven-tower (right) region rotated by 90◦ in
azimuth from the muon (left) or electron (right) as a function of u|| (top), |u⊥| (middle), and η (bottom) for
W → µν (left) or W → eν (right) data (blue circles) and simulation (red lines).

(which is well measured) and uT is used to fit for the model parameters. The balance is computed by projecting these
transverse vectors on the “η” axis [parallel to #pT (Z → $$)] and the orthogonal “ξ” axis in the transverse plane, as
shown in Fig. S3 [108].
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FIG. S20: Variation of hadronic ET in the three-tower (left) and seven-tower (right) region rotated by 90◦ in
azimuth from the muon (left) or electron (right) as a function of u|| (top), |u⊥| (middle), and η (bottom) for
W → µν (left) or W → eν (right) data (blue circles) and simulation (red lines).

(which is well measured) and uT is used to fit for the model parameters. The balance is computed by projecting these
transverse vectors on the “η” axis [parallel to #pT (Z → $$)] and the orthogonal “ξ” axis in the transverse plane, as
shown in Fig. S3 [108].
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Electron momentum calibration
First step is to transfer the track calibration to the calorimeter (E/p) using W & Z decays 

Parameterize calorimeter shower deposition and leakage based on GEANT4

Determine small calorimeter thickness corrections using region of low E/p in data

Fit calorimeter scale as a function of ET to correct for any remaining energy dependence

Kotwal & CH, NIMA 729, 25 (2013)
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Fig. 3. Longitudinal energy leakage fraction fl for electrons of different beam energies
(top), and for CEM thicknesses varying by ±1 lead/scintillator layer (bottom).
These distributions have been calculated using our geant4 model.

lution |0.17z|, where z ≡ log10(E/50 GeV). This smearing has a progressively
larger effect on the distribution of log10 fl at smaller values of E. The com-
bination of the Gamma distribution with this ad-hoc smearing models the
geant4 distributions well. Figures 8 to 9 show the complete parameterized
model compared to the geant4 distributions.

3.2 Photon Leakage Model

For high energy photons the dominant interaction mechanism is electron-
positron pair production. We model the photon shower as a photon conversion
followed by the showering of the resulting electron and positron. To implement
this model, we generate a random variable d (in units of radiation lengths)
representing the photon penetration depth before conversion. The distribution
of d is given by the exponential distribution [4],

P (d) ∝ e−9d/7. (2)

7

Material Thickness x (mm) x0

CEM lead sheet 3.175 × 30 0.5658 × 30 = 16.974

CEM aluminum cladding 0.76 × 30 0.0085 × 30 = 0.255

CEM scintillator sheet 5.0× 31 0.0121 × 31 = 0.375

CES aluminum 6.0 0.07

Solenoid coil aluminum 76.5 0.86

CEM front-plate aluminum 14.0 0.157

Tracker+TOF+CPR aluminum 27.0 0.303

Table 1
The materials and their thicknesses in the geant4 implementation of the CEM and
upstream materials [12].

the detector. For each removed lead sheet, acryllic is used in its place and
the subsequent scintillator sheet is blackened so that the sampling fraction
is unaffected. In the geant4 model described here we neglect the additional
radiation lengths contributed by acryllic and blackened scintillator. In the
CDF measurement of the W boson mass [2] a correction is applied to account
for this extra plastic material.

Tower Thickness (x0) Number of lead sheets

0 17.9 30

1 18.2 30

2 18.2 29

3 17.8 27

4 18.0 26

5 17.7 24

6 18.1 23

7 17.7 21

8 18.0 20

Table 2
The thicknesses of the CEM towers [12], in units of radiation length. The aluminum
front-plate is included in this calculation, but the other upstream material is not.

3 Longitudinal Leakage

The entire assembly of the lead-scintillator sandwich plus upstream material
is about 18 radiation lengths thick. A typical 50 GeV incident electron will
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FIG. S15: Measured energy scale as a function of electron ET for W → eν (left) and Z → ee (right) data, with the
line SE = 1 overlaid. The simulation is corrected with the best-fit value of ζ = (7.2± 0.4)× 10−3 in Eq. (S1).

TABLE S3: Summary of momentum scale
determinations using J/ψ-meson data and Υ-meson
data with (BC) and without (NBC) beam-constrained
tracks. The systematic uncertainties for the Υ samples
are obtained using BC Υ data and assumed to be the
same for NBC Υ data, since the sources are completely
correlated.

Sample ∆p/p (ppm)

J/ψ → µµ −1401± 2stat ± 29syst
Υ → µµ (NBC) −1371± 13stat ± 34syst
Υ → µµ (BC) −1380± 10stat ± 34syst

TABLE S4: Summary of MZ measurements (in MeV)
obtained using subsamples of data containing events
with nonradiative electrons (E/p < 1.1), one radiative
electron (E/p > 1.1), or two radiative electrons.
Calorimeter-based and track-based measurements are
shown for each category; uncertainties are statistical
only.

Electrons Calorimeter Track

E/p < 1.1 only 91 190.9± 19.7 91 215.2± 22.4

E/p > 1.1 and E/p < 1.1 91 201.1± 21.5 91 259.9± 39.0

E/p > 1.1 only 91 184.5± 46.4 91 167.7± 109.9

with the E/p-based calibration, consistent with the known value of MZ at the level of 0.4σ. The systematic uncer-
tainties on MZ are due to the E/p calibration (6.5 MeV), the COT momentum-scale calibration (2.3 MeV), alignment
corrections (0.8 MeV), and the QED radiative corrections (3.1 MeV). Following this validation of the E/p-based
calibration, the MZ measurement is combined with it to obtain the final electron energy calibration for the MW

measurement, with a corresponding uncertainty of 5.8 MeV.
We test the detector simulation by measuring MZ using electron track momenta in three configurations: neither

electron radiative (i.e., both with E/p < 1.1), one electron radiative (E/p > 1.1), and both electrons radiative.
The results of the fits are shown in Table S4 and Fig. S16. Combining the measurements of events with at least
one radiative electron gives MZ = 91 226.3 ± 19.4stat MeV, consistent with the known MZ . The calorimeter-based
measurements in the same categories of radiative and nonradiative electrons also provide consistent results (Table S4
and Fig. S16).

We combine the Z → ee mass measurement from Eq. (S13) with the E/p-based calibration, which set SE to unity
with an uncertainty of 76 ppm. Taking the correlations due to COT alignment and calibration, the calorimeter non-
linearity parameter ζ and QED radiative corrections into account, we obtain the final calorimeter-energy scale-factor

[∆SE ]E/p+Z = −14± 72 ppm (S14)

to be applied to the W -boson data for the MW measurement. The Z → ee mass-based calibration carries a weight of
20% in this combination.
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FIG. S16: Distributions (circles) of dielectron mass calculated using (left) only track information and (right)
calorimeter ET with best-fit simulation templates overlaid (histogram) for events with nonradiative electrons (top),
one radiative electron (middle), or two radiative electrons (bottom). Fit ranges are enclosed by arrows.

VIII. RECOIL MEASUREMENT

In this section we describe the treatment of the data for the measurement of the hadronic recoil vector, and the
parametric model used for its simulation. The model uses parameters and distributions measured in data to describe
the production of hadrons and the associated detector response.

Corrections are applied to data to improve the spatial uniformity of the calorimeter response to the hadronic recoil

42
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calorimeter ET with best-fit simulation templates overlaid (histogram) for events with nonradiative electrons (top),
one radiative electron (middle), or two radiative electrons (bottom). Fit ranges are enclosed by arrows.

VIII. RECOIL MEASUREMENT

In this section we describe the treatment of the data for the measurement of the hadronic recoil vector, and the
parametric model used for its simulation. The model uses parameters and distributions measured in data to describe
the production of hadrons and the associated detector response.

Corrections are applied to data to improve the spatial uniformity of the calorimeter response to the hadronic recoil
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FIG. S15: Measured energy scale as a function of electron ET for W → eν (left) and Z → ee (right) data, with the
line SE = 1 overlaid. The simulation is corrected with the best-fit value of ζ = (7.2± 0.4)× 10−3 in Eq. (S1).

TABLE S3: Summary of momentum scale
determinations using J/ψ-meson data and Υ-meson
data with (BC) and without (NBC) beam-constrained
tracks. The systematic uncertainties for the Υ samples
are obtained using BC Υ data and assumed to be the
same for NBC Υ data, since the sources are completely
correlated.

Sample ∆p/p (ppm)

J/ψ → µµ −1401± 2stat ± 29syst
Υ → µµ (NBC) −1371± 13stat ± 34syst
Υ → µµ (BC) −1380± 10stat ± 34syst

TABLE S4: Summary of MZ measurements (in MeV)
obtained using subsamples of data containing events
with nonradiative electrons (E/p < 1.1), one radiative
electron (E/p > 1.1), or two radiative electrons.
Calorimeter-based and track-based measurements are
shown for each category; uncertainties are statistical
only.

Electrons Calorimeter Track

E/p < 1.1 only 91 190.9± 19.7 91 215.2± 22.4

E/p > 1.1 and E/p < 1.1 91 201.1± 21.5 91 259.9± 39.0

E/p > 1.1 only 91 184.5± 46.4 91 167.7± 109.9

with the E/p-based calibration, consistent with the known value of MZ at the level of 0.4σ. The systematic uncer-
tainties on MZ are due to the E/p calibration (6.5 MeV), the COT momentum-scale calibration (2.3 MeV), alignment
corrections (0.8 MeV), and the QED radiative corrections (3.1 MeV). Following this validation of the E/p-based
calibration, the MZ measurement is combined with it to obtain the final electron energy calibration for the MW

measurement, with a corresponding uncertainty of 5.8 MeV.
We test the detector simulation by measuring MZ using electron track momenta in three configurations: neither

electron radiative (i.e., both with E/p < 1.1), one electron radiative (E/p > 1.1), and both electrons radiative.
The results of the fits are shown in Table S4 and Fig. S16. Combining the measurements of events with at least
one radiative electron gives MZ = 91 226.3 ± 19.4stat MeV, consistent with the known MZ . The calorimeter-based
measurements in the same categories of radiative and nonradiative electrons also provide consistent results (Table S4
and Fig. S16).

We combine the Z → ee mass measurement from Eq. (S13) with the E/p-based calibration, which set SE to unity
with an uncertainty of 76 ppm. Taking the correlations due to COT alignment and calibration, the calorimeter non-
linearity parameter ζ and QED radiative corrections into account, we obtain the final calorimeter-energy scale-factor

[∆SE ]E/p+Z = −14± 72 ppm (S14)

to be applied to the W -boson data for the MW measurement. The Z → ee mass-based calibration carries a weight of
20% in this combination.



TABLE S2: Fractional uncertainties, in parts per million (ppm), on the tracker momentum scale determined from
the J/ψ and Υ(1S) meson masses reconstructed in dimuon decays. The last column shows the correlation coefficient
between the J/ψ and Υ results. The tracks in the J/ψ → µµ sample are not beam-constrained (NBC) while the
tracks in the Υ(1S) → µµ sample may be beam-constrained (BC). Also shown in the “correlation” column is the
component of the total uncertainty that is correlated between the J/ψ and Υ determinations, which is 16 ppm.

Source J/ψ (ppm) Υ (ppm) Correlation (%)

QED 1 1 100

Magnetic field non-uniformity 13 13 100

Ionizing material correction 11 8 100

Resolution model 10 1 100

Background model 7 6 0

COT alignment correction 4 8 0

Trigger efficiency 18 9 100

Fit range 2 1 100

∆p/p step size 2 2 0

World-average mass value 4 27 0

Total systematic 29 34 16 ppm

Statistical NBC (BC) 2 13(10) 0

Total 29 36 16 ppm

from beam-constrained Υ → µµ data used to obtain these corrections are shown in Fig. S11, after the corrections are
applied.

The COT longitudinal scale sz and twist parameter t need not be identical for the J/ψ and Υ samples because
the track selection criteria are slightly different. The COT contains eight superlayers with 12 sense wires each. Since
the J/ψ mesons are not all promptly produced, their muon tracks are not beam-constrained. To ensure optimal
momentum resolution, all eight superlayers are required to contribute hits to these tracks. In comparison, the tracks
in the Υ, Z- and W -boson samples are required to have at least 6 superlayers contributing hits, which ensures stable
reconstruction efficiency while the beam constraint improves the momentum resolution. The innermost superlayer,
which contributes to the measurement of the longitudinal coordinate due to its 2o stereo angle, has an inefficiency of
≈ 1% due to its high occupancy. Since the stereo angle of each superlayer has been calibrated to about 1% of itself,
a 1% inefficiency can induce a difference of O(100 ppm) in sz between the two track selections. The twist parameter
t corresponds to a relative rotation of ±6 µrad (±12 µrad) of the longitudinal endplates of the COT in the J/ψ (Υ)
sample, equivalent to a ±8 µm (±16 µm) east-west endplate twist at the COT outer radius. The small difference
between samples is again consistent with selection differences and the precision of the relative east-west endplate
alignment.

The longitudinal position calibration of the COT, while relevant for extracting information on track curvature from
the J/ψ → µµ and Υ → µµ mass measurements, is ultimately irrelevant for the MW measurement since the latter
depends only on the track pT and the hadronic recoil measurements. The longitudinal position calibration obtained
from the BC Υ sample is used for the Z-boson mass measurements. Similarly, the twist parameter t is ultimately
irrelevant since its effect is antisymmetric in cos θ and cancels when averaged over the polar angle distribution. It is
incorporated in the alignment solely to monitor and improve the uniformity of the J/ψ → µµ and Υ → µµ samples.

The measurements of ∆p/p with unconstrained (NBC) and beam-constrained (BC) tracks are consistent as shown in
Fig. S12 and Table S3 (their difference is [9±9stat] ppm, where the statistical error on the difference is due to the beam
constraint and is equal to the quadrature difference of the respective statistical errors). The systematic uncertainties on
these measurements are evaluated mirroring the procedure adopted from the J/ψ-based calibration and are detailed in
Table S2. The BC Υ → µµ sample is divided into two equal size sub-samples to check the stability of the momentum
scale versus time and versus instantaneous luminosity. The momentum scales are consistent within the statistical
uncertainty; the difference between the later and earlier datasets is (∆p

p )later − (∆p
p )earlier = (23± 22stat) ppm and the

difference between the higher and lower instantaneous-luminosity datasets is (∆p
p )higher−(∆p

p )lower = (22±22stat) ppm

(the later dataset has a higher average instantaneous luminosity).
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Third step is to calibrate the scale using  decays to muons
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FIG. 12: Distribution of dimuon mass for the best-fit templates (histograms) and the data (circles) in the Υ → µµ
sample used to calibrate the muon momentum scale. The muon tracks are reconstructed with (left) or without
(right) a constraint to the beam position in the transverse plane. The arrows enclose the fit range. Each fitting
template includes a background shape which is separately constrained by including wider sidebands in the fit region.

with a combination χ2-probability of 51% taking the correlations listed in Table II into account. The J/ψ → µµ and
BC Υ → µµ measurements contribute weights of 62% and 38%, respectively.

In our previous analysis [19], an additional systematic uncertainty was quoted to cover an inconsistency between
the NBC and BC Υ → µµ mass fits. In this analysis we resolve the inconsistency caused by the beam-constraining
procedure, eliminating the additional systematic uncertainty and increasing the measured MW value by ≈ 10 MeV.
The beam-constraining procedure in the CDF track reconstruction software extrapolates the tracks found in the COT
inward to the transverse position of the beamline. This extrapolation can and should take into account the energy
loss in the material inside the inner radius of the COT (i.e., the beampipe, the silicon vertex detector and its services)
to infer and update the track parameters at the beam position before applying the beam constraint. However, this
update had been deactivated in the reconstruction software used for the previous analysis. By activating this updating
extrapolator, the flaw in the BC Υ → µµ mass is corrected, which changes the momentum scale derived from it.

D. Z → µµ mass measurement and calibration

The Z → µµ sample of 238 537 events is selected following Ref. [19] and a blinded mass fit is performed (see
Sec. I) using the momentum calibration given in Eq. (10). The Z → µµ invariant mass templates are produced from
the custom simulation using the resbos event generator. The photos program is used to generate FSR photons
and the mass shift is calibrated to the horace generator (Sec. IV). A binned maximum likelihood fit in the range
83 190 < mµµ < 99 190 MeV (Fig. 3 of the main text) yields the mass measurement in the muon decay channel

MZ = 91 192.0± 6.4stat ± 4.0syst MeV . (11)

This result is the most precise determination of MZ at a hadron collider and is in good agreement with the world-
average value of MZ = 91 187.6± 2.1 MeV [22], providing a sensitive consistency check of the momentum calibration.
Systematic uncertainties on MZ are due to uncertainties on the momentum calibration from Eq. (10) (2.3 MeV), the
COT global longitudinal scale parameter sz from Eq. (8) as determined using BC Υ → µµ data (1.0 MeV), and QED
radiative corrections (3.1 MeV).

Combining this measurement with the calibration of Eq. (10) from J/ψ and Υ data, and taking the COT global
longitudinal scale and QED uncertainties to be fully correlated, we obtain

[∆p/p]J/ψ+Υ+Z = (−1389± 25) ppm . (12)

This momentum calibration is applied to the W -boson data for the MW measurement.
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FIG. S5: Track trigger efficiency as a function of track
η for electrons identified in the calorimeter. The
measurement used W -boson events collected with a
trigger with no track requirement.
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FIG. S6: Difference in 〈E/p〉 between positrons and
electrons as a function of cot θ, and its linear fit. The
curvature corrections given in Eq. (S4) have been
applied.

and muon channels.
The η-dependent efficiency for reconstructing leptons due to track trigger requirements is measured using W -boson

events collected with a trigger with no track requirement as described in Ref. [43]. The efficiency is described by a
double-Gaussian function (Fig. S5) which captures the effects of COT structural supports. The uncertainty in the
trigger efficiency measurement has a negligible impact on the MW measurement.

VI. MUON MOMENTUM MEASUREMENT

The momentum of a muon produced in a pp̄ collision is measured using a helical track fit to the hits in the COT, with
a constraint to the transverse position of the beam for promptly produced muons [39, 43], i.e., muons produced directly
in the hard scatter. To maximize accuracy and precision, we perform a momentum calibration using data samples with
muonic decays of J/ψ mesons, Υ(1S) mesons, and Z-bosons. All calibrations are based on maximum-likelihood fits
to the data spectra using simulated templates of the line-shapes. The templates are indexed by the COT momentum
scale when fitting J/ψ → µµ and Υ(1S) → µµ data, by the Z-boson pole mass when fitting the Z → $$ data, and
by the CEM energy scale when fitting the E/p spectrum. Uniformity of the calibration is significantly enhanced by
an alignment of the COT wire-positions using cosmic-ray data [51]. The cosmic-ray alignment was performed [65] for
the complete data-taking period corresponding to the data used in this analysis. A number of improvements were
incorporated in the latest alignment procedure [65] compared to the procedure presented in Ref. [43]. As a result,
residual biases that were not resolved in the previous iteration of the alignment were eliminated in this iteration [65].

The cosmic-ray-based alignment is used in track reconstruction and validated with tracks from electrons and
positrons from W -boson decays. Global misalignments to which the cosmic ray reconstruction is insensitive are
corrected at the track level using the difference in 〈E/p〉 between electrons and positrons, where E/p is in the range
0.9–1.1. Additive corrections are applied to q/pT , a quantity proportional to the track’s curvature, where q is the
particle charge,

q∆p−1
T = (43.2 cot2 θ − 12.6 +B cot θ) PeV−1 . (S4)

The difference in 〈E/p〉 between positrons and electrons as a function of cot θ [50] is shown in Fig. S6 after the
correction of Eq. (S4). The uncertainty on parameter B = (0 ± 4) PeV−1, which induces an uncertainty of 0.8 MeV
on MW , is given by the statistical uncertainty on the slope in Fig. S6. The uncertainty in the other two parameters
in Eq. (S4) cancels when averaged over the symmetric production of W+ and W− bosons in the pp̄ collisions at the
Tevatron.

Residual tracker misalignments studied using difference in E/p between electrons and positrons 

Correction as a function of polar angle applied to measured tracks from W and Z decays


Linear dependence on cot theta would cause a bias in the mW mass fit


No linear correction required, statistical precision from E/p constrains the bias to <0.8 MeV
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Measurement updates

Method or technique impact section of paper

Detailed treatment of parton distribution functions +3.5 MeV IVA

Resolved beam-constraining bias in CDF reconstruction +10 MeV VI C

Improved COT alignment and drift model [65] uniformity VI

Improved modeling of calorimeter tower resolution uniformity III

Temporal uniformity calibration of CEM towers uniformity VIIA

Lepton removal procedure corrected for luminosity uniformity VIIIA

Higher-order calculation of QED radiation in J/ψ and Υ decays accuracy VI A & B

Modeling kurtosis of hadronic recoil energy resolution accuracy VIII B 2

Improved modeling of hadronic recoil angular resolution accuracy VIII B 3

Modeling dijet contribution to recoil resolution accuracy VIII B 4

Explicit luminosity matching of pileup accuracy VIII B 5

Modeling kurtosis of pileup resolution accuracy VIII B 5

Theory model of pWT /pZT spectrum ratio accuracy IVB

Constraint from pWT data spectrum robustness VIII B 6

Cross-check of pZT tuning robustness IVB

TABLE S1: Summary of analysis updates with respect to [43]. The second column provides a quantitative estimate
of the change induced in the previous result [43] due to the update. In case this estimate is not available, the second
column indicates whether the update is expected to improve the temporal or spatial uniformity of the detector,
increase the robustness of the analysis or the accuracy of the result.

of these updates is presented in Table S1, along with the expected impact and references to the sections of this
supplement where the respective descriptions are provided. In some cases, the additive change induced by the update
can be added to our previously published MW value of MW = 80 387± 19 MeV [41, 43] since the updated procedures
can be incorporated into the previous analysis without repeating the latter. In other cases, the impact is classified
in terms of the expected improvement in detector uniformity, analysis accuracy, or robustness. The shifts shown
in the first two rows of Table S1 result in an updated value of MW = 80 400.5 MeV. With the correlations due to
parton distribution functions, the momentum scale calibration and QED radiative corrections taken into account, the
consistency between the updated previous measurement and the new measurement is at the percent level, assuming
purely Gaussian fluctuations. Considering the large number of systematic improvements in analysis techniques, the
best estimate of MW quoted in this paper is a freestanding result obtained from a blind procedure, and supersedes
our 2012 result [41, 43] in the same spirit as the latter superseding our 2007 result [38]. Subsequent analyses with
new or modified procedures, such as independently blinded measurements in subsamples of data, are being pursued.

II. THE CDF II DETECTOR

The CDF II detector [39, 72, 73] is forward-backward and cylindrically symmetric [50]. Its relevant components, in
order of increasing radius, are a charged-particle tracking system, composed of a silicon vertex detector [74] between
radii of 2.5 cm and 29 cm, and an open-cell drift chamber [48] in the radial range of 40 < r < 138 cm and covering
the region |z| < 155 cm; a superconducting solenoid [75] with a length of 5 m and a radius of 1.5 m, generating
a 1.4 T magnetic field; electromagnetic calorimeters [76, 77] to contain electron and photon showers and measure
their energies, and hadronic calorimeters [78] to measure the energies of hadronic showers; and a muon detection
system [49] for identification of muon candidates with pT ! 2 GeV. Collision events passing three levels of online
selection (trigger) are recorded for offline analysis. The major detector subsystems are described in Ref. [43].

Charged particles with pT ! 300 MeV and |η| " 1 traverse the entire radius of the central outer tracking drift
chamber (COT) [48]. The hit positions in the COT are used to reconstruct the helical trajectory of a charged particle
using a χ2 minimization, including an optional constraint to the transverse position of the beam. The fitted helix
is parameterized by the signed transverse impact parameter (minimal distance) with respect to the nominal beam
axis, d0 (in the absence of the beam constraint); the azimuthal angle of the track direction at closest approach to
the beam, φ0; the longitudinal position at closest approach to the beam, z0; the cotangent of the polar angle, cot θ;
and the curvature, c ≡ q/(2R), where q = ±1 is the particle charge and R is the radius of curvature. The measured
track pT is proportional to the inverse of the track curvature. Information from the silicon vertex detector is not used
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Second step is to correct for biases unconstrained by alignment procedure


Use data from resonance decays to muons and electrons 


CDF: Correct curvature as function of polar angle using electrons from  and  decays

Use , , and Z decays to correct for tracker length, field nonuniformities, endplate twists, 


and amount of material upstream of drift chamber


ATLAS: Correct curvature using electrons from  decays and muons from Z decays

Magnetic field direction tested using  and kaon decays

W → eν Z → ee
J/ψ Υ

W → eν
J/ψ
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FIG. S8: (left) Measured ∆p/p (per mille) as a function of the mean cot θ of the muon pair from J/ψ decay, after
requiring |∆ cot θ| < 0.1 and including corrections. (right) Measured ∆p/p as a function of ∆ cot θ of the muon pair
from J/ψ decay, after including corrections.

a relative rotation of the east and west endplates (twist) of the COT. The following corrections to the track cot θ and
curvature (c) are made:

cot θ → (1 + sz) cot θ , c → c− t cot θ, (S8)

with the COT longitudinal-scale parameter sz = (45 ± 9stat) parts per million (ppm) and the COT twist correction
t = (3.6± 0.6stat)× 10−6 m−1. Figure S8 shows that these corrections eliminate the dependence of ∆p/p on ∆ cot θ
originally present due to these global COT deformations [39, 43].

An inaccuracy in the modeling of the ionizing material in the tracking detectors induces a linear dependence of ∆p/p
on 〈1/pµT 〉, the mean unsigned curvature of the two muons [39, 43]. A scale factor of 0.974 applied to the simulated
amount of ionizing material eliminates such dependence, as shown in Fig. 2 (left) of the main text. The 2.6% relative
correction to the passive material removes a linear slope with an end-to-end variation of 80 ppm. Using the post-
correction linear fit to extrapolate to zero mean curvature, we find ∆p/p = (−1401 ± 2stat ± 11slope/material) ppm.
Examples of J/ψ → µµ mass fits are shown in Fig. S9.

Systematic uncertainties on the momentum-scale correction extracted from J/ψ → µµ decays are listed in Table S2.
A major reduction in the systematic uncertainty with respect to Ref. [43] is due to the use of the NLO QED Kuraev-
Fadin form factor of Eq. (S5) rather than the leading-order (LO) expression of Eq. (S6). The QED systematic
uncertainty from missing higher orders is estimated by evaluating the effect of the β2 terms in Eq. (S5), and is found
to be 1 ppm.

The correction for magnetic-field nonuniformity to J/ψ,Υ → µµ and W (Z) → $ν($$) data shifts the respective mass
determinations in the same direction, resulting in a partial cancellation of the corresponding uncertainty. Propagating
the uncertainty on the magnetic field correction results in a residual uncertainty of 13 ppm on ∆p/p, reflecting the
difference in the polar-angle distributions of the charged leptons in the two samples.

The purely statistical uncertainty of 2 ppm on the ∆p/p correction at zero curvature is found by fixing the slope in
the fit to ∆p/p as a function of 〈1/pµT 〉. The uncertainty in the ionizing material correction dominates the uncertainty
of 11 ppm in the extrapolation.

The scale factor on the COT hit-resolution (see Sec. III) is determined using the Σχ2 of the five highest momentum
bins in the 〈1/pµT 〉-binned J/ψ mass fits, which are most sensitive to the hit resolution. The rms of the bin-to-bin
variation in this scale factor is 0.9%, which translates into an uncertainty on ∆p/p of 10 ppm.

A linear background model is included in the J/ψ → µµ mass-fitting templates. The shape of the background is
separately constrained by widening the fitting region to include sidebands. The background parameters are tuned by
χ2 minimization while repeating the template fit including the wider sidebands. This procedure allows the sidebands
to constrain the background normalization and slope under the peak, independently from the momentum scale. The
background parameters are found to be statistically uncorrelated. With the background thus determined, it is fixed
in the final template fit for the momentum scale using the default fitting region. The uncertainty in ∆p/p due to
background modeling is 7 ppm, dominated by the uncertainty in the slope of the background.

The uncertainty in the COT longitudinal scale correction sz in Eq. (S8) propagates to an uncertainty on ∆p/p of
4 ppm. The systematic uncertainty due to the twist (t) correction is negligible.
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FIG. S8: (left) Measured ∆p/p (per mille) as a function of the mean cot θ of the muon pair from J/ψ decay, after
requiring |∆ cot θ| < 0.1 and including corrections. (right) Measured ∆p/p as a function of ∆ cot θ of the muon pair
from J/ψ decay, after including corrections.

a relative rotation of the east and west endplates (twist) of the COT. The following corrections to the track cot θ and
curvature (c) are made:

cot θ → (1 + sz) cot θ , c → c− t cot θ, (S8)

with the COT longitudinal-scale parameter sz = (45 ± 9stat) parts per million (ppm) and the COT twist correction
t = (3.6± 0.6stat)× 10−6 m−1. Figure S8 shows that these corrections eliminate the dependence of ∆p/p on ∆ cot θ
originally present due to these global COT deformations [39, 43].

An inaccuracy in the modeling of the ionizing material in the tracking detectors induces a linear dependence of ∆p/p
on 〈1/pµT 〉, the mean unsigned curvature of the two muons [39, 43]. A scale factor of 0.974 applied to the simulated
amount of ionizing material eliminates such dependence, as shown in Fig. 2 (left) of the main text. The 2.6% relative
correction to the passive material removes a linear slope with an end-to-end variation of 80 ppm. Using the post-
correction linear fit to extrapolate to zero mean curvature, we find ∆p/p = (−1401 ± 2stat ± 11slope/material) ppm.
Examples of J/ψ → µµ mass fits are shown in Fig. S9.

Systematic uncertainties on the momentum-scale correction extracted from J/ψ → µµ decays are listed in Table S2.
A major reduction in the systematic uncertainty with respect to Ref. [43] is due to the use of the NLO QED Kuraev-
Fadin form factor of Eq. (S5) rather than the leading-order (LO) expression of Eq. (S6). The QED systematic
uncertainty from missing higher orders is estimated by evaluating the effect of the β2 terms in Eq. (S5), and is found
to be 1 ppm.

The correction for magnetic-field nonuniformity to J/ψ,Υ → µµ and W (Z) → $ν($$) data shifts the respective mass
determinations in the same direction, resulting in a partial cancellation of the corresponding uncertainty. Propagating
the uncertainty on the magnetic field correction results in a residual uncertainty of 13 ppm on ∆p/p, reflecting the
difference in the polar-angle distributions of the charged leptons in the two samples.

The purely statistical uncertainty of 2 ppm on the ∆p/p correction at zero curvature is found by fixing the slope in
the fit to ∆p/p as a function of 〈1/pµT 〉. The uncertainty in the ionizing material correction dominates the uncertainty
of 11 ppm in the extrapolation.

The scale factor on the COT hit-resolution (see Sec. III) is determined using the Σχ2 of the five highest momentum
bins in the 〈1/pµT 〉-binned J/ψ mass fits, which are most sensitive to the hit resolution. The rms of the bin-to-bin
variation in this scale factor is 0.9%, which translates into an uncertainty on ∆p/p of 10 ppm.

A linear background model is included in the J/ψ → µµ mass-fitting templates. The shape of the background is
separately constrained by widening the fitting region to include sidebands. The background parameters are tuned by
χ2 minimization while repeating the template fit including the wider sidebands. This procedure allows the sidebands
to constrain the background normalization and slope under the peak, independently from the momentum scale. The
background parameters are found to be statistically uncorrelated. With the background thus determined, it is fixed
in the final template fit for the momentum scale using the default fitting region. The uncertainty in ∆p/p due to
background modeling is 7 ppm, dominated by the uncertainty in the slope of the background.

The uncertainty in the COT longitudinal scale correction sz in Eq. (S8) propagates to an uncertainty on ∆p/p of
4 ppm. The systematic uncertainty due to the twist (t) correction is negligible.
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CDF measures the Z boson mass in the muon decay channel to be 

 MeVMZ = 91 192.0 ± 6.4stat ± 4.0sys

6

provide Z-boson control samples (Z → ee and Z → µµ) to measure the detector response, resolution and efficiency
as well as the boson pT distributions. The details of the event selection criteria are described in Ref. [43].

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the
W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum
conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried
away by collision products that remain close to the beam axis, outside the instrumented regions of the detector. By
design of the detector, such products have small transverse momentum. The transverse momentum vector sum of all
detectable collision products accompanying the W or Z boson is defined as the hadronic recoil !u = ΣiEi sin(θi)n̂i,
where the sum is performed over calorimeter towers [51] with energy Ei, polar angle θi, and transverse directions
specified by unit vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded
from this sum. The transverse momentum vector of the neutrino !p ν

T is inferred as !p ν
T ≡ −!p "

T −!u from !pT conservation,
where !p "

T is the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse

mass is defined using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − !p "
T · !p ν

T ) [52]. High-purity

samples of W bosons are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |!u| < 15 GeV, and
60 < mT < 100 GeV. This selection retains samples containing precise MW information and low backgrounds. The
final samples of W and Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537)
W → µν (Z → µµ) candidates.
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FIG. 3: Distribution of (left) dimuon and (right) dielectron mass for candidate Z → µµ and Z → ee decays,
respectively. The data (points) are overlaid with the best-fit simulation template including the photon-mediated
contribution (histogram). The arrows indicate the fitting range.

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as
functions of MW from a custom Monte Carlo simulation which has been designed and written for this analysis. A
binned likelihood is maximized to obtain the mass and its statistical uncertainty. The kinematic properties of W
and Z-boson production and decay are simulated using the resbos program [53–55], which calculates the differential
cross section with respect to boson mass, transverse momentum and rapidity, for boson production and decay. The
calculation is performed at next-to-leading order in perturbative quantum chromodynamics (QCD), along with next-
to-next-to leading logarithm resummation of higher-order radiative quantum amplitudes. resbos offers one of the
most accurate theoretical calculations available for these processes. The nonperturbative model parameters in resbos

and the QCD interaction coupling strength αs are external inputs needed to complete the description of the boson
pT spectrum, and are constrained from the high-resolution dilepton p""T spectrum of the Z-boson data and the pWT
data spectrum. Electromagnetic radiation from the leptons is modeled with the photos program [56], which is
calibrated [57] to the more accurate horace program [58]. We use the nnpdf3.1 [59] parton distribution functions
(PDFs) of the (anti)proton, since they incorporate the most complete relevant data sets of the available NNLO
PDFs. Using 25 symmetric eigenvectors of the nnpdf3.1 set, we estimate a PDF uncertainty of 3.9 MeV. We find
that the ct18 [60], mmht2014 [61] and nnpdf3.1 NNLO PDF sets give consistent results for the W -boson mass,
within ± 2.1 MeV of the midpoint of the interval spanning the range of values. The model-dependent nature of the
analysis implies that future improvements or corrections in any relevant theoretical modeling can be used to update
our measurement quantifiably (see Sec. IV of the supporting material).

The custom simulation includes a detailed calculation of the lepton and photon interactions in the detector [39,

The most precise measurement of the Z boson mass at a hadron collider

Uncertainty is 3.6 times that of LEP

CDF
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Electron momentum calibration

6

provide Z-boson control samples (Z → ee and Z → µµ) to measure the detector response, resolution and efficiency
as well as the boson pT distributions. The details of the event selection criteria are described in Ref. [43].

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the
W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum
conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried
away by collision products that remain close to the beam axis, outside the instrumented regions of the detector. By
design of the detector, such products have small transverse momentum. The transverse momentum vector sum of all
detectable collision products accompanying the W or Z boson is defined as the hadronic recoil !u = ΣiEi sin(θi)n̂i,
where the sum is performed over calorimeter towers [51] with energy Ei, polar angle θi, and transverse directions
specified by unit vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded
from this sum. The transverse momentum vector of the neutrino !p ν

T is inferred as !p ν
T ≡ −!p "

T −!u from !pT conservation,
where !p "

T is the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse

mass is defined using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − !p "
T · !p ν

T ) [52]. High-purity

samples of W bosons are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |!u| < 15 GeV, and
60 < mT < 100 GeV. This selection retains samples containing precise MW information and low backgrounds. The
final samples of W and Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537)
W → µν (Z → µµ) candidates.
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FIG. 3: Distribution of (left) dimuon and (right) dielectron mass for candidate Z → µµ and Z → ee decays,
respectively. The data (points) are overlaid with the best-fit simulation template including the photon-mediated
contribution (histogram). The arrows indicate the fitting range.

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as
functions of MW from a custom Monte Carlo simulation which has been designed and written for this analysis. A
binned likelihood is maximized to obtain the mass and its statistical uncertainty. The kinematic properties of W
and Z-boson production and decay are simulated using the resbos program [53–55], which calculates the differential
cross section with respect to boson mass, transverse momentum and rapidity, for boson production and decay. The
calculation is performed at next-to-leading order in perturbative quantum chromodynamics (QCD), along with next-
to-next-to leading logarithm resummation of higher-order radiative quantum amplitudes. resbos offers one of the
most accurate theoretical calculations available for these processes. The nonperturbative model parameters in resbos

and the QCD interaction coupling strength αs are external inputs needed to complete the description of the boson
pT spectrum, and are constrained from the high-resolution dilepton p""T spectrum of the Z-boson data and the pWT
data spectrum. Electromagnetic radiation from the leptons is modeled with the photos program [56], which is
calibrated [57] to the more accurate horace program [58]. We use the nnpdf3.1 [59] parton distribution functions
(PDFs) of the (anti)proton, since they incorporate the most complete relevant data sets of the available NNLO
PDFs. Using 25 symmetric eigenvectors of the nnpdf3.1 set, we estimate a PDF uncertainty of 3.9 MeV. We find
that the ct18 [60], mmht2014 [61] and nnpdf3.1 NNLO PDF sets give consistent results for the W -boson mass,
within ± 2.1 MeV of the midpoint of the interval spanning the range of values. The model-dependent nature of the
analysis implies that future improvements or corrections in any relevant theoretical modeling can be used to update
our measurement quantifiably (see Sec. IV of the supporting material).

The custom simulation includes a detailed calculation of the lepton and photon interactions in the detector [39,

CDF measures the Z boson mass in the electron decay channel to be 

 MeVMZ = 91 194.3 ± 13.8stat ± 7.6sys

CDF



THE HIGGS MECHANISM
A charged scalar field can be represented by a value with dimensions of mass, and a phase

Gauge symmetry: physical results do not depend on phase

Consider a potential with a minimum at a non-zero value of the scalar field
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There are two types of oscillations, one along the radial direction and the other along the
azimuthal direction. Since there is no quadratic term for the field in the azimuthal direction,
the corresponding particle is massless. This massless particle arising from an invariance of
the Lagrangian with respect to the ground state is known as a Goldstone boson.

4.2 Gauged scalar field

Perhaps the most interesting phenomena occur when a scalar field possesses a gauge
group charge and has a non-zero vacuum expectation value. This value specifies a di-
rection, or phase, in group space, and gives non-zero masses to the corresponding gauge
bosons. To explore the possibilities, we consider charged scalar fields under an abelian
U(1) gauge group and a non-abelian SU(2) gauge group.

4.2.1 U(1)-charged scalar field

The simplest gauge group is U(1), which can be represented by a phase or a location
on a circle. A single gauge boson, or connection, Aµ, describes the parallel transport of
the momentum vector of a field with a U(1) fiber degree of freedom and charge �e:

D� = (@µ + ieAµ)�dx
µ
. (4.6)

There are no group indices, since it is a one-dimensional space. The scalar field has no
direction in spacetime, but it has a position in group space; it is a vector in the group space
with location determined by its phase.

The Lagrangian is simply the interacting scalar-field Lagrangian with derivatives given
by equation 4.6, plus a curvature term �Fµ⌫F

µ⌫
/4:

L(�) =
1

2
(Dµ�

⇤
D

µ
�+ µ

2
�
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�)� �(�
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2
�

1

4
Fµ⌫F

µ⌫
. (4.7)

The minimum of V (�) has not changed, so again we expand around the ground state of
the vacuum and obtain the terms in equation 4.5 [L�(�, ✏)] plus terms with Aµ from the
covariant derivative:

L(�, ✏, Aµ) = L�(�, ✏) + LAµ
(�, ✏, Aµ)

= L�(�, ✏) +
e
2
µ
2
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4
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. (4.8)

There are a number of remarkable phenomena in this Lagrangian. First, consider the term
e
2
µ
2

2� AµA
µ
= e

2
h�0i

2
AµA

µ. The non-zero expectation value h�0i is at a particular loca-
tion in group space, i.e. it has a specific phase. The e

2
h�0i

2
AµA

µ term transports fields
with group positions along this specific phase, over a characteristic distance |h�0i|

�1. One
can imagine a source with a particular U(1) phase is parallel-transported via Aµ. Since Aµ

has a potential well in the direction h�0i, the phase “falls” in this direction over a space-
time distance |h�0i|

�1. Oscillations in the phase are thus damped out over distances of this
scale.

The field has a non-zero value throughout space:
the vacuum expectation value 

(246 GeV for the Higgs field)

Oscillations in the magnitude cost energy 
Correspond to the massive Higgs boson

Oscillations in the phase do not cost energy

Coupling between Higgs and gauge (and fermion) fields causes potential wells in these fields 
Oscillations cost energy → non-zero masses

3

Higgs field potential

mH = v 2λ = 125 GeV

λ ≈ 0.1

V(W )

V(ϕ)

 GeV and :


 GeV

v = 246 g = 0.64

mW = 78.7

V = −
g2v2

8
[(W+

μ )2 + (W−
μ )2]

−
v2(g2 + g′ 2)

8
ZμZμ

mW =
v
2

g

mZ =
v
2

g2 + g′ 2

Gauge field potential

Electroweak boson masses

51



Electroweak boson masses

52

Higgs boson mass

Naively integrating to a cutoff scale :





If there is no new physics up to scale  
then we have ‘fine-tuning’ to cancel the 
quantum corrections


1% fine tuning:   TeV 

Motivates TeV-scale new physics

Λ

ΔmH =
3g2m2

t

16π2m2
W

Λ2

Λ

Λ = 6.6

Gauge boson masses

4

measured electroweak parameters, this result further constrains the properties of new unobserved
particles coupling to W and Z bosons.

PACS numbers: 13.38.Be, 14.70.Fm, 13.85.Qk, 12.15.Ji

I. INTRODUCTION

The discovery of the W and Z bosons in 1983 [1]
confirmed a central prediction of the unified model
of electromagnetic and weak interactions [2]. Ini-
tial W and Z boson mass measurements verified the
tree-level predictions of the theory, with subsequent
measurements probing the predicted O(3 GeV/c2)
[3, 4] radiative corrections to the masses. The current
knowledge of these masses and other electroweak pa-
rameters constrains additional radiative corrections
from unobserved particles such as the Higgs boson
or supersymmetric particles. These constraints are
however limited by the precision of the W boson mass
mW , making improved measurements of mW a high
priority in probing the masses and electroweak cou-
plings of new hypothetical particles. We describe in
this article the single most precise mW measurement
[5] to date.
The W boson mass can be written in terms of

other precisely measured parameters in the “on-shell”
scheme as [4]:

m2
W =

!3

c

παEM√
2GF (1−m2

W /m2
Z)(1−∆r)

, (1)

where αEM is the electromagnetic coupling at the
renormalization energy scale Q = mZc2, GF is the
Fermi weak coupling extracted from the muon life-
time, mZ is the Z boson mass, and ∆r includes all
radiative corrections. Fermionic loop corrections in-
crease the W boson mass by terms proportional to
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ln(mZ/mf) for mf # mZ [4], while the loop con-
taining top and bottom quarks (Fig. 1) increases mW

according to [6]:

∆rtb =
c

!3

−3GFm2
W

8
√
2π2(m2

Z −m2
W )

×
[

m2
t +m2

b −
2m2

tm
2
b

m2
t −m2

b

ln(m2
t/m

2
b)

]

,

(2)

where the second and third terms can be neglected
since mt % mb. Higgs loops (Fig. 2) decrease mW

with a contribution proportional to the logarithm of
the Higgs mass (mH). Contributions from possible
supersymmetric particles are dominated by squark
loops (Fig. 3) and tend to increase mW . Gener-
ally, the lighter the squark masses and the larger the
squark weak doublet mass splitting, the larger the
contribution to mW . The total radiative correction
from supersymmetric particles can be as large as sev-
eral hundred MeV/c2 [7].
Table I [8] shows the change in mW for +1σ

changes in the measured standard model input pa-
rameters and the effect of doubling mH from 100
GeV/c2 to 200 GeV/c2. In addition to the listed
parameters, a variation of ±1.7 MeV/c2 on the pre-
dicted mW arises from two-loop sensitivity to αs, e.g.
via gluon exchange in the quark loop in Fig. 1. The-
oretical corrections beyond second order, which have
yet to be calculated, are estimated to affect the mW

prediction by ±4 MeV/c2 [8].

+W +W

t

b

FIG. 1: The one-loop contribution to the W boson mass
from top and bottom quarks.

The uncertainties on the mW prediction can be
compared to the 29 MeV/c2 uncertainty on the world
average from direct mW measurements (Table II),
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SM calculation of W boson mass yields 
 MeV81358 ± 4

Erler & Freitas 
PDG (2022)
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The W boson mass is the most sensitive observable to sources of ‘naturalness’

Classic example: Supersymmetry

2.4 The ρ parameter

We start our discussion with the quantity ∆ρ, see eq. (2.57), which parametrizes in particular
the leading contributions from loops of scalar quarks and leptons to the W -boson mass and
the Z-boson observables.

2.4.1 One-loop results

In the SM the dominant contribution to ∆ρ at the one-loop level arises from the t/b doublet
due to its large mass splitting. With both fermion masses non-zero it reads

∆ρSM0 =
3Gµ

8
√
2 π2

F0(m
2
t , m

2
b), (2.61)

with

F0(x, y) = x+ y −
2 x y

x− y
log

x

y
. (2.62)

F0 has the properties F0(m2
a, m

2
b) = F0(m2

b , m
2
a), F0(m2, m2) = 0, F0(m2, 0) = m2. Therefore

for mt # mb eq. (2.61) reduces to the well known quadratic correction

∆ρSM0 =
3Gµ

8
√
2π2

m2
t . (2.63)

Within the MSSM the dominant SUSY correction at the one-loop level arises from the
scalar top and bottom contribution to eq. (2.57), see Fig. 2.1.

V V

qi

qj

V V

qi

Figure 2.1: Feynman diagrams for the contribution of scalar quark loops to the gauge boson
self-energies at one-loop order.

For mb $= 0 it is given by
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. (2.64)

The size of the SUSY one-loop contributions are shown for an exemplary case in Fig. 2.2 as
a function of MSUSY. The parameter MSUSY is defined by setting the soft SUSY-breaking
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Mass splittings in supersymmetric isospin doublets:

 different mass shifts for W & Z bosons

W boson mass
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Figure 2. Prediction for MW as a function of the lightest stop mass mt̃1 . In all plots the cuts
mt̃2/mt̃1 < 2.5 and mb̃2

/mb̃1
< 2.5 are applied. In the upper left plot all HiggsBounds allowed

points are shown, in the upper right plot only the points are shown for which additionally the
squarks of the first two generations and the gluino are heavier than 1200 GeV, in the lower left plot
only the points are shown for which additionally the sbottoms are heavier than 1000 GeV, and in
the lower right plot only the points are shown for which additionally also the sleptons and charginos
are heavier than 500 GeV. The red line indicates the SM prediction for MW .

M1 and M2, the mass of χ̃0
1 is ∼ 50 GeV. Our analysis of the contributions in the slepton

and the chargino / neutralino sector shows that even if all squarks were so heavy that their

contribution to the MW prediction were negligible, contributions from the slepton sector

or the chargino / neutralino sector could nevertheless be sufficient to bring the MSSM

prediction in perfect agreement with the data. This could be the case for slepton masses

of about 150–200 GeV or for a chargino mass of about 100–150 GeV. If the squark sector

gives rise to a non-zero contribution to MW the same predicted value for MW could be

reached with heavier sleptons and charginos / neutralinos.

In figure 2 and figure 3 we analyze in detail the dependence of MW on the scalar

quark masses, in particular on mt̃1 and mb̃1
, with mt fixed to 173.2 GeV. The upper left

plot of figure 2 shows the prediction for MW (green dots) as a function of mt̃1 . All points

are allowed by the constraints discussed in section 5.2 and fulfill the additional constraint

mt̃2,b̃2
/mt̃1,b̃1

< 2.5. The SM prediction is shown as a red strip for MSM
H = 125.6±0.7 GeV,

and the 1σ experimental result is indicated as a gray dashed band. We checked that without

– 14 –

MSSM scan mg̃ > 1200 GeV

mb̃ < 1000 GeV

ml̃ < 500 GeV

Heinemeyer, Hollik, Weiglein, Zeune 
JHEP 12 (2013) 084
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The SM effective field theory parameterizes high-scale effects

26 I. Brivio and M. Trott / Physics Reports 793 (2019) 1–98

and the gauge field EOM are given as
⇥
D↵,G↵�

⇤A
= g3jA� ,

⇥
D↵,W↵�

⇤I
= g2jI� , D↵B↵� = g1j� . (5.12)

Note that
⇥
D↵, F↵�

⇤
is the covariant derivative in the adjoint representation in the notation above. Hermitian derivative

notation is introduced as

H† i
 !
D �H = iH†(D�H)� i(D�H)†H , H† i

 !
D I

�H = iH†⌧ I (D�H)� i(D�H)†⌧ IH. (5.13)

Using this notation, the gauge currents are

j� =

X

 =u,d,q,e,l

 yi�� +
1
2
H† i
 !
D �H, jI� =

1
2
q ⌧ I��q +

1
2
l ⌧ I�� l +

1
2
H† i
 !
D I

�H ,

jA� =

X

 0=u,d,q

 TA�� . (5.14)

We use the notation  = {u, d, q, e, l} to sum over all SM fermions, and V = {B,W ,G} to sum over the SM gauge fields.
Note that these EOM have corrections due to L

(5) +L
(6) + · · · in the SMEFT, that must be included for a consistent matching

to higher orders in the non-perturbative expansion. Such corrections are also L
(n) basis dependent.

5.2. The standard model effective field theory

The SMEFT is a consistent EFT generalization of the SM constructed out of a series of SUc(3) ⇥ SUL(2) ⇥ UY(1) invariant
higher dimensional operators, built out of SM fields and including an H field as defined in Eq. (5.7). The idea of the SMEFT
is that extensions to the SM are assumed to involve massive particles heavier than the measured vev, which sets the scale
(up to coupling suppression) of the SM states. In addition, it is assumed that any non-perturbative matching effects are
characterized by a scale parametrically separated from the EW scale and the observed Higgs-like boson is embedded in the
SUL(2) Higgs doublet.

The SMEFT follows from these assumptions and is defined as

LSMEFT = LSM + L
(5)

+ L
(6)

+ L
(7)

+ · · · , L
(d)

=

ndX

i=1

C (d)
i

⇤d�4Q
(d)
i for d > 4. (5.15)

The operators Q (d)
i are suppressed by d�4 powers of the cutoff scale⇤, and the C (d)

i are theWilson coefficients. The number
of non-redundant operators in L

(5), L(6), L(7) and L
(8) is known [94,155,156,222–226]. Furthermore, the general algorithm

to determine operator bases at higher orders developed in Refs. [225–228] makes the SMEFT defined to all orders in the
expansion in local operators. Note that when transitioning to the SMEFT, symmetry arguments leading to a neglect of dual
field strength terms in LSM should be reformulated, as such terms multiplied by (H†H) appear in L6. The dual field strength
terms should not be casually neglected.

In the SMEFT SUL(2)⇥ UY(1)! U(1)em is Higgsed as in the SM. The minimum of the Higgs potential is now determined
including the effect of the operator QH ⌘

�
H†H

�3, which modifies the scalar doublet potential to the form [95]

V (H†H) = �

✓
H†H �

1
2
v2

◆2

� CH
�
H†H

�3
, (5.16)

yielding the new minimum

hH†Hi =
v2

2

✓
1 +

3CHv2

4�

◆
⌘

1
2
v2
T , (5.17)

on expanding the exact solution (� �
p
�2 � 3CH�v2)/(3CH ) to first order in CH . This expansion assumes a mass gap to the

scale(s) of new physics (referred to schematically as ⇤) which leads to the expansion parameter ⇠ CH v̄2
T/⇤

2 < 1. The
dependence on ⇤ was suppressed in the previous equations. We absorb the cut off scale into the Wilson coefficients as a
notational choice unless otherwise noted.

The SMEFT is an enormously powerful consistent field theory to use to characterize the lowenergy limit of physics beyond
the SM. Even if a full model extension of the SM becomes experimentally supported in the future, the SMEFT can still be a
useful and appropriate tool to use to interface with large swaths of experimental data below the characteristic scale(s)⇤ of a
new physics sector. It cannot be emphasized too strongly that the systematic development of this framework is expected to
have an important return on investment of the time expended on it. The payoff in terms of improved scientific conclusions
being enabled from the ever growing data set of measurements of SM states below the scale ⇤ is clear. This payoff can be
starkly contrasted to the return on time invested when developing the predictions of a particular model, or even a set of
models, if the many assumptions of the model are not experimentally validated. Considering the current global data set of
particle physics, adopting the IR assumptions that define the SMEFT seems to be a very reasonable compromise between
utility and generality of the theoretical framework assumed to accommodate the certain fact that the SM is an incomplete

δmW

mW
= (0.34cHD + 0.72cHWB + 0.37cHl3 − 0.19cll1) v2

Λ2

For  and cHD=1,  TeV

e.g. Z’ boson

δmW /mW = 0.1 % Λ = 4.5

For  and cHWB=1,  TeV

e.g. compositeness

δmW /mW = 0.1 % Λ = 6.6
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