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Results post-Fermilab

Tensions on a picture
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Muon (g-2): SM and Experiment 

• FNAL confirms tension with (dispersive) SM (4.2σ!)

• Uncertainty dominated by HVP and HLbL

• Tension also between Lattice and Dispersive HVP

• Better understanding strictly needed!
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HVP
83%

HLbL
17%

σ2(aµ)

[ Data from:  Phys.Rep 887 (2020) 1-166 ] 
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R Measurements and HVP 
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5 52. Plots of Cross Sections and Related Quantities

52.3 ‡ and R in e+e≠
Collisions

‡ and R in e+e≠ Collisions
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Figure 52.2: World data on the total cross section of e+e≠ æ hadrons and the ratio R(s) = ‡(e+e≠ æ
hadrons, s)/‡(e+e≠ æ µ+µ≠, s). ‡(e+e≠ æ hadrons, s) is the experimental cross section corrected for initial state
radiation and electron-positron vertex loops, ‡(e+e≠ æ µ+µ≠, s) = 4fi–2(s)/3s. Data errors are total below 2 GeV
and statistical above 2 GeV. The curves are an educative guide: the broken one (green) is a naive quark-parton model
prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of this
Review, Eq. (9.7) or, for more details [99], Breit-Wigner parameterizations of J/Â, Â(2S), and Ã (nS), n = 1, 2, 3, 4
are also shown. The full list of references to the original data and the details of the R ratio extraction from them can
be found in [100]. Corresponding computer-readable data files are available at http://pdg.lbl.gov/current/xsect/.
(Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, August 2019. Corrections by P. Janot
(CERN) and M. Schmitt (Northwestern U.))
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InclusiveExclusive

~90% aµHVP 

[ Brodsky, de Rafael, 1988 ]

𝑅 =
𝜎(𝑒$𝑒% → had)
𝜎(𝑒$𝑒% → 𝜇$𝜇%)
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Analysis StategyInclusive R Measurement at BESIII
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[Phys. Rev. Lett. 128 (2022) 062004] 

Blind Analysis



Inclusive R Measurement at BESIII
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Dataset
14 energy points 

2.2 ≤ √s ≤ 3.7 GeV
>105 had. events 

Background contributions
• Evaluated with MC:

• Babayaga, Phokhara, KKMC 
(ee,µµ,gg,tt)

• BdkRC, Diag36, Galuga, Ekhara 
(ee -> ee + X)

• Beam related background

Radiative corrections
• Two schemes tested

• Feynman diagram
• Structure functions

• Agreement better 1.4%
Luminosity

Large angle Bhabha 

Normalization
σµµ(s) = 86.85 nb/s

[Phys. Rev. Lett. 128 (2022) 062004] 



Inclusive R Measurement at BESIII

30.05.2023 Muon4Future: R Measurements

Efficiency  
Ratio of generated and reconstructed events

Fully inclusive generator
• Lund Area Law
• Low energy hadronization
• Continuum, ISR, JPC=1–- resonances
• Tuned to data

Hybrid generator
• Phokhara (10 excl. processes)
• ConExc (60 excl. proc. measured)
• Lund Area Law (unknown)

5
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Comparison of the two Generators

Comparison with data:
■ Nprg ,θ : Number and polar angle of selected charged tracks
■ E/(pc) : Ratio of deposited energy and measured momentum per track
■           : Number of isolated clusters in 2-prong events

Good agreement of both generator models and data

[Phys. Rev. Lett. 128 (2022) 062004] 



Inclusive R Measurement at BESIII
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Efficiency  
Ratio of generated and reconstructed events

Fully inclusive generator
• Lund Area Law
• Low energy hadronization
• Continuum, ISR, JPC=1–- resonances
• Tuned to data

Hybrid generator
• Phokhara (10 excl. processes)
• ConExc (60 excl. proc. measured)
• Lund Area Law (unknown)
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Comparison of the two Generators

■ Effective energy spectrum of simulated ISR processes

■ Consistent spectra from two different generators (different ISR schemes)

6

[Phys. Rev. Lett. 128 (2022) 062004] 



Inclusive R Measurement at BESIII
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mesons produced in LUARLW are modeled by the hybrid
generator, in which a comparably accurate description of
the data is observed. The ISR correction factors are also
calculated by the structure function scheme mentioned in
Ref. [43], and the maximum deviation to the nominally
applied FD scheme is 1.3%. The quantity εhadð0Þð1þ δobsÞ
used in a different R value measurement method in
Refs. [11–13] is also calculated, which differs from
εhadð1þ δÞ used in this Letter by 0.8% at most. The
deviations observed in these checks are not taken as
additional contributions to the systematic uncertainties
since they are already covered by the previously discussed
systematic uncertainties.
Figure 2 shows the R value obtained in this analysis,

together with previous measurements [6,8–18]. A theo-
retical expectation of R obtained by combining the
perturbative QCD prediction [44] and the contributions
from involved narrow resonances is also illustrated with

the dashed curve in Fig. 2. The R values from BESIII have
an accuracy of better than 2.6% below 3.1 GeV and 3.0%
above. The average R value in the c.m. energy range
3.4–3.6 GeV obtained by BESIII is larger than the
corresponding KEDR result and theoretical expectation
by 1.9 and 2.7 standard deviations (accounting for 100%
correlated systematics from the last four of the seven
contributions in Table I), respectively. Further precision
measurements are desired and will help to improve the
accuracy of the SM predictions of αðM2

ZÞ, as well as the
muon magnetic anomaly, and to verify the QCD sum rules
at lower energies [44].

The BESIII Collaboration thanks the staff of BEPCII,
the IHEP computing center, and the supercomputing
center of USTC for their strong support. This work is
supported in part by National Key R&D Program of
China under Contracts No. 2020YFA0406400,
No. 2020YFA0406300; National Natural Science Foun-
dation of China (NSFC) under Contracts No. 11335008, No.
11625523, No. 11635010, No. 11735014, No. 11822506,
No. 11835012, No. 11935015, No. 11935016, No. 11935
018, No. 11961141012, No. 12022510, No. 120255
02, No. 12035009, No. 12035013, No. 12175244, No.
12061131003, No. 11705192, No. 11875115, No. 11875
262, No. 11950410506; the Chinese Academy of Sciences
(CAS) Large-Scale Scientific Facility Program; Joint Large-
Scale Scientific Facility Funds of the NSFC and CAS under
Contracts No. U1732263, No. U1832207, No. U1832103,
No.U2032105,No.U2032111;CASKeyResearch Program
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SLH040; 100 Talents Program of CAS; INPAC and
Shanghai Key Laboratory for Particle Physics and
Cosmology; ERC under Contract No. 758462; European
Union Horizon 2020 Research and Innovation Programme
under Marie Sklodowska-Curie Grant Agreement No.
894790; German Research Foundation DFG under

TABLE II. Summary of primary quantities mentioned in Eq. (1) and the measured R value for each c.m. energy, where the
uncertainties are statistical and systematic, respectively.

ffiffiffi
s

p
(GeV) Nobs

had Nbkg σ0μμ (nb) Lint (pb−1) εhad (%) 1þ δ R

2.2324 83 227 2041 17.427 2.645 64.45 1.195 2.286$ 0.008$ 0.037
2.4000 96 627 2331 15.079 3.415 67.29 1.204 2.260$ 0.008$ 0.042
2.8000 83 802 2075 11.078 3.753 72.25 1.219 2.233$ 0.008$ 0.055
3.0500 283 822 7719 9.337 14.89 73.91 1.193 2.252$ 0.004$ 0.052
3.0600 282 467 7683 9.276 15.04 73.88 1.183 2.255$ 0.004$ 0.054
3.0800 552 435 15 433 9.156 31.02 73.98 1.123 2.277$ 0.003$ 0.046
3.4000 32 202 843 7.513 1.733 74.81 1.382 2.330$ 0.014$ 0.058
3.5000 62 670 1691 7.090 3.633 75.32 1.351 2.327$ 0.010$ 0.062
3.5424 145 303 3872 6.921 8.693 75.58 1.341 2.319$ 0.006$ 0.060
3.5538 92 996 2469 6.877 5.562 75.50 1.338 2.342$ 0.008$ 0.064
3.5611 64 650 2477 6.849 3.847 75.50 1.337 2.338$ 0.010$ 0.066
3.6002 159 644 9817 6.701 9.502 75.73 1.328 2.339$ 0.006$ 0.065
3.6500 78 730 6168 6.519 4.760 76.00 1.308 2.352$ 0.009$ 0.067
3.6710 75 253 6461 6.445 4.628 76.11 1.260 2.405$ 0.010$ 0.067

 (GeV)s
2.5 3 3.5

2
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BESIII (this Letter)
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BES
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2γγ
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'ψ and ψpQCD+J/

R

FIG. 2. Comparison of R values in the c.m. energy region from
2.2 to 3.7 GeV, where the red dots denote that of BESIII, green
dots stand for that of BES [11–15], rectangles show KEDR
measurements [16–18], orange crosses are R values from the γγ2
Collaboration [6], cyan stars are that of MARK-I [8], brown
diamonds are PLUTO results [9], and the R value of the Crystal
Ball Collaboration is shown as a magenta triangle [10].

PHYSICAL REVIEW LETTERS 128, 062004 (2022)

062004-7

• Accuracy better than 2.6% below 3.1 GeV and better than 3% above  

• Exceeding pQCD predictions (2.7σ above 3.4 GeV) 

• More to come in near future:
• Result with just 14 energy points out of 130
• Feasibility studies for low energy (<2 GeV) measurement via ISR

[Phys. Rev. Lett. 128 (2022) 062004] 
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Initial State Radiation: Scan at Fixed Energy
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Initial-State Radiation: 

• Effectively reduces √s 

• Emission suppressed by !
"

• Radiator function relates ISR to non-radiative process

• Frequent concern: Final-State Radiation (FSR) accounted?
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Initial State Radiation: Scan at Fixed Energy

HVP evaluation <2 GeV mostly determined by ISR:

• π+π- (80%): KLOE (0.6%) & BaBar (0.7%) | CMD2&3(0.8%) & SND (1%)

• π+π-π0 (7%): BaBar (1.3%) | SND (4%)

• K+K- (3%): BaBar (1.2%) | CMD3 (2%), SND (7%)
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üAccess to threshold region

üNormalization fixed over full 
range 

üConsistent data-taking 
conditions

✗Limited energy resolution

✗Knowledge of radiator function

✗FSR contributions

30.05.2023 Muon4Future: R Measurements 9



Initial State Radiation: Scan at Fixed Energy

HVP evaluation <2 GeV mostly determined by ISR:

• π+π- (80%): KLOE (0.6%) & BaBar (0.7%) | CMD2&3(0.8%) & SND (1%)

• π+π-π0 (7%): BaBar (1.3%) | SND (4%)

• K+K- (3%): BaBar (1.2%) | CMD3 (2%), SND (7%)
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BABAR: multi-pion channels
üAccess to threshold region

üNormalization fixed over full 
range 

üConsistent data-taking 
conditions

✗Limited energy resolution

✗Knowledge of radiator function

✗FSR contributions
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Initial State Radiation: Analysis Strategy

Untagged analysis energy thresholds 

KLOE ~350 MeV  BESIII ~800 MeV  BaBar ~3 GeV

30.05.2023 Muon4Future: R Measurements 11

ISR photon undetected
• High statistics, small background
• No FSR
• Only higher masses accessible

Detect full hadronic system

ISR photon detected

• Access to had. threshold region

• Background at high masses



e+e- → π+π- : The Golden Channel

• Largest contributor to both HVP and σHVP

• KLOE, BaBar, and BESIII ISR measurement (𝛿aµ/aµ ≤1%)

• Long standing KLOE-BaBar discrepancy

• ISR technique, but different analysis strategy

30.05.2023 Muon4Future: R Measurements 12

BESIII Collaboration Physics Letters B 812 (2021) 135982

Fig. 3. Comparison of the updated calculation of the leading-order (LO) hadronic 
vacuum polarization contribution to (g −2)µ due to π+π− in the energy range 600 
- 900 MeV from BESIII and the corresponding results from CMD-2 [13,14], SND [15], 
BaBar [11], BESIII 16 [1], CLEO [16], and KLOE [17]. The respective values are taken 
from the white paper of the Muon g-2 Theory Initiative [2,3,18–22]. The yellow band 
indicates the 1σ range of the updated BESIII result.

aππ ,LO
µ (600 − 900 MeV)

= 1
4π3

(900 MeV)2∫

(600 MeV)2

ds′ K (s′)σ bare(e+e− → π+π−(γFSR)) , (5)

where K (s′) is a kernel function.
With the systematical uncertainty remaining at 0.9% [1], the 

BESIII result on the hadronic vacuum polarization now reads as 
aππ ,LO
µ (600 − 900 MeV) = (368.2 ± 1.5stat ± 3.3syst) × 10−10. 

Fig. 3 shows the results of the calculation compared to previous 
measurements. The statistical uncertainty is reduced by 40% com-
pared to the original work. The result lines up well with the KLOE 
results, while the 1.7σ discrepancy between the BESIII and BaBar 
results remains.
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Figure 23: Left: Rescaling factor accounting for inconsistencies among experiments versus
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s. Right: Relative averaging weights per experiment
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older data with incomplete radiative corrections. Their weights are small throughout the entire energy domain.
The evaluation of the complete aHVP, LO

µ [⇡⇡] integral for the ⇡+⇡� contribution from threshold to 1.8 GeV, using a
fit up to 0.6 GeV (see Sec. 2.3.4) and the HVPTools data combination above, gives 507.0(1.9)⇥10�10. The correlation
among the uncertainties of these two contributions of 62% evaluated using pseudo-experiments is taken into account.
Removing BABAR or KLOE from the data set gives 505.1(2.1) ⇥ 10�10 and 510.6(2.2) ⇥ 10�10, respectively, with
an absolute di↵erence of 5.5 ⇥ 10�10 that is significantly larger than the individual uncertainties. In light of this
discrepancy, which is not fully captured by the local uncertainty rescaling procedure, half of the full di↵erence between
the complete integrals without BABAR and KLOE, respectively, is included as additional systematic uncertainty in
the DHMZ study. The central value of the aHVP, LO

µ [⇡⇡] contribution is placed half-way between the two results. To
avoid double counting, the local uncertainty rescaling between BABAR and KLOE is not applied, but that between
these and the other ⇡+⇡� data sets is kept. This procedure results in a total ⇡+⇡� contribution of aHVP, LO

µ [⇡⇡] =
507.9(0.8)(3.2) ⇥ 10�10, where the first uncertainty is statistical and the second systematic (dominated by the new
uncertainty of 2.8 ⇥ 10�10) [6].

Common sources of systematic uncertainties also occur between measurements of di↵erent final-state channels
and must be taken into account when summing up the exclusive contributions. Such correlations mostly arise from
luminosity uncertainties, if the data stem from the same experimental facility, and from radiative corrections. In
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Several measurements, result as combination:
• Untagged analysis of 140 pb-1 @ mΦ (KLOE05)

• Untagged analysis of 240 pb-1 @ mΦ (KLOE08)

• Tagged analysis of  250 pb-1 @ 1 GeV (KLOE10)

• KLOE08 with normalization to e+e- → µ+µ- (KLOE12)
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Figure 3: The KLOE data sets on e+e� ! ⇡+⇡� in the ⇢ region obtained in the three experimental configurations described in the text [58, 61, 65].
Adapted from Ref. [65].

The KLOE [58] and BABAR [60, 64] ISR analyses are initially very di↵erent. First, the CM energy is close
to the studied energy in the case of KLOE (soft ISR photons), while it is very far in the BABAR case (hard
ISR photons). In KLOE-2008 and KLOE-2012 the ISR photon is not detected and reconstructed kinematically,
assuming no extra photon. Since the cross section strongly peaks along the beams, a large statistics of ISR
events is obtained. Pion pairs are separated from muon pairs with kinematical constraints. In BABAR, the ISR
photon is detected at large angle (about 10% e�ciency) so that the full event is observed, and an additional
photon can be incorporated in the kinematical fit (undetected forward additional ISR or detected ISR/FSR
photon). Another big di↵erence concerns the ISR luminosity: in the KLOE-2008 and KLOE-2010 analyses
it is computed using the NLO PHOKHARA generator [148], while in BABAR both pion and muon pairs are
measured and the ratio ⇡⇡(�)/µµ(�) directly provides the ⇡⇡(�) cross section. The small-angle ISR photon
provides a suppression of the sizeable LO |FSR|2 contribution in KLOE, and the remaining part is computed
from PHOKHARA. In BABAR, the |FSR|2 contribution is negligible because of the large value of s. The KLOE
method with small-angle undetected ISR photons also reduces the range of ⇡⇡ masses on the low side because
of the limited angular acceptance of the detector. To overcome this problem, the analysis of KLOE-2010 was
performed with large-angle ISR [61]. Finally, the KLOE-2012 measurement [65] was obtained using the same
ratio method as BABAR (Fig. 3), but with undetected small-angle ISR photons. This ratio is taken in small
mass bins (typically 6 MeV) for KLOE, while for BABAR larger intervals (50 MeV) are used in order to reduce
statistical fluctuations on the individual cross section values, taking into account the expected variation of the
µµ(�) cross section within each interval and the bin-to-bin correlations in the covariance matrix.

The three KLOE measurements have been recently combined taking into account the correlations between the
di↵erent data sets [82]. The combination method was aimed at providing a coherent KLOE data set with a fully
consistent treatment of uncertainties between the three analyses.

In order to reduce systematic uncertainties, the BABAR method involves the simultaneous measurement of the
process e+e� ! µ+µ�, which by itself can be checked against the QED prediction using the e+e� luminosity.
The comparison of the BABAR data with NLO QED shows a good agreement from threshold to 3 GeV within
a total uncertainty of 1.1%, dominated by the luminosity uncertainty (Fig. 4).

More recently results with the ISR method in the charm region and large-angle ISR tagging have been obtained
by BESIII [73] and a group using the data from CLEO-c [84]. Both have a larger statistical uncertainty. Their
data is shown in Fig. 5.

18

[KLOE Collaboration Phys.Lett.B 670 (2009)]

[KLOE Collaboration Phys.Lett.B 700 (2011)]

[KLOE Collaboration Phys.Lett.B 720 (2013)]

3. FORWARD-BACKWARD ASYMME-

TRY

The interference in the amplitudes for ISR and
FSR is odd under the exchange π+ ↔ π−. This
gives rise to a non-vanishing asymmetry of the
distributions in the polar angle θ for the pions [7].
A common way to express this is the forward-
backward asymmetry AFB:

AFB(M2
ππ) =

Nπ+(θ > 90◦)−Nπ+(θ < 90◦)

Nπ+(θ > 90◦) + Nπ+(θ < 90◦)
. (7)

This quantity is an ideal tool to test the valid-
ity of models used in Monte Carlo to describe
the pionic final state radiation. In a similar
way, radiative decays of the φ meson into scalars
decaying into π+π− contribute to the asymme-
try [24,25]. As can be seen in Fig. 5 and Fig. 6,
this has a large effect on the asymmetry going
from data taken at

√
s $ 1 GeV to data taken

at
√

s = Mφ, especially in the energy region be-
low the ρ-meson mass. Outside the φ-resonance,
the asymmetry is almost completely dominated
by the pionic final state radiation, while on the
peak of the resonance, the decays of the φ-meson
to f0γ and also ρπ contribute significantly. A
comparison with a Monte Carlo prediction us-
ing the PHOKHARA event generator [29] with
a model for φ-decays and parameters from [30],
together with a pointlike-pion description for the
pionic final state radiation, shows a good agree-
ment with the data for both sets of data. Qualita-
tively, the theoretical descriptions used to model
the different contributions in the simulation agree
well with the data, although at low M2

ππ the data
statistics becomes poor and the data asymmetry
points have large errors. In particular, the off-
peak data in Fig. 5 shows very good agreement
above 0.35 GeV2 with the pointlike-pion descrip-
tion for FSR.

4. CONCLUSIONS AND OUTLOOK

The KLOE experiment has performed a new
measurement of the pion form factor |Fπ |2 in the
M2

ππ range between 0.1 and 0.85 GeV2. The re-
sult is in very good agreement with the previous
KLOE result, and extends it down to the two-
pion threshold. Reasonable agreement was found
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Figure 5. Preliminary forward-backward asym-
metry for KLOE10 data taken at

√
s $ 1 GeV,

and the corresponding Monte Carlo prediction us-
ing the PHOKHARA event generator with model
and parameters from [30].
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Figure 6. Preliminary forward-backward asym-
metry for KLOE08 data taken at

√
s = Mφ, and

the corresponding Monte Carlo prediction using
the PHOKHARA event generator with model and
parameters from [30].
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Systematic uncertainties:

• Experimental: 0.6% 
(Background, Tracking, Luminosity)

• Theory: 0.5% ⊕ 0.2% 
(Radiator function, FSR) 
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Several measurements, result as combination:
• Untagged analysis of 140 pb-1 @ mΦ (KLOE05)

• Untagged analysis of 240 pb-1 @ mΦ (KLOE08)

• Tagged analysis of  250 pb-1 @ 1 GeV (KLOE10)

• KLOE08 with normalization to e+e- → µ+µ- (KLOE12)
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4.2 Determination of σ(e+e− → π+π−(γ)) from the π+π−γ/µ+µ−γ ratio.

From the bin-by-bin ratio of our published [16] π+π−γ and the µ+µ−γ differ-
ential cross sections described above, we obtain the bare cross section σ0

ππ(γ)

(inclusive of FSR, with VP effects removed) which is used in the dispersion in-
tegral for computing ∆ππaµ. Figure 6 shows the π+π−γ and µ+µ−γ event spec-
tra after background subtraction and data/MC corrections. Figure 7 shows the
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Fig. 6. Square invariant mass distributions of π+π−γ (blue) and µ+µ−γ (red) events
after background subtraction and data/MC corrections.

bare cross section σ0
ππ(γ). The pion form factor |Fπ|2 is then obtained using

Eq. 4.

Table 4 gives our results for the bare cross section and the pion form factor.
Only statistical errors are shown. Systematic uncertainties on σ0

ππ(γ) and |Fπ|2
are given in Ref. 26. Most of them are smaller than the individual uncertainties
on ππγ and µµγ due to correlation between the two measurements [26].
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• Experimental: 0.7% 
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Figure 3: The KLOE data sets on e+e� ! ⇡+⇡� in the ⇢ region obtained in the three experimental configurations described in the text [58, 61, 65].
Adapted from Ref. [65].

The KLOE [58] and BABAR [60, 64] ISR analyses are initially very di↵erent. First, the CM energy is close
to the studied energy in the case of KLOE (soft ISR photons), while it is very far in the BABAR case (hard
ISR photons). In KLOE-2008 and KLOE-2012 the ISR photon is not detected and reconstructed kinematically,
assuming no extra photon. Since the cross section strongly peaks along the beams, a large statistics of ISR
events is obtained. Pion pairs are separated from muon pairs with kinematical constraints. In BABAR, the ISR
photon is detected at large angle (about 10% e�ciency) so that the full event is observed, and an additional
photon can be incorporated in the kinematical fit (undetected forward additional ISR or detected ISR/FSR
photon). Another big di↵erence concerns the ISR luminosity: in the KLOE-2008 and KLOE-2010 analyses
it is computed using the NLO PHOKHARA generator [148], while in BABAR both pion and muon pairs are
measured and the ratio ⇡⇡(�)/µµ(�) directly provides the ⇡⇡(�) cross section. The small-angle ISR photon
provides a suppression of the sizeable LO |FSR|2 contribution in KLOE, and the remaining part is computed
from PHOKHARA. In BABAR, the |FSR|2 contribution is negligible because of the large value of s. The KLOE
method with small-angle undetected ISR photons also reduces the range of ⇡⇡ masses on the low side because
of the limited angular acceptance of the detector. To overcome this problem, the analysis of KLOE-2010 was
performed with large-angle ISR [61]. Finally, the KLOE-2012 measurement [65] was obtained using the same
ratio method as BABAR (Fig. 3), but with undetected small-angle ISR photons. This ratio is taken in small
mass bins (typically 6 MeV) for KLOE, while for BABAR larger intervals (50 MeV) are used in order to reduce
statistical fluctuations on the individual cross section values, taking into account the expected variation of the
µµ(�) cross section within each interval and the bin-to-bin correlations in the covariance matrix.

The three KLOE measurements have been recently combined taking into account the correlations between the
di↵erent data sets [82]. The combination method was aimed at providing a coherent KLOE data set with a fully
consistent treatment of uncertainties between the three analyses.

In order to reduce systematic uncertainties, the BABAR method involves the simultaneous measurement of the
process e+e� ! µ+µ�, which by itself can be checked against the QED prediction using the e+e� luminosity.
The comparison of the BABAR data with NLO QED shows a good agreement from threshold to 3 GeV within
a total uncertainty of 1.1%, dominated by the luminosity uncertainty (Fig. 4).

More recently results with the ISR method in the charm region and large-angle ISR tagging have been obtained
by BESIII [73] and a group using the data from CLEO-c [84]. Both have a larger statistical uncertainty. Their
data is shown in Fig. 5.
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e+e- → π+π- : BaBar

Single measurement:

• Tagged strategy

• 232 fb-1 @ ϒ(4S)

• Normalization to e+e- → µ+µ- 

• PID for π/µ separation

• Kinematic  Fit (π+π-𝛾(𝛾))

• Direct estimate of FSR contribution 
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trum, after the latter is corrected using data for all known
detector and reconstruction differences. The generator is
also corrected for its known NLO deficiencies using the
comparison to PHOKHARA. The ratio is consistent with
unity from threshold to 3GeV/c2, (Fig. 1 (a)). A fit to a
constant value yields (χ2/ndf = 55.4/54; ndf=number of
degrees of freedom)

σdata
µµγ(γ)

σNLO QED
µµγ(γ)

− 1 = (40± 20± 55± 94)× 10−4 , (2)

where the errors are statistical, systematic from this anal-
ysis, and systematic from Lee, respectively. The QED
test is thus satisfied within an overall accuracy of 1.1%.
To correct for resolution and FSR effects, an unfold-

ing of the background-subtracted and efficiency-corrected
mππ distribution is performed. A separate mass-transfer
matrix is created using simulation for the ρ central and
tail regions; this provides the probability that an event
generated in a

√
s′ interval i is reconstructed in a mππ

interval j. The matrix is corrected using data to account
for the larger rate of events with poorer mass resolution.
Performance and robustness of the unfolding method [17]
have been assessed using test models. For the 2-MeV
intervals, the significant elements of the resulting covari-
ance matrix lie near the diagonal over a typical range of
6− 8MeV, which corresponds to the energy resolution.
The results for the e+e− → π+π−(γ) bare cross sec-

tion [18] including FSR, σ0
ππ(γ)(

√
s′), are given in Fig. 1

(b). Prominent features are the dominant ρ resonance,
the abrupt drop at 0.78GeV due to ρ− ω interference, a
clear dip at 1.6GeV resulting from higher ρ state inter-
ference, and additional structure near 2.2GeV. System-
atic uncertainties are estimated from the precision of the
data-MC comparisons and from the measurement proce-
dures used for the various efficiencies. They are reported

TABLE I: Relative systematic uncertainties (in 10−3) on the
e+e− → π+π−(γ) cross section by

√
s′ intervals (in GeV) up

to 1.2GeV. The statistical part of the efficiency uncertainties
is included in the total statistical uncertainty in each interval.

Source of CM Energy Interval (GeV)
Uncertainty 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.9 0.9-1.2
trigger/ filter 5.3 2.7 1.9 1.0 0.5

tracking 3.8 2.1 2.1 1.1 1.7
π-ID 10.1 2.5 6.2 2.4 4.2

background 3.5 4.3 5.2 1.0 3.0
acceptance 1.6 1.6 1.0 1.0 1.6

kinematic fit (χ2) 0.9 0.9 0.3 0.3 0.9
correlated µµ ID loss 3.0 2.0 3.0 1.3 2.0
ππ/µµ non-cancel. 2.7 1.4 1.6 1.1 1.3

unfolding 1.0 2.7 2.7 1.0 1.3
ISR luminosity (µµ) 3.4 3.4 3.4 3.4 3.4
total uncertainty 13.8 8.1 10.2 5.0 6.5
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FIG. 1: (a) The ratio of the measured cross section for
e+e− → µ+µ−γ(γ) to the NLO QED prediction. The
band represents Eq. (2). (b) The measured cross section for
e+e− → π+π−(γ) from 0.3 to 3GeV. (c) Enlarged view of the
ρ region in energy intervals of 2 MeV. The errors are from the
combined diagonal elements of the statistical and systematic
covariance matrices.

in Table I for 0.3 <
√
s′ < 1.2GeV. Although larger

outside this range, the systematic uncertainties do not
exceed statistical errors over the full spectrum for the
chosen energy intervals.
The lowest-order contribution of the ππ(γ) intermedi-

ate state to the muon magnetic anomaly is given by

aππ(γ),LO
µ =

1

4π3

∞∫

4m2
π

ds′ K(s′)σ0
ππ(γ)(s

′) , (3)

where K(s′) is a known kernel [19]. The integration uses
the measured cross section and the errors are computed
using the full statistical and systematic covariance ma-
trices. The systematic uncertainties for each source are
taken to be fully correlated over all mass regions. The
integrated result from threshold to 1.8GeV is

aππ(γ),LO
µ = (514.1± 2.2± 3.1)× 10−10 , (4)

where the errors are statistical and systematic. This
value is larger than that from a combination of previ-
ous e+e− data [5] (503.5±3.5), but is in good agreement
with the updated value from τ decay [5] (515.2± 3.4).
In summary, the cross section for the process e+e− →

π+π−(γ) has been measured in the energy range from 0.3
to 3GeV, using the ISR method. The result for the ππ
hadronic contribution to aµ has a precision comparable
to that of the combined value from existing e+e− experi-
ments. However, the BABAR central value is larger, which
reduces the deviation of the direct aµ measurement from
the Standard Model prediction.
We are grateful for the excellent luminosity and ma-

chine conditions provided by our PEP-II colleagues, and
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FIG. 1: (a) The ratio of the measured cross section for
e+e− → µ+µ−γ(γ) to the NLO QED prediction. The
band represents Eq. (2). (b) The measured cross section for
e+e− → π+π−(γ) from 0.3 to 3GeV. (c) Enlarged view of the
ρ region in energy intervals of 2 MeV. The errors are from the
combined diagonal elements of the statistical and systematic
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√
s′ < 1.2GeV. Although larger

outside this range, the systematic uncertainties do not
exceed statistical errors over the full spectrum for the
chosen energy intervals.
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where K(s′) is a known kernel [19]. The integration uses
the measured cross section and the errors are computed
using the full statistical and systematic covariance ma-
trices. The systematic uncertainties for each source are
taken to be fully correlated over all mass regions. The
integrated result from threshold to 1.8GeV is

aππ(γ),LO
µ = (514.1± 2.2± 3.1)× 10−10 , (4)

where the errors are statistical and systematic. This
value is larger than that from a combination of previ-
ous e+e− data [5] (503.5±3.5), but is in good agreement
with the updated value from τ decay [5] (515.2± 3.4).
In summary, the cross section for the process e+e− →

π+π−(γ) has been measured in the energy range from 0.3
to 3GeV, using the ISR method. The result for the ππ
hadronic contribution to aµ has a precision comparable
to that of the combined value from existing e+e− experi-
ments. However, the BABAR central value is larger, which
reduces the deviation of the direct aµ measurement from
the Standard Model prediction.
We are grateful for the excellent luminosity and ma-

chine conditions provided by our PEP-II colleagues, and

[BaBar Collaboration Phys. Rev. Lett. 103 (2009)]



e+e- → π+π- : BaBar

Single measurement:

• Tagged strategy

• 232 fb-1 @ ϒ(4S)

• Normalization to e+e- → µ+µ- 

• PID for π/µ separation

• Kinematic  Fit (π+π-𝛾(𝛾))

• Direct estimate of FSR contribution 
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FIG. 24: The charge asymmetry slopes for e+e� ! ⇡+⇡�� using MC samples with and without reweighting, and fit to the
model after reweighting (see text); (top left) for | cos ✓⇤| < 1/

p
3; (top right) for | cos ✓⇤| > 1/

p
3; (bottom) for the full | cos ✓⇤|

range; the blue band represents the model-2 prediction using the average c0,2 values after reweighting. The light-blue part
corresponds to the extrapolation of the model beyond the fitted range.

section, for the values of m⇡⇡, cos ✓⇤� , cos ✓
⇤ and cos�⇤

for the event. The di↵erential cross sections are given by
the model used to fit the data (Eqs. (8-10)). The FSR
model is made quantitative by using the fitted values for
c0,2. The studies have been performed separately for the
regions below and above 1/

p
3.

The fitted values of c0 and c2 are stable after two iter-
ations. A third iteration is performed in order to check
the stability of the results. The di↵erence between the
last two iterations is taken as a systematic uncertainty.

The final A0 values are given in Fig. 24, together with

the FSR model prediction using the fitted c0,2 values de-
termined by the iterative process. The extrapolation of
the model beyond the fit region 0.3-1.4 GeV/c2 is shown
(light-blue band). Although the statistical uncertainty
of the data is large, there is evidence that the model
becomes inadequate above 1.8GeV/c2. This is not sur-
prising since a constant S-wave amplitude and the f2
resonance are likely to be insu�cient to describe this
region, where many high mass resonances contribute to
the ⇡+⇡� final state. However, based on the change
of asymmetry at the 10�3 level induced at lower mass,
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FIG. 29: The FSR fraction in the BABAR measurement [6] of

the ⇡⇡� cross section, defined as the ratio |MFSR|2
|MISR|2+|MFSR|2

obtained in this analysis using FSR model 2 with c0,2 pa-
rameters fitted to data (blue band). The light-blue part cor-
responds to the extrapolation of the model beyond the fitted
range. The FSR fraction is compared to the systematic er-
ror of the BABAR cross section measurement (green dashed
histogram) and its total error (black histogram).

LO FSR.
The present measurement of the charge asymmetry

allows one to validate this assumption in a quantitative
way. Using the FSR fraction shown in Fig. 29, the con-
tribution to aµ from the LO FSR falsely attributed to
the ISR cross section is found to be, in the same energy
range up to 1.8GeV

�a⇡⇡µ (FSR) = (0.26± 0.12)⇥ 10�10. (17)

This reduces the value of a⇡⇡µ by (5.1±2.3)⇥10�4 relative
to the BABAR determination. The correction is small
compared to the total BABAR relative uncertainty of 7.4⇥
10�3, which justifies its earlier neglect.

VIII. CONCLUSIONS

The radiative process e+e� ! X�, where X = µ+µ�

and ⇡+⇡� are considered in this analysis, involves con-
tributions from both LO ISR and FSR. Because charge
parities of the final state pair are opposite for ISR and
FSR, the interference between ISR and FSR changes
sign with the charge interchange of the two muons (pi-
ons). As a consequence, investigation of the charge
asymmetry of the process gives a way to study the in-
terference between ISR and FSR, which is sensitive to
the relative contribution of LO FSR.

From QED for µ+µ��, and from FSR models for
⇡+⇡��, we find that the charge asymmetry A has a
strong dependence on the angle �⇤ between the µ�µ�

(⇡+⇡�) plane and the e+e�� plane in the e+e� c.m.
system, which can be simply represented by a linear
function A = A0 cos�⇤. The slope A0 quantifies the
magnitude of the interference between ISR and FSR.

The acceptance e↵ects on the measured charge asym-
metry are studied with the full simulation of e+e� !
µ+µ�� and e+e� ! ⇡+⇡�� events. We find that the
detector and event selection, including trigger, tracking,
PID, and kinematic fitting, induce nonlinear patterns
on the cos�⇤ dependence of the charge asymmetry, but
have a small impact on the determined slope A0. Kine-
matic acceptance — namely the angular acceptance, and
energy or momentum requirements on the final state
particles — changes the slope of the observed charge
asymmetry significantly, although the kinematic require-
ments are charge-symmetric. This is due to a cross ef-
fect between acceptance and true interference that pro-
duces a bias in the measured asymmetry if the physical
asymmetry di↵ers between data and MC. This bias is
corrected through an iterative procedure in the ⇡+⇡��
analysis, as in that case the charge asymmetry is null in
the generator.

After background subtraction and correction for the
overall acceptance, which are obtained from the full sim-
ulation with corrections for data/MC di↵erences, we
measured the slope A0 of the charge asymmetry as a
function of mµµ (m⇡⇡). The QED test, namely the com-
parison between the charge asymmetry measured in the
µ+µ�� data and predicted by the simulation, in which
the LO ISR-FSR interference is implemented, shows an
overall good consistency. However, some absolute de-
viation amounting to �A0 = Adata

0 � AMC
0 ' 0.03 in

the 3GeV/c2 region is observed and cannot be fully ex-
plained by known systematic e↵ects, either in the data
or in the MC generators, which are estimated to be less
than 0.014.

The measured slope A0 of charge asymmetry in the
e+e� ! ⇡+⇡�� data is about �1% and flat around
the ⇢ mass. Outside of the ⇢ peak, the data exhibits
the pattern expected from the interference between
e+e� ! �ISR⇡+⇡� and e+e� ! �FSRf2(1270)(⇡+⇡�).
The data shows a good consistency with the predictions
of a model of FSR from quarks with contributions of
a scalar widespread mass distribution and the f2(1270)
tensor resonance. In the ⇢ region the results are not
consistent with a model based on FSR from point-like
pions (scalar QED), in contrast with the observations at
low energies [4].

These results are first measurements of the charge
asymmetry in the e+e� ! µ+µ�� process, and for
e+e� ! ⇡+⇡�� at high energy (

p
s ⇠ 10.58GeV). The

FSR contribution to e+e� ! ⇡+⇡�� derived from this
analysis is small and this confirms that it is negligible in
the measurement of the cross section obtained by BABAR
assuming pure ISR [6]. Accordingly this FSR bias trans-
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trum, after the latter is corrected using data for all known
detector and reconstruction differences. The generator is
also corrected for its known NLO deficiencies using the
comparison to PHOKHARA. The ratio is consistent with
unity from threshold to 3GeV/c2, (Fig. 1 (a)). A fit to a
constant value yields (χ2/ndf = 55.4/54; ndf=number of
degrees of freedom)

σdata
µµγ(γ)

σNLO QED
µµγ(γ)

− 1 = (40± 20± 55± 94)× 10−4 , (2)

where the errors are statistical, systematic from this anal-
ysis, and systematic from Lee, respectively. The QED
test is thus satisfied within an overall accuracy of 1.1%.
To correct for resolution and FSR effects, an unfold-

ing of the background-subtracted and efficiency-corrected
mππ distribution is performed. A separate mass-transfer
matrix is created using simulation for the ρ central and
tail regions; this provides the probability that an event
generated in a

√
s′ interval i is reconstructed in a mππ

interval j. The matrix is corrected using data to account
for the larger rate of events with poorer mass resolution.
Performance and robustness of the unfolding method [17]
have been assessed using test models. For the 2-MeV
intervals, the significant elements of the resulting covari-
ance matrix lie near the diagonal over a typical range of
6− 8MeV, which corresponds to the energy resolution.
The results for the e+e− → π+π−(γ) bare cross sec-

tion [18] including FSR, σ0
ππ(γ)(

√
s′), are given in Fig. 1

(b). Prominent features are the dominant ρ resonance,
the abrupt drop at 0.78GeV due to ρ− ω interference, a
clear dip at 1.6GeV resulting from higher ρ state inter-
ference, and additional structure near 2.2GeV. System-
atic uncertainties are estimated from the precision of the
data-MC comparisons and from the measurement proce-
dures used for the various efficiencies. They are reported

TABLE I: Relative systematic uncertainties (in 10−3) on the
e+e− → π+π−(γ) cross section by

√
s′ intervals (in GeV) up

to 1.2GeV. The statistical part of the efficiency uncertainties
is included in the total statistical uncertainty in each interval.

Source of CM Energy Interval (GeV)
Uncertainty 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.9 0.9-1.2
trigger/ filter 5.3 2.7 1.9 1.0 0.5

tracking 3.8 2.1 2.1 1.1 1.7
π-ID 10.1 2.5 6.2 2.4 4.2

background 3.5 4.3 5.2 1.0 3.0
acceptance 1.6 1.6 1.0 1.0 1.6

kinematic fit (χ2) 0.9 0.9 0.3 0.3 0.9
correlated µµ ID loss 3.0 2.0 3.0 1.3 2.0
ππ/µµ non-cancel. 2.7 1.4 1.6 1.1 1.3

unfolding 1.0 2.7 2.7 1.0 1.3
ISR luminosity (µµ) 3.4 3.4 3.4 3.4 3.4
total uncertainty 13.8 8.1 10.2 5.0 6.5
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FIG. 1: (a) The ratio of the measured cross section for
e+e− → µ+µ−γ(γ) to the NLO QED prediction. The
band represents Eq. (2). (b) The measured cross section for
e+e− → π+π−(γ) from 0.3 to 3GeV. (c) Enlarged view of the
ρ region in energy intervals of 2 MeV. The errors are from the
combined diagonal elements of the statistical and systematic
covariance matrices.

in Table I for 0.3 <
√
s′ < 1.2GeV. Although larger

outside this range, the systematic uncertainties do not
exceed statistical errors over the full spectrum for the
chosen energy intervals.
The lowest-order contribution of the ππ(γ) intermedi-

ate state to the muon magnetic anomaly is given by

aππ(γ),LO
µ =

1

4π3

∞∫

4m2
π

ds′ K(s′)σ0
ππ(γ)(s

′) , (3)

where K(s′) is a known kernel [19]. The integration uses
the measured cross section and the errors are computed
using the full statistical and systematic covariance ma-
trices. The systematic uncertainties for each source are
taken to be fully correlated over all mass regions. The
integrated result from threshold to 1.8GeV is

aππ(γ),LO
µ = (514.1± 2.2± 3.1)× 10−10 , (4)

where the errors are statistical and systematic. This
value is larger than that from a combination of previ-
ous e+e− data [5] (503.5±3.5), but is in good agreement
with the updated value from τ decay [5] (515.2± 3.4).
In summary, the cross section for the process e+e− →

π+π−(γ) has been measured in the energy range from 0.3
to 3GeV, using the ISR method. The result for the ππ
hadronic contribution to aµ has a precision comparable
to that of the combined value from existing e+e− experi-
ments. However, the BABAR central value is larger, which
reduces the deviation of the direct aµ measurement from
the Standard Model prediction.
We are grateful for the excellent luminosity and ma-

chine conditions provided by our PEP-II colleagues, and

BaBar[BaBar Collaboration Phys. Rev. Lett. 103 (2009)]

[BaBar Collaboration Phys. Rev. D 92 (2015)]
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The CMD-3 “Earthquake”

• New result on arXiv in February (arXiv:2302.08834)

• Energy scan measurement

• 0.8% precision

• Puzzling picture

ØBaBar: ~2.3σ

ØKLOE: ~5σ

ØCMD2/SND2k: ~2.9σ 

• Significant tension with most of the previous measurement

30.05.2023 Muon4Future: R Measurements 17



CMD-3 Analysis Strategy

• VEPP-2000 collider

• CM energies up to 2 GeV 

• Three data sets used:

Ø  RHO2013, 18 pb-1 (<1   GeV)

Ø  RHO2018, 45 pb-1 (<1   GeV)

Ø  LOW2020,  1 pb-1 (<0.6 GeV)

• Different data taking conditions:

Ø  Lower magnetic field (2013)

Ø  Upgraded detector and accelerator (2018)

Ø  Cross checks on the results

30.05.2023 Muon4Future: R Measurements 18
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CMD-3 Analysis Strategy

• Simple selection conditions
ØBack-to-back topology
ØTiming

• Independent signal extraction by fit to:

• Normalization to Bhabha scattering events (e+e-)

30.05.2023 Muon4Future: R Measurements 19
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Figure 26: Polar angle distribution (black points) of selected collinear events from
p
s = 0.7 ÷ 0.82 GeV

energy points is fitted by the predicted spectrum (red line) with components from e+e� (purple line), ⇡+⇡�

(blue line), µ+µ� (green line), not seen 3⇡ (yellow) and cosmic (cyan). Right plot is ratio of experimental
points to fitted function, where the dashed green lines correspond to variations of fit by �(N⇡/Ne) = ±0.5%.

Nee (Nµ/Ne ⇠ 8.5%) on the QED prediction bases. The number of 3⇡ events (0.2% of
total number of events) and the number of cosmic (0.04% of Ntotal) are fixed as obtained
from the particle separation on momentum information. The ratio of the experimental
angle spectrum to the fitted function is also shown on the right plot of Fig. 26. It is
should be pointed that it is no visible issue in the accounted e�ciency at the edge of good
angle range, while the correction itself was changing to level 2-5% at ✓ = 1.05 to 1 rad
as seen in Fig. 19. The obtained ratio N⇡/Ne = 1.01727 ± 0.00127 from the angle spectra
should be compared to N⇡/Ne = 1.01929 ± 0.00030 from the momentum distribution or
N⇡/Ne = 1.01838±0.00033 from the energy deposition in the calorimeter as summed over the
energy range

p
s = 0.7÷ 0.82 GeV after particles separations described in the Section. 3.3.

The comparison of N⇡/Ne numbers as relative to the momentum-based separation gives
deviations �0.20± 0.12% for ✓-separation and �0.089± 0.024% for the energy deposition-
based separation. If the asymmetry correction parameter is fixed at �A⇡ = 0 according
to the GVMD model prediction [49] then the obtained N⇡/Ne ratio of ✓-separation will be
+0.21 ± 0.07% as the relative deviation from the momentum-based separation. This show
compatibility of all three independent particle separation methods and insure the systematic
uncertainty from this source for the pion form factor measurement at level below 0.2%.

Additional cross-check of the pion form factor measurement was performed by changing
the selection criterion ✓cut < ✓event < ⇡ � ✓cut on an average polar angle with ✓cut from
1 rad to 1.4 rad and also separately in both halves of the detection volume 1 < ✓event <
⇡/2 or > ⇡/2 rad. The changes of pion form factor are shown in Fig. 27 as relative to
the ✓cut = 1.1 rad case for each particle separation method based on momentum/energy
information and separately for the RHO2013/RHO2018 data taking seasons. The di↵erence
is plotted as average in the

p
s = 0.7 ÷ 0.82 GeV energy range and errors of points are

shown as the statistical di↵erence between a corresponding dataset and ✓cut = 1.1 rad
case. Additional correction up to 0.15% coming from dependency of particle separation’s
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CMD-3: Checks and Results 

• Several checks on data-generator(s) consistency
ØBabayaga@NLO instead of MCGPJ for e+e- 

Ø  Improved description of ISR-FSR interference in 2π 
(asymmetry)

30.05.2023 Muon4Future: R Measurements 20

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
, GeVs

0.04−

0.03−

0.02−

0.01−

0

0.01-1
M

C
G

P
J

)
e

e
/N

µ
µ

/(
N

B
a

b
a

Y
a

g
a

)
e

e
/N

µ
µ

(N

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
, GeVs

0.02−

0.015−

0.01−

0.005−

0

0.005-1
M

C
G

P
J

)
e

e
/N

π
π

/(
N

B
a

b
a

Y
a

g
a

)
e

e
/N

π
π

(N

Figure 20: The relative e↵ect on the Nµµ/Nee (left) and on the N⇡⇡/Nee (right) ratios from using the µ+µ+,
e+e� momentum spectra from either the BaBaYaga@NLO or the MCGPJ generators as input for the event
separation based on momentum information.

e↵ects described above and correspond to the di↵erential behaviour of " defined in Eq. 3.
The main e�ciency loss comes from the Z vertex selection with the average 97.0% and
89.2% for the RHO2013 and RHO2018 data respectively and it is near same for ⇡+⇡� and
e+e� events. The e�ciency dependence is well symmetric over ✓ = ⇡/2 radian, with small
dependence at the level 0.2 ÷ 0.3% for e+e� events because of not symmetric di↵erential
cross section. The decreasing of the e�ciency at level � ⇠ 0.4 � 0.5% for ✓ ⇠ ⇡/2 radians
comes from the Z vertex selection and the polar angle resolution e↵ects. The angle resolution
changes by factor of 2 from ✓ = 1 to ⇡/2 radians due to the charge screening e↵ect, reducing
amplitudes for the perpendicular to the wires tracks in the DCH. The drop of the e�ciency
by 2% and 4.5% at the edge of the used angles range comes from the requirement on the
number of hits in the DCH, as shown in Fig. 12.

5. Radiative corrections

The radiative corrections for the ⇡+⇡�/µ+µ� final states are calculated by the MCGPJ [31]
generator, while for the e+e� ! e+e�� process it is preferable to use the BabaYaga@NLO [32]
generator. All these generators include exact NLO + higher order terms in some approxi-
mations (the parton shower approach, collinear structure functions, etc), and the declared
precisions are 0.2% for the MCGPJ and 0.1% for the BabaYaga@NLO generators. Both
generators are consistent in the integrated cross section at the level better than 0.1% for
Bhabha process [44], but the BabaYaga@NLO somehow better describes the di↵erential
distributions as it will be shown later. In case of the µ+µ� process, the initial momentum
spectrum to construct the PDF, used in the momentum-based separation, is taken from the
BabaYaga@NLO, while the integrated radiative correction is calculated by the MCGPJ. In
case of the BabaYaga@NLO generator, the muon mass term is missed in the FSR virtual
correction [44], which gives 0.4% underestimation of the µ+µ� cross section at the lowest
energy point used in the analysis.
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Figure 23: The measured asymmetry in ⇡+⇡� at
the CMD-3 in comparison with the prediction based
on commonly used sQED approach (red dotted
line), the GVMD model [49] (blue line) and the dis-
persive calculation [50] (green dashed line).
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Figure 24: Di↵erence of the measured asymmetry
for ⇡+⇡� (points), the dispersive calculation [50]
(green dashed line) as relative to the prediction
based on the GVMD model [49].
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Figure 25: Di↵erence of the measured asymmetry relative to the prediction for e+e� (left plot) and µ+µ�

(right plot).

errors of points are plotted as the energy range of merged points. The comparisons with
di↵erent predictions are also shown on this plot, where the dotted red line corresponds to
the conventional approach based on the sQED assumption [48], which is usually used for
radiative correction calculations. The discrepancy of this prediction with the experimental
data is much larger than statistical precision of the latter. The asymmetry dependency on
the invariant mass of two pions shows that this deviation comes from the virtual corrections,
when M⇡⇡ ⇠

p
s, and gave a clue that the source of discrepancy is related to calculation

of box like diagrams within the sQED assumption. The improved approach using the gen-
eralized vector-meson-dominance (GVMD) model in a loop integral was proposed in the
paper [49]. This theoretical result is shown by the blue line in Fig. 23. Additionally to the
original paper, it was also included ⇢ � ! e↵ect in the calculation, which slightly improves
description near the ! mass. As it is seen, the GVMD model prediction agrees well with the
experimental asymmetry. The di↵erence between the measured asymmetry and the GVMD
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CMD-3: Checks and Results 

• Comparison between data sets and methods:
Ø  Agreement at 0.1% level 

• Di-muon cross section vs. QED prediction:
Ø  Consistent within 0.1%
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Figure 8: Comparison of the results of the momentum-based and energy deposition-based event separation.
The di↵erent data taking seasons are shown separately. The average di↵erences between both separation
methods are shown as the fit parameters for each season.

the overlap of momentum distributions of electrons and pions increases, which degrades
the momentum-based separation capability and leads to the growth of the systematic error
from 0.2% at

p
s = 0.8 GeV to 1.5% at 0.9 GeV. On the contrary, the distributions of

energy deposition of electron and MIPs start to overlap significantly at lower energies, as
can be seen from Fig. 4, when the the electron peak position is shifted beyond 200 MeV at
lower energies. At the same time muons start to stop in the LXe calorimeter at energies
below Eµ ⇠ 200 MeV and pions stop below E⇡ ⇠ 250 MeV. The distribution of energy
deposition of stopped particles becomes very distorted and it extends well beyond the MIP
2D-PDF box. All these e↵ects degrade the energy deposition-based separation capability
leading to the growth of the estimated systematic uncertainty from 0.2% at

p
s = 0.6 GeV

to 2% at 0.54 GeV. The observed biases of the N⇡⇡/Nee ratios after the minimization on
the simulated data are not applied to the data and kept only as part of the systematic
uncertainty. The comparison of N⇡⇡/Nee ratios obtained by two separation methods is
shown in Fig. 8. Only specifically for this plot, for a demonstrative purpose, the result of
the momentum-based separation was corrected above 0.82 GeV according to the simulation.
This plot with comparison is shown for the case when the electron’s and muon’s PDFs for
the momentum-based separation were constructed using the BabaYaga@NLO MC generator
as input. It can be seen that two fully independent separation methods are well compatible
within  0.2%, where the average di↵erence between both methods is �0.115 ± 0.027% in
the central 0.7-0.82 GeV c.m. energy range. Looking at the right side of the plot, it is also
seen compatibility below ⇠ 1%, where mentioned above raise of the minimization bias up to
⇠ �1.5% in (N⇡⇡/Nee)P at

p
s ⇠ 0.9 GeV was already corrected for this plot as observed on

the simulated data. This shows reproducible the bias behaviour between the experimental
data and simulation.

For the final result, the experimental ratios N⇡⇡/Nee together with their separation-
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CMD-3: Checks and Results 

• Common (and flat) disagreement around ρ(770)

• Consistency at larger and smaller energies

 Source of SND/CMD 2 vs 3 disagreement still unclear
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As shown in Sec. II B, the time-window contributions
aSDμ and aWμ can be evaluated using Eq. (27), which involves
the energy-modulating functions Θ̃SDðEÞ and Θ̃WðEÞ,
related to the time-modulating functions ΘSDðtÞ and ΘWðtÞ
of Eq. (28), and the experimental data available for the eþe−

ratio RhadðEÞ, given in Eq. (24).
Using the database of Ref. [11] one gets the quite precise

results [23]

aSDμ ðeþe−Þ ¼ 68.44ð48Þ × 10−10; ð63Þ

aWμ ðeþe−Þ ¼ 229.51ð87Þ × 10−10: ð64Þ

More recently, starting from the analyses of Refs. [8–11]
and adopting the merging procedure of Ref. [13],
which takes into account tensions in the eþe− database
in a more conservative way, the authors of Ref. [24] quote
the values

aSDμ ðeþe−Þ ¼ 68.4ð5Þ × 10−10; ð65Þ

aWμ ðeþe−Þ ¼ 229.4ð1.4Þ × 10−10: ð66Þ

To compare with the dispersive results, we need to
sum up all the quark-connected and -disconnected con-
tributions evaluated in the previous sections. The indi-
vidual contributions are not fully uncorrelated, since they
are determined starting from basically the same gauge
configurations. However, since the statistical uncertainty
of the vector correlator is not dominated by the gauge error
(see, e.g., Sec. III A) and the spatial stochastic sources

employed are different for different flavors, we do not
expect to have significant correlations among the various
contributions to the time windows. We have checked
explicitly this point in the case of the light- and strange-
connected contributions and found a negligible correlation.
Thus, the uncertainties of the individual quark-connected
and -disconnected contributions are summed in quadrature.
Following the above strategy, the sum of aSDμ ðlÞ, aSDμ ðsÞ,

aSDμ ðcÞ and aSDμ ðdiscÞ, i.e. the sum of Eqs. (49)–(51) and
(61), yields the result 68.91ð31Þ × 10−10. Adding also the
contribution aSDμ ðbÞ ¼ 0.32 × 10−10 coming from the bot-
tom quark (see also the lattice results of Ref. [20]) and a
QED correction aSDμ ðQEDÞ ¼ 0.03 × 10−10, both estimated
using the RHAD software package [21], we get

aSDμ ðETMCÞ ¼ 69.27ð34Þ × 10−10; ð67Þ

which agrees with the dispersive results (63) and (65)
within ≃1.4σ.
In the case of the intermediate window, we have to sum

the results obtained for aWμ ðlÞ, aWμ ðsÞ, aWμ ðcÞ and aWμ ðdiscÞ,
namely the values given in Eqs. (57), (58), (60), and (62),
obtaining 235.9ð1.3Þ × 10−10. Adding the IB contribution
aWμ ðIBÞ ¼ 0.43ð4Þ × 10−10, estimated using the corre-
sponding BMW results of Ref. [14], we obtain

aWμ ðETMCÞ ¼ 236.3ð1.3Þ × 10−10: ð68Þ

We now compare the above result with other lattice
calculations available for the total window contribution
satisfying the simple criterion of being based on

FIG. 13. We show lattice QCD results of the short-distance window aSDμ (left panel), intermediate window aWμ (central panel), obtained
in this work and in Refs. [14,22], and the full HVP term aHVPμ (right panel) from Ref. [14], compared with the corresponding dispersive
determinations from Ref. [24], based on experimental eþe− → hadrons data (see text). In the central panel, the green diamond denotes
the average of our result given in Eq. (68) with those from Refs. [14,22], namely aWμ ¼ 236.73ð80Þ × 10−10.
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CMD-3: The End of the Story?

• CMD-3 result can fix BMWc/Exp – WP tension on aµ

• Agreement also in the window quantity

• But:
Ø  What’s the source of the CMD-2 vs CMD-3 difference?

Ø  Why were previous measurements in agreement? 
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of Eq. (28), and the experimental data available for the eþe−

ratio RhadðEÞ, given in Eq. (24).
Using the database of Ref. [11] one gets the quite precise

results [23]

aSDμ ðeþe−Þ ¼ 68.44ð48Þ × 10−10; ð63Þ

aWμ ðeþe−Þ ¼ 229.51ð87Þ × 10−10: ð64Þ

More recently, starting from the analyses of Refs. [8–11]
and adopting the merging procedure of Ref. [13],
which takes into account tensions in the eþe− database
in a more conservative way, the authors of Ref. [24] quote
the values

aSDμ ðeþe−Þ ¼ 68.4ð5Þ × 10−10; ð65Þ

aWμ ðeþe−Þ ¼ 229.4ð1.4Þ × 10−10: ð66Þ

To compare with the dispersive results, we need to
sum up all the quark-connected and -disconnected con-
tributions evaluated in the previous sections. The indi-
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of the vector correlator is not dominated by the gauge error
(see, e.g., Sec. III A) and the spatial stochastic sources

employed are different for different flavors, we do not
expect to have significant correlations among the various
contributions to the time windows. We have checked
explicitly this point in the case of the light- and strange-
connected contributions and found a negligible correlation.
Thus, the uncertainties of the individual quark-connected
and -disconnected contributions are summed in quadrature.
Following the above strategy, the sum of aSDμ ðlÞ, aSDμ ðsÞ,

aSDμ ðcÞ and aSDμ ðdiscÞ, i.e. the sum of Eqs. (49)–(51) and
(61), yields the result 68.91ð31Þ × 10−10. Adding also the
contribution aSDμ ðbÞ ¼ 0.32 × 10−10 coming from the bot-
tom quark (see also the lattice results of Ref. [20]) and a
QED correction aSDμ ðQEDÞ ¼ 0.03 × 10−10, both estimated
using the RHAD software package [21], we get

aSDμ ðETMCÞ ¼ 69.27ð34Þ × 10−10; ð67Þ

which agrees with the dispersive results (63) and (65)
within ≃1.4σ.
In the case of the intermediate window, we have to sum
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namely the values given in Eqs. (57), (58), (60), and (62),
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aWμ ðIBÞ ¼ 0.43ð4Þ × 10−10, estimated using the corre-
sponding BMW results of Ref. [14], we obtain
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We now compare the above result with other lattice
calculations available for the total window contribution
satisfying the simple criterion of being based on

FIG. 13. We show lattice QCD results of the short-distance window aSDμ (left panel), intermediate window aWμ (central panel), obtained
in this work and in Refs. [14,22], and the full HVP term aHVPμ (right panel) from Ref. [14], compared with the corresponding dispersive
determinations from Ref. [24], based on experimental eþe− → hadrons data (see text). In the central panel, the green diamond denotes
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Confirmation of CMD-3 result is needed!
New measurements on-going



Summary

• R measurements crucial input to HVP

• Intriguing tensions in (g-2)µ: 
• Experiment – SM dispersive (e+e- data): 4.2σ
• Lattice QCD – SM dispersive: 2.1σ

• Puzzling situation in 2π channel:
• Long-standing KLOE-BaBar tension

• New CMD 3 result

• New results on 2π channel to come “soon” from
• Reanalysis of “old” data BaBar (2023), BESIII , KLOE

• New data BESIII (20 fb-1@ 3.77 GeV by 2024), Belle II
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Backup
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e+e- → π+π-π0: New BaBar Result!
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π+π-: 65%

π+π-π0:   
16%

π+π-π0π0:  10%

π+π-π+π-,π0!, 
KSKL, K+K-: …

E > 1.8 GeV: 7%

• Full dataset (5x wrt. 2004)

• Fit to VMD model → B(ρ →3π) = (0.88 ± 0.38) x 10-4

• Up to 10% disagreement with SND/CMD2 results

• Strong reduction of uncertainty to aµ
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e+e-→ π+π-π0 cross-section: comparison with SND

06-Sep-22 g-2 Theory Workshop, Edinburgh                               Fergus Wilson, RAL/STFC 17

SND results: [3], [4], [7] ;  CMD-2 results [5], [6]

Generally good agreement but differences 
between SND and BaBar near 1.25 and 1.5 GeV

BaBar
SND

Yellow bars: systematic 
uncertainty

[BaBar Collaboration Phys.Rev.D 104 (2021)

e+e-→ π+π-π0 cross-section: comparison with SND/CMD-2

06-Sep-22 g-2 Theory Workshop, Edinburgh                               Fergus Wilson, RAL/STFC 16

Differences between experiments have been a source of systematic uncertainty on (g-2)μ for some time

SND results: [3], [4], [7] ;  CMD-2 results [5], [6]

Good Agreement                 Δ(SND-BaBar) = 2%                  Good agreement             Δ(SND-BaBar) = 11%
Δ(CMD-2-BaBar) = 7%                                                         Δ(CMD-2-BaBar) = 3%
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Differences between experiments have been a source of systematic uncertainty on (g-2)μ for some time

SND results: [3], [4], [7] ;  CMD-2 results [5], [6]

Good Agreement                 Δ(SND-BaBar) = 2%                  Good agreement             Δ(SND-BaBar) = 11%
Δ(CMD-2-BaBar) = 7%                                                         Δ(CMD-2-BaBar) = 3%
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a3⇡µ (E < 2GeV) = (45.86± 0.14± 0.58)



e+e- → π+π- : BESIII

Single measurement:

• Tagged strategy

• 2.9 fb-1 @ ψ(3770)

• Neural network for π/µ separation

• Kinematic Fit (π+π- 𝛾)

30.05.2023 Muon4Future: R Measurements 28

[BESIII Collaboration Phys. Lett. B 753 (2016)]

the inset of the upper panel of Fig. 1. The theoret-
ical uncertainty of the MC generator Phokhara is
below 0.5% [16], while the systematic uncertainty of
our measurement is 0.9%. The latter is dominated
by the luminosity measurement, which is needed
for the normalization of the data set. We consider
the good agreement between the µ

+
µ
�
� QED pre-

diction and data as a validation of the accuracy
of our e�ciency corrections. As a further cross
check, we have applied the e�ciency corrections
also to a statistically independent µ

+
µ
�
� sample,

resulting in a di↵erence between data and MC of
(0.7 ± 0.2)% over the full mass range, where the
error is statistical only.
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Figure 1: Invariant µ
+
µ
� mass spectrum of data

and µ
+
µ
�
� MC after using the ANN as muon se-

lector and applying the e�ciency corrections. The
upper panel presents the absolute comparison of the
number of events found in data and MC. The inset
shows the zoom for invariant masses between 0.6
and 0.9 GeV/c2. The MC sample is scaled to the
luminosity of the data set. The lower plot shows the
ratio of these two histograms. A linear fit is per-
formed to quantify the data-MC di↵erence, which
gives a di↵erence of (1.0 ± 0.3 ± 0.9)%. A di↵er-
ence in the mass resolution between data and MC
is visible around the narrow J/ resonance.

6. Extraction of �(e+e� ! ⇡+⇡�) and |F 2
⇡ |

6.1. Methods

We finally extract �⇡⇡ = �(e+e� ! ⇡
+
⇡
�) ac-

cording to two independent normalization schemes.

In the first method, we obtain the bare cross sec-
tion, i.e., the cross section corrected for vacuum
polarization e↵ects, according to the following for-
mula:

�
bare

⇡⇡(�FSR)
=

N⇡⇡� · (1 + �
⇡⇡
FSR

)

L · ✏
⇡⇡�
global

·H(s) · �vac
, (1)

where N⇡⇡� is the number of signal events found
in data after applying all selection requirements de-
scribed above and an unfolding procedure to correct
for the mass resolution, L the luminosity of the data
set, and H the radiator function. The global e�-
ciency ✏⇡⇡�

global
is determined based on the signal MC

by dividing the measured number of events after all
selection requirements N true

measured
by that of all gen-

erated events N
true

generated
. The true MC sample is

used, with the full ✓� range, applying the e�ciency
corrections mentioned in Section 3.3 but without
taking into account the detector resolution in the
invariant mass m:

✏global(m) =
N

true

measured
(m)

N
true

generated
(m)

. (2)

The e�ciency is found to depend slightly on m⇡⇡

and ranges from 2.8% to 3.0% from lowest to high-
est m⇡⇡. An unfolding procedure, which eliminates
the e↵ect of the detector resolution, is described in
Sect. 6.2 and is applied before dividing by the global
e�ciency. The radiator function H is described in
Sect. 6.4. As input for aµ the bare cross section is
needed. It can be obtained by dividing the cross
section by the vacuum polarization correction �vac,
which is also described in Sect. 6.4. As pointed out
in Ref. [11], in order to consider radiative e↵ects
in the dispersion integral for aµ, an FSR correction
has to be performed. The determination of the cor-
rection factor (1 + �

⇡⇡
FSR

) is described in Sect. 6.3.
In the second method, we use a di↵erent nor-

malization than in the first method and normalize
N⇡⇡� to the measured number of µ

+
µ
�
� events,

Nµµ� . Since L, H, and �vac cancel in this normal-
ization, one finds the following formula:

�
bare

⇡⇡(�FSR)
=

N⇡⇡�

Nµµ�
·
✏
µµ�
global

✏
⇡⇡�
global

·
1 + �

µµ
FSR

1 + �
⇡⇡
FSR

· �
bare

µµ , (3)

where ✏µµ�
global

is the global e�ciency of the dimuon
selection, already described in Sect. 5, �µµ

FSR
is the

FSR correction factor to the µ
+
µ
� final state,

which can be obtained using the Phokhara event
generator, �bare

µµ is the exact QED prediction of the

7

• Cross check QED prediction (µ+µ-)

ØMeasurement of Γee for J/ψ

• Measurement statistically limited 

• Systematics dominated by radiator 
function (+ luminosity)



e+e- → π+π- in a Nutshell 
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Figure 13: The ⇡+⇡� cross section from the KLOE combination compared to the BABAR, CMD-2, SND, and BESIII data points in the 0.6–0.9 GeV
range [82]. The KLOE combination is represented by the yellow band. The uncertainties shown are the diagonal statistical and systematic
uncertainties summed in quadrature. Reprinted from Ref. [82].

are apparent: (1) the normalization at the peak is generally higher than KLOE, (2) there is a trend for a linear increase
of the ratio with mass, and (3) a clear disagreement is seen in the narrow ⇢–! interference region. Due to the higher
precision of the BABAR data, these features are most clearly visible there, but they are also present for the other
experiments. While there is reasonable agreement below 0.70–0.75 GeV, the KLOE data appears noticeably lower on
the ⇢ peak and above by a factor rising to a few percent.

The ratios in the ⇢–! interference region display a common oscillatory pattern. Since in Ref. [82] the ratio of a
given experiment is computed with respect to the linearly interpolated value between adjacent KLOE points, one could
expect some bias, especially in the interference region with its fast-varying cross section. Indeed, such oscillation is
not present for the ratio KLOE to BABAR [64], where a fit to the BABAR data is used as reference in order to avoid
such e↵ects. As seen in Fig. 14, the interference pattern is more washed out in KLOE, most probably due to the choice
of wide mass bins. A vertical o↵set is clearly seen in the plot on the ⇢ peak. It should be noted that the e↵ect of the
⇢–! interference pattern is largely canceled when integrating over the mass spectrum. Thus di↵erences in this region
between the experiments are not expected to produce large biases for the integral values.

The most significant discrepancy between the KLOE and BABAR data points to one or several systematic e↵ects
not properly covered by the estimated systematic uncertainties. Here one might hope to appeal to other experiments to
resolve this discrepancy. Unfortunately, their results are insu�ciently precise at present, lying between those of KLOE
and BABAR, and overlapping reasonably with both. This can been seen in Fig. 15 which shows the contributions to the
dispersion integral from the region between 0.6 and 0.9 GeV for each of the experimental data sets. One-parameter fits
yield �2/do f values of 4.5/4 and 3.6/4 for fits including all experiments but BABAR and all experiments but KLOE,
respectively. Thus CMD-2/SND/BESIII/CLEO are compatible with either KLOE or BABAR.

In the combination procedures used by DHMZ (see Sec. 2.3.1) and KNT (see Sec. 2.3.2), local tensions are dealt
with by introducing scaling factors for the uncertainties. Global tension is also accounted for in the DHMZ analysis.

Some tension also occurs in the combination of the results from the three KLOE measurements [82]. The ratios
of the cross section values between KLOE-2012 and KLOE-2008, as well as KLOE-2010 and KLOE-2008, were
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Figure 13: The ⇡+⇡� cross section from the KLOE combination compared to the BABAR, CMD-2, SND, and BESIII data points in the 0.6–0.9 GeV
range [82]. The KLOE combination is represented by the yellow band. The uncertainties shown are the diagonal statistical and systematic
uncertainties summed in quadrature. Reprinted from Ref. [82].

are apparent: (1) the normalization at the peak is generally higher than KLOE, (2) there is a trend for a linear increase
of the ratio with mass, and (3) a clear disagreement is seen in the narrow ⇢–! interference region. Due to the higher
precision of the BABAR data, these features are most clearly visible there, but they are also present for the other
experiments. While there is reasonable agreement below 0.70–0.75 GeV, the KLOE data appears noticeably lower on
the ⇢ peak and above by a factor rising to a few percent.

The ratios in the ⇢–! interference region display a common oscillatory pattern. Since in Ref. [82] the ratio of a
given experiment is computed with respect to the linearly interpolated value between adjacent KLOE points, one could
expect some bias, especially in the interference region with its fast-varying cross section. Indeed, such oscillation is
not present for the ratio KLOE to BABAR [64], where a fit to the BABAR data is used as reference in order to avoid
such e↵ects. As seen in Fig. 14, the interference pattern is more washed out in KLOE, most probably due to the choice
of wide mass bins. A vertical o↵set is clearly seen in the plot on the ⇢ peak. It should be noted that the e↵ect of the
⇢–! interference pattern is largely canceled when integrating over the mass spectrum. Thus di↵erences in this region
between the experiments are not expected to produce large biases for the integral values.

The most significant discrepancy between the KLOE and BABAR data points to one or several systematic e↵ects
not properly covered by the estimated systematic uncertainties. Here one might hope to appeal to other experiments to
resolve this discrepancy. Unfortunately, their results are insu�ciently precise at present, lying between those of KLOE
and BABAR, and overlapping reasonably with both. This can been seen in Fig. 15 which shows the contributions to the
dispersion integral from the region between 0.6 and 0.9 GeV for each of the experimental data sets. One-parameter fits
yield �2/do f values of 4.5/4 and 3.6/4 for fits including all experiments but BABAR and all experiments but KLOE,
respectively. Thus CMD-2/SND/BESIII/CLEO are compatible with either KLOE or BABAR.

In the combination procedures used by DHMZ (see Sec. 2.3.1) and KNT (see Sec. 2.3.2), local tensions are dealt
with by introducing scaling factors for the uncertainties. Global tension is also accounted for in the DHMZ analysis.

Some tension also occurs in the combination of the results from the three KLOE measurements [82]. The ratios
of the cross section values between KLOE-2012 and KLOE-2008, as well as KLOE-2010 and KLOE-2008, were
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KLOE BaBar BESIII

Final result Combination Single measurement

Analysis type Tag+Untag Tagged

π/µ separation Track mass (kin) PID

Kinematic fit No π+π- 𝛾(𝛾) π+π- 𝛾
Accuracy 0.6% 0.7% 1%

[ Phys.Rep 887 (2020) 1-166 ] 
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π+π-: 65%

π+π-π0:   
16%

π+π-π0π0:  10%

π+π-π+π-,π0!, 
KSKL, K+K-: …

E > 1.8 GeV: 7%

• Reanalysis of full dataset (2x) 

• New approach to µµ/ππ/KK separation:
• Minimal PID conditions (negligible systematics)
• Fit angular distribution (ϑ*) in ππ rest frame

• Larger angular and momentum acceptance (8x)

• Results expected in 2023
M. Davier  ISR BABAR g-2 g-2 Workshop, FermiLab 4/06/2017 1

e+e- results from BABAR and implications for 
the muon g-2

Michel Davier   (LAL – Orsay)

• the BABAR ISR program and the muon g-2
• the dominant p+p-(g) channel
• results on K+K-(g)
• recent results: toward a complete exclusive 
measurement up to 1.8 GeV
• BABAR data impact on the g-2 prediction 
• ongoing work

g-2 Theory Initiative
FermiLab, 3-6 June 2017
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π+π-: 65%

π+π-π0:   
16%

π+π-π0π0:  10%

π+π-π+π-,π0!, 
KSKL, K+K-: …

E > 1.8 GeV: 7%

• Plan to achieve 0.5% accuracy

• New analysis on going:
• Several strategies under test

• Detailed study of  2𝛾 events (ISR@NLO & ISR+FSR)

• First results in 1-1.5 years

• Data taking @ ψ(3770): 2.9 → 20 fb-1  (2024)

Agreement at 0.3% level
Statistics limited!
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Figure 1. Schematic view of the KLOE detector
with selection regions.

mesons. As DAΦNE was designed to operate
at a fixed energy around Mφ, the differential
cross section dσ(e+e− → π+π− + γISR)/dM2

ππ

is measured, and the total cross section σππ ≡
σe+e−→π+π− is evaluated using the formula [7]:

s ·
dσππγISR

dM2
ππ

= σππ(M2
ππ) H(M2

ππ, s) , (1)

in which s is the squared e+e− center of mass
energy, and H is a radiator function obtained
from theory describing the photon emission in
the initial state. Final State Radiation (FSR)
terms are neglected in Eq. 1, but are taken into
account properly in the analysis. The KLOE
detector (Fig. 1) consists of a high resolution
drift chamber (σp/p ≤ 0.4%) [11] and an electro-
magnetic calorimeter with excellent time (σt ∼
54 ps/

√

E [GeV] ⊕100 ps) and good energy

(σE/E ∼ 5.7%/
√

E [GeV]) resolution [12].

2.1. Event selection

The previous KLOE analyses [9,10] used selec-
tion cuts in which photons are emitted within

a cone of θγ < 15◦ around the beamline (nar-
row cones in Fig. 1) and the two charged pion
tracks have 50◦ < θπ < 130◦ (wide cones in
Fig. 1). In this configuration, the photon is not
explicitly detected, its direction is reconstructed
from the tracks’ momenta by closing kinemat-
ics: %pγ & %pmiss = −(%pπ+ + %pπ−). While these
cuts guarantee a high statistics for ISR signal
events, and a reduced contamination from the
resonant process e+e− → φ → π+π−π0 in which
the π0 mimics the missing momentum of the pho-
ton(s) and from the final state radiation process
e+e− → π+π−γFSR, a highly energetic photon
emitted at small angle forces the pions also to
be at small angles (and thus outside the selection
cuts), resulting in a kinematical suppression of
events with M2

ππ < 0.35 GeV2. To access the two
pion threshold, a new analysis is performed re-
quiring events that are selected to have a photon
at large polar angles between 50◦ < θγ < 130◦

(wide cones in Fig. 1), in the same angular re-
gion as the pions to be included. The draw-
back using such acceptance cuts is a reduction
in statistics of about a factor 5, as well as an
increase of events with final state radiation and
from φ radiative decays compared to the small an-
gle photon acceptance criterion. The uncertainty
on the model dependence of the φ radiative de-
cays to the scalars f0(980) and f0(600) together
with φ → ρπ → (πγ)π has a strong impact on the
measurement [13]. As an obvious way out of this
dilemma, the present analysis uses the data taken
by the KLOE experiment in 2006 at a value of√

s = 1 GeV, about 5 Γφ outside the narrow peak
of the φ resonance. This reduces the effect due to
contributions from f0γ and (π decays of the φ-
meson to within ±1%. Contaminations from the
processes φ → π+π−π0 and e+e− → µ+µ−γ are
rejected by cuts in the kinematical variables track
mass2 and Ω3 (see Fig. 2 and Fig. 3). A parti-
cle ID estimator based on calorimeter information
and time-of-flight is used to efficiently suppress

2The track mass is defined using conservation of 4-
momentum under the hypothesis that the final state con-
sists of two charged particles with equal mass Mtrk and
one photon.
3Ω is the three-dimensional angle between the direction of
the selected photon and the missing momentum.

G. Venanzoni / Nuclear Physics B (Proc. Suppl.) 218 (2011) 207–212208

M. Davier  ISR BABAR g-2 g-2 Workshop, FermiLab 4/06/2017 2

KLOE @ DAFNE BESIII @ BEPC II BaBar @ PEP II

• Experiments at colliders with different energy ranges

Ø  ~1 GeV (KLOE), 2-5 GeV (BESIII),  ~10.5 GeV (BaBar)

• Symmetric vs asymmetric beam collisions

• Large drift chamber in KLOE → No need for unfolding!

• Impact of FSR (at lower masses) proportional to beam energy



Inclusive R measurement at BESIII

• Symmetric e+e- collider

• Working in Tau-Charm energy region (2 – 5 GeV)

• Broad physics spectrum
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1010 
events

3x109 
events

2.9/fb
-> 20/fb

0.5/fb 3.2/fb 1.9/fb 1.1/fb

5.6/fb 
at 10 points

4.6 ≤ √s < 5.0 GeV

130 points 
2 ≤ √s ≤ 4.6 GeV
>105 had. events 

√s  (GeV)


