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Why is the Preservation of Large 
Databases an Issue for Particle 

Physics
● Most major High Energy Physics projects involve either 

making precision measurements or detection of tiny 
signals from huge samples of data.

● The experiments (accelerators and detectors) are 
difficult to build and the number of analyses are 
numerous. Furthermore, the analyses usually benefit 
from the full data sample and complex, computing 
intensive data reduction techniques.

● Result: Analysis of the huge amount of data continues 
many years after data collection.
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An Elephant among 
Databases

Press Release: World's Largest 
Database reaches 500,000 
Gigabytes
Date Issued: April 12, 2002

Contact:Neil Calder, Stanford Linear Accelerator Center

Last week at the Stanford Linear Accelerator Center (SLAC), the BABAR 
experiment's database stored its 500,000th Gigabyte - a milestone that makes it the 
largest known database in the world. The BABAR experiment - a collaboration of 
600 physicists from nine nations - observes collisions between subatomic particles 
to understand how the behavior of matter and antimatter shaped our universe. 
BABAR, also known as the "B Factory," mass-produces huge quantities of scientific 
data with industrial efficiency. Up to 500 Gigabytes of data is sent relentlessly to the 
experiment's database daily.

The half million Gigabytes of data in the BABAR database, printed out, would fill 
one billion books. That's nearly 60 times the number of books in the Library of 
Congress, the largest library in the world. "The need to store the avalanche of 
information coming from the experiment and then efficiently search and retrieve 
specific data samples has driven physicists and computer experts to create 
innovative technology," said SLAC Director Jonathan Dorfan. "Governments, 
commercial corporations and institutes will face similar needs in the near future and 
the knowledge and experience we have gained will be passed on."

http://home.slac.stanford.edu/pressreleases/2002/20020412.htm
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http://www.slac.stanford.edu/
http://www-public.slac.stanford.edu/babar/
http://home.slac.stanford.edu/pressreleases/2002/20020412.htm
http://www.slac.stanford.edu/BFROOT/www/Public/Computing/Databases/proceedings/CIDR05.pdf
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More than Elephants Roaming at 
SLAC these days

At SLAC the management and preservation of large 
database is no longer just a BaBar issues.

We (SLAC/NASA/...) have a particle detector in space. 
FERMI is investigating building an archival system.

LSST will produce a gargantuan amount of data and no 
means of doing the archiving has been conceived yet.

SLAC is part of ATLAS which is has now collected … 
Pbytes of data

SLAC is providing machinery for the very high 
luminosity SuperB project next door in Tor Vergata
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Other Reasons for Preservation

●We may want to re-do previous measurements
● Increased precision, reduced systematics
● New and improved theoretical calculations / MC 

models
● Newly developed analysis techniques

●We may want to perform new measurements
● At energies and processes where no other data are 

available (or will become available in the future)
● Particularly relevant to HERA e±p data (and also 

Tevatron)

●Investigate if new phenomena found today
● Go back and check in the old data
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The JADE Example
Most of the HEP world 
didn't even know that the 
JADE data had been 
preserved yet > 20 years 
after data collection a new 
significant result was 
published using resurrected 
JADE data and analysis 
framework.
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CMS' Data Curation Plan
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Ill Prepared Projects Face a tough 
Challenge

● Pressure to reduce resource usage on experiments that 
have completed data taking so as to free up sources for 
new projects

● The computing infrastructure (Operating systems, 
hardware, remote resources, etc...) change while the 
computing expertise is drained

● Access to expert support reduces
● Meanwhile the analyses are finally in the stage of having 

the maximum data and are frequently doing more 
complicated fits than ever before!
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A Problem of Magnitudes
BaBar raw data output rate 530 KB/s 

ATLAS raw data output rate 300 MB/s

LSST calibrated data output rate 60000 MB/s every 40 seconds

LHC and LSST data will be unique and
contain rich new physics that will take 
decades fully exploit

The steps beyond LHC and SuperB are too far in the
future for anyone to know when they might occur; their
data will be analyzed for a very very long time.

- 2Pbytes to preserve

- 15Pbytes per year!!!
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CERN Courier

Jul 19, 2011

SuperB Factory set to be built at 
the University of Rome ‘Tor 
Vergata’
Roberto Petronzio, president of INFN has announced that the SuperB 
Factory, will be built at the University of Rome ‘Tor Vergata’. The facility tops 
the list of 14 flagship projects of the National Research Plan of the Italian 
Ministry for Education, Universities and Research (
CERN Courier January/February 2011 p8). 

The SuperB project involves the construction underground of a new 
asymmetric high-luminosity electron–positron collider. It will occupy 
approximately 30 hectares on the campus of the University of Rome ‘Tor 
Vergata’ and be closely linked to the INFN Frascati National Laboratories, 
located nearby. 

Existing and Future HEP e+e- Datasets

 

BaBar Belle BESIII CLEO

End of Data 
Taking

07/04/08 ~2010 ~2017 01/04/08

Collaboration 
end date

end of 2012 end of 2012 20172022

Type of data to 
be preserved

raw + sim/recon 
(ROOT)

raw + MDST raw+DST 
(ROOT)

OBJY/PDS (too 
dificult) preserve 

analysis data

quantity 2 Pbytes ~4 Pbytes ~6 Pbytes

desired longevity 
of long term 

analysis

unlimited 5 years (until 
super KEKB)

15 years superseded by B
Factories and 

BESIII

Simulation Geant4 Geant 3 Geant4 Geant3

Platform SL3,4,5 SLC4

code C++ Fortran C++ Fortran, C, C++

Super-B

An «e+e− collider that 
produces a nearly two-order-
of-magnitude increase in 
luminosity over the current 
generation of asymmetric B 

Factories »

http://cerncourier.com/cws/article/cern/44840
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An Issue for Many Fields

Other scientific fields are also experiencing a dramatic increase in data and are
questioning the long term future of this data
> Task forces already in place to address this issue in a generic way, defining
standards, e.g. Blue Ribbon, APA, DPC, eSciDIR, …
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Data Preservation: What does it 
mean?

benefits  and co st

← A sign of the 
problem

Looking for an answer → 

This Data:
> Digital information: Data event files, database
> Software: Simulation, reconstruction, analysis, user
> Publications: Journals, arXiv, Spires/INSPIRE, HEPDATA
> Documentation: Publications, notes, manuals, slides
> Meta information: Hyper-news, messages, wikis, forums
> Expertise (people): Often the hardest to secure

> Only with the full flexibility does the full 
potential of the data remain

  Level 4 type programme was required by the JADE and 
ALEPH re-analyses

> BaBar, H1, HERMES aim for DPHEP level 4, 
ZEUS between levels 3 and 4

  Still some different approaches, can benefit from each 
other’s experiences

> Levels 1 and 2 still require some work!
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Why has data preservation become 
so important now

BEFORE:

Experiments didn't run so long, the datasets weren't too 
big and improved experiments covering similar physics 
were always on the horizon

NOW:

Enormous datasets with far ranging physics potential 
beyond the the data collection period now exist

Renewed appreciation of how archived data can 
provide crucial input to new models

Lengthy projects with no quick followup project that 
would completely replace the data
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Data Taking Ends but thePhysics 
Extraction Continues Long After
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Addressing the Concerns

Note: FNAL just made two hires to 
work on data preservation and we just 
received a very positive report on the 

D0 efforts last week,

Currently running and future experiments 
cannot wait to face the issue:
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● First contacts established in September 2008
● Group has since grown to over 100 contact persons
● Endorsed as an ICFA panel summer 2009
● LHC experiments joined in 2011

● The first task of the group was to establish the working directions
● Confront data models, clarify the concepts, set a common language, 

investigate technical aspects, compare with other fields such as astrophysics 
handling large data

Started 
by C. 
Diaconu

DPHEP@Fermilab 2011
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DPHEP Organization

Support for DPHEP from CERN, DESY, Fermilab, IHEP, SLAC, as well as a
variety of HEP committees: ICFA, HEPAP (DOE and NSF), FALC
> Contacts within DPHEP with astrophysics and other general initiatives
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Global Data Preservation Efforts

Common issues with 
many fields on:

●Data integration
● Technologies for data 

curation
● Work on standards

● (Open) access
● Policy issues

●Funding models
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DPHEP Members
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The Data Preservation in High 
Energy Physics ICFA Panel

Series of DPHEP workshops 
held since 2009

   Jan 2009: DESY May 2009: SLAC Dec 2009: CERN Jul 
2010: KEK May 2011: Fermilab

____________________________

 Initial findings published in 
an interim report at the end 
of 2009
●Physics Case for Data 
Preservation
●Preservation models,
●Technologies,
●Governance

____________________________

Blueprint of Data 
Preservation in preparation, 
providing recommendations 

and
cost estimates for past, 
present and future HEP 

experiments

http://www.dphep.org

http://www.dphep.org/
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NSF DataNet

Support for 
data 

preservation 
at the 

national 
funding level

http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=503141&org=OCI&from=home

Year 2011 awards

http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=503141&org=OCI&from=home

http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=503141&org=OCI&from=home


 ICFDT2 - Frascati, Italy - 29 Novembre 2011 24

Required Data Preservation Plans
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US Department Of Energy Survey

● The request
http://science.energy.gov/~/media/hep/hepap/pdf/HEPAP_Charge.pdf

 The criteria for dissemination and 
who makes this determination.
 How access is provided and 

controlled.
 Whether access is limited in any 

way.
 Whether the access comes with 

any additionalfunctionality.
 The version of the written material 

or data provided.
 Whether peer review is a condition 

ofdissemination.
 The institution, DOE user facility, 

or other body by which the policy is 
currently upheld.
 Whether, in addition to 

dissemination, long-term 
stewardship is accounted for by the 
existing policy or practice.

w. F. Brinkman
Director, Office of Science

http://science.energy.gov/~/media/hep/hepap/pdf/HEPAP_Charge.pdf
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DOE Survey Results
http://science.energy.gov/~/media/hep/hepap/pdf/Dissemination_Report.pdf

The code is disseminated in an open access manner via 
the internet on dedicated web  sites stewarded by the 
collaborations themselves. Much of the available code is 
also available via the HepForge repository. The 
dissemination of the digital data collected by HEP 
experiments has so far been restricted to limited releases 
for outreach and education purposes. These releases are 
typically open access via the internet and stewarded by 
the collaborations and their host laboratories. They come 
with some limited additional functionality in the form of 
software that enables some simple visualization or 
manipulation of the data. To date no HEP experiment has To date no HEP experiment has 
provided large-scale open access to its raw form digital provided large-scale open access to its raw form digital 
data, although limited access to processed data has data, although limited access to processed data has 
sometimes been granted upon request. The size and sometimes been granted upon request. The size and 
complexity of these datasets present significant complexity of these datasets present significant 
technological, governance, and support challenges.technological, governance, and support challenges. The 
IUPAP and ICFA sanctioned DPHEP Study Group is an 
international effort working to develop solutions to these 
challenges and to provide common guidelines for use by 
future collaborations. The preservation of HEP data and its 
dissemination requires organized action from the 
experimental collaborations, the participating 
laboratories, and the funding agencies.

http://science.energy.gov/~/media/hep/hepap/pdf/Dissemination_Report.pdf
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Public Use of CMS Data

https://twiki.cern.ch/twiki/bin/view/Main/CMSPublicData

http://www.mattbellis.com/index.php?title=LHC_Data_Hack

https://twiki.cern.ch/twiki/bin/view/Main/CMSPublicData
http://www.mattbellis.com/index.php?title=LHC_Data_Hack
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Outreach Use of BaBar/HERA Data

Release of some 
data for public use 

(education) is 
currently under 

discussion.

http://www.mattbellis.com/windchime/science-hack-day/
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ALEPH Data Preservation Policy
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●BaBar has collected good data from 
Oct 22nd1999 to Apr 7th2008

● 800TB of raw data, 1.2 PB from R22 and 
R24 processings

●BaBar (and Belle) data will not be 
superseded by LHC data

● Belle II and SuperB will do it in 5-10 
years

●The BaBar Long Term Data Access 
project aims to preserve both the 
data and the ability to do analysis 
until at least 2018 and will provide 
support for >50 publications 
foreseen beyond 2012

● Need to account for the dwindling 
resources (both manpower and money

Preserving the essence of an experiment 
that was conceived 16 years ago (LOI 
1994) and collected frontier HEP data 

over almost a decade through the efforts 
of 10 countries and ~600 collaborators

BaBar
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The BaBar Archival 
System

● 9 infrastructure servers
● 3 front end machines, 1 cronserver, 1 

test server, 2 service servers (1 hot, 1 
cold), 2 database servers (mirrored)

●  Ad hoc hardwareconfigurations

● 50 batch servers
● Same as prototype servers

A secure yet functional network design was
essential.
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Bringing LTDA to the Users

LTDA

50 Batch/Storage servers
Each with:

12 x 3.1 GHz cores (simulates 24 with hyperthreading
               – 60% gain for full load)

24 Tbytes of storage on each server
2 Tbytes for scratch and the rest for XROOTD storage

Batch system using Torque/MAUI
SL6 and SL5 virtual machines

Production phase will start
March 2012

but already > 20 users trying out
analysis and production now
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Lessons learned … so far ...

Easy to get trapped in unexpected details (security!)

Beware of unexpected costs (licenses!)

Complete independence from the existing computing 
infrastructure is difficult to achieve and not necessarily 
desirable. 

Storage costs are not negligeable

No twisting of arms needed to get experts to voluntarily 
contribute

We were very fortunate in the support we received from the DOE, SLAC, 
BaBar Management and collaboration experts who although were heavily 
involved in new projects voluntarily jumped in when needed.
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Other BaBar Archival Actions

Migration to new media completely done

Old tapes stored away safely … but old drives would have to be 
purchased to read them

Backing up all legacy data to ccin2p3 (~1 year to transfer)

Tape library for accessing raw data copy at Padova restored

Backup of analysis storage areas

History of analyses being preserved in the joint BaBar/BELLE 
physics of B-factories book (PBF)

Looking into INSPIRES for long term archiving of analysis, 
appropriate support documents and data taking logs
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DESY data preservation
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RECAST
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Must Prepare The Path for managing 
 ever Growing Quantities of Data
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A Multi-Laboratory European Effort

CERN+DESY+CCIN2P3 are forming a proposal to support data 
preservation in HEP

They've requested and received US support for the concept

Archivist needed to implement data preservation need a source 
of funding, the appropriate tools (guidance in particular) and 
backing for the mission.

This looks like a solid step in that direction.
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Where Guidance is Needed

● Personnel
● Data format
● Migration
● Testing
● Enduring platform
● Management
● Analysis approval

● Openness of the data
● Code and 

documentation
● Authorship
● Joint experiment 

combination
● Data reinterpretation

Implementing a feasable plan from the start
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Guidance from DPHEP

> More details and specifics, focussing on:
● An expanded physics case for data preservation
● A description of the existing experiment-level and lab-level strategies for 
data analysis and preservation
● Global transverse data preservation projects, such as outreach, 
validation, documentation
● Future international coordination of activities
> Cost estimates also included
> Should provide a skeleton for local, national and international 
proposals, for past an future experiments
● LEP!
● Other branches of HEP (HI, neutrinos etc.)

> First recommendations of the group published November 
2009 arXiv: 0912.0255
> The report covers the four key areas
● Physics Case for Data Preservation
● Preservation Models
● Technologies
● Governance
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DPHEP Executive Summary
The DPHEP Study Group has identified the following priorities, in order of 

urgency:

> Priority 1: Experiment Level Projects in Data Preservation. Large
laboratories should define and install data preservation projects in order to avoid catastrophic loss of data once major
collaborations come to an end. The recent expertise gained during the last 18 months indicate that an extension of the
computing effort within experiments with a person power of the order of 2-3 FTEs leads to a significant improvement in
the ability to move into a long-term data preservation phase. Such initiatives exist already or are being defined in the
participating laboratories and are followed attentively by the Study Group.

> Priority 2: International Organisation DPHEP. The efforts are best exploited by a
common organisation at the international level. The installation of this body, already prefigured by the ICFA Study Group,
requires a Project Manager (1 FTE) to be employed as soon as possible. The effort is a joint request of the Study Group
and could be assumed by rotation among the participating laboratories.

> Priority 3: Common R&D projects. Common requirements on data preservation are likely to
evolve into inter-experimental R&D projects (three concrete examples are given above, each involving 1-2 dedicated
FTE, across several laboratories). The projects will optimise the development effort and have the potential to improve the
degree of standardisation in HEP computing in the longer term. Concrete requests will be formulated and the activity of
these projects will be steered by the DPHEP organisation.

These priorities could be enacted with a funding model implying contributions from the
three regions (Europe, America, Asia) and strong connections with laboratories hosting
the data samples.
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Many thanks for inviting me back to ICFDT

Very honored to be presenting this topic near the future 
site of the SuperB experiment for which data 
preservation is a very important issue.

Much progress in data preservation has occured since 
the 1st ICFDT

Data preservation in HEP is important because:

Relevant physics cases for future use can be made

It is timely, given the current experimental situation and plans

Enhances the return on the initial investment in the experimental 
facilities

It provides additional research at particularly low cost

It requires a strategy and well-identified resources

International cooperation is the best way to proceed

Unique opportunity to build a coherent structure for the 
future: DPHEP

DPHEP Blueprint on Data Preservation is on the way

Summary
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Thanks

● Thanks to the Department of Energy for their backing 
and funding of data preservation activities at SLAC

● Thanks to the DPHEP group for their collaboration and 
contribution of material for this presentation

● Thanks to the LTDA international Advisory Committee 
for their guidance

● Thanks to CCIN2P3 for their continuing great support of 
BaBar and many other HEP projects 
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Best wishes
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Extra
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The LTDA Developers

–BaBar Computing Coordinator: Tina Cartaro
–BaBar software expert and beta tester: 
Homer Neal and Marcus Ebert
–Network design: Steffen Luitz
–Virtualization expert: Kyle Fransham
–System performance expert: Igor 
Gaponenko
–Documentation: Matt Bellis
–Databases, tools and production: Douglas 
Smith and Tim Adye
–Computing Division experts
•System setup and adminstration: Booker 
Benseand Lance Nakata
•Xrootdexperts: Wilko Kroeger
•Network setup: Antonio Ceseracciu
•BaBar-SLAC liason: Len Moss
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An Elephant among 
Databases

Press Release: World's Largest 
Database reaches 500,000 
Gigabytes
Date Issued: April 12, 2002

Contact:Neil Calder, Stanford Linear Accelerator Center

Last week at the Stanford Linear Accelerator Center (SLAC), the BABAR 
experiment's database stored its 500,000th Gigabyte - a milestone that makes it the 
largest known database in the world. The BABAR experiment - a collaboration of 
600 physicists from nine nations - observes collisions between subatomic particles 
to understand how the behavior of matter and antimatter shaped our universe. 
BABAR, also known as the "B Factory," mass-produces huge quantities of scientific 
data with industrial efficiency. Up to 500 Gigabytes of data is sent relentlessly to the 
experiment's database daily.

The half million Gigabytes of data in the BABAR database, printed out, would fill 
one billion books. That's nearly 60 times the number of books in the Library of 
Congress, the largest library in the world. "The need to store the avalanche of 
information coming from the experiment and then efficiently search and retrieve 
specific data samples has driven physicists and computer experts to create 
innovative technology," said SLAC Director Jonathan Dorfan. "Governments, 
commercial corporations and institutes will face similar needs in the near future and 
the knowledge and experience we have gained will be passed on."

http://home.slac.stanford.edu/pressreleases/2002/20020412.htm
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http://www.slac.stanford.edu/
http://www-public.slac.stanford.edu/babar/
http://home.slac.stanford.edu/pressreleases/2002/20020412.htm
http://www.slac.stanford.edu/BFROOT/www/Public/Computing/Databases/proceedings/CIDR05.pdf
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