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GALACTIC COSMIC RAYS 

are charged particles (nuclei, isotopes, leptons, antiparticles) 
diffusing in the galactic magnetic field 

Observed at Earth with E~ 10 MeV/n – 103 TeV/n 

 1. SOURCES 

PRIMARIES:  directly produced in their sources  
               Supernova remnants (SNR), pulsars, dark matter annihilation, …  
SECONDARIES:  produced by spallation reactions of primaries on  the                    
                  interstellar medium (ISM), made of H and He  

 2. ACCELERATION 

SNR are considered the powerhouses for CRs.  
They can accelerate particles at least up to 102 TeV 

 3. PROPAGATION 

   CRs are diffused in the Galaxy galactic magnetic field (μG) 

 +  loose/gain energy with different mechanisms (leptons) 



 CRs in the Galaxy

Primaries: produced in the sources (SNR and Pulsars) 

H, He, CNO, Fe; e-, e+; possibly e+, p-, d- from Dark Matter annihilation 

Secondaries: produced by spallation of primary CRs (p, He,C, O, Fe) on the interstellar 
medium (ISM): Li, Be, B, sub-Fe, […], (radioactive) isotopes ; e+, p-, d- 

Primaries    = present in sources: 
                 Nuclei: H, He, CNO, Fe; e-, (e+)  in  SNR (& pulsars) 
                 e+, p+, d+ from Dark Matter annihilation 
Secondaries = NOT present in sources, thus produced by  

            spallation of primary CRs (p, He, C, O, Fe) on ISM 
            Nuclei:  LiBeB, sub-Fe, … ;  

                 e+, p+, d+; … from inelastic scatterings 



The measured Cosmic Ray spectrum   

C. Evoli at https://agenda.infn.it/event/21891/  



Precision data from space: nuclei, electrons  



Propagation equation 

Diffusion: D(x,R) a priori 
            usually assumed isotropic in the Galaxy: D(R)=D0Rδ (R=pc/Ze) 

            D0 and δ usually fixed by B/C (kappl+15; Genolini+15 (K15))  

Energy losses: Synchrotron on the galactic B~3.6 μG 
               full relativistic of Compton effect (w/ Klein-Nishijna) 

               on photon fields (stellar, CMB, UV, IR) 

Solution of the eq.: semi-analytic (Maurin+ 2001, Donato+ 2004, …), USINE codes  
                       or fully numerical: GALPROP, DRAGON codes 

Geometry of the Galaxy: cylinder with height L ˜ kpc



Courtesy of M. Korsmeier

Interactions and decays in the Galaxy 



Propagation models vs data 
Weinrich+ A&A 2020

Data on secondary/primary species are well described by propagation 
model with diffusione coefficient power index δ = 0.50 ± 0.03.  

Convection + reacceleration, or pure diffusion both work. 

See also Evoli+ PRD 2020; Schroer+ PRD 2021 



Propagation models vs data 

Several propagation models are tested, including fragmentation  
cross section uncertainties. 

They currently prevent a better understanding of CR propagation

Korsmeier & Cuoco, PRD 2021



Fragmentation cross sections 

Probably the most limiting aspect now 
Dedicated campaigns are needed (LHCb, NA61, Amber/Compass, …)

De La Torre Luque+ JCAP 2021 Weinrich+ A&A 2021

They matter in both directions: as a loss term for progenitors, as a 
source term for daughters 



Light isotopes in cosmic rays 
Important to test origin and propagation of CRs 

Radioactive isotopes can track the diffusive halo size 

Derome PoS ICRC 2021

Radioactive isotopes have  
different propagation history 

Unstable 26Al to stable 28Si parent ratio 

FD, Maurin, Taillet A&A 2001

: insensitive to halo size



Recent results with light nuclei isotopes 
Weinrich et al. A&A 2020L.Derome AMS-02, ICRC 2021 PoS

Several isotopes measured up to 10 GeV/n, with correlation matrices 
Indications to rather high diffusive halo (>=5 kpc) 



Dark Matter  

in the Cosmic Rays?



Dark matter in the Universe 

One possible solution is a massive,  
Stable, particle 
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DM is there, gravitationally  

WIMP = Weakly Interacting Massive Particle 



SIGNALS from RELIC WIMPs 

New particles are searched at colliders 
but we cannot say anything about being 
 the solution to the DM in the Universe!

Direct searches: (deeply underground experiments) :   
                               elastic scattering of a WIMP off detector nuclei 
                       Measure of the recoil energy     
                               Annual modulation and directionality of the measured rate 

Indirect searches: in Cosmic Rays (mostly space based experiments)  
                              signals due to annihilation of accumulated  
                               χχ in the of Sun/Earth (neutrinos) 

               signals due to χχ annihilation in the galactic halo  
                (antimatter, gamma-rays) 
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Annihilation inside celestial bodies (Sun, Earth):  

ν at neutrino telescopes as up-going muons 

             

Annihilation in the galactic halo: 

        γ-rays (diffuse, monochromatic line), multiwavelength 

        antimatter, searched as rare components in cosmic rays (CRs) 

 ν and γ keep directionality 

  

Charged particles diffuse in the galactic halo 

 ASTROPHYSICS OF COSMIC RAYS! 

Indirect Dark Matter detection



Antimatter or γ-rays sources from  
DARK MATTER

Annihilation

Decay

• ρ DM density in the halo of the MW 
• mDM  DM mass 
• <σv> thermally averaged annihilation cross section in SM channel f 
• Γ DM decay time   
• e+, e- energy spectrum generated in a single annihilation or decay event

Annihilations take place in the whole diffusive halo 



The case for antiprotons 



19

4

Cmodel; (iii) In the most realistic case considering both
Cdata and Cmodel, p-values are acceptable for both the �2

and KS test. Thus, not only is a secondary origin for
the locally measured p̄’s statistically consistent with the
data, but, as shown by these considerations, it is also ro-
bust with respect to error mismodelling in either model
or data errors.

TABLE I. Respective p-values for di↵erent sources of errors.
We take dof= 57, i.e. the number of p̄ data. Total errors on

data are defined to be �tot =
q

�2
stat + �2

syst.

Error considered �2/dof p-value (�2) p-value (KS)

�stat 23 0 0

�tot 1.69 8.3 ⇥ 10�4 0

Cdata 0.84 0.79 0.98

�stat and Cmodel 1.32 0.05 0.99

�tot and Cmodel 0.37 1.0 0.04

Cdata and Cmodel 0.77 0.90 0.27

Conclusions — Percent-level details in the model
predictions now matter, as do more subtle aspects of the
data error treatment. In this Letter we have presented a
major upgrade of the p̄ flux prediction and analysis by:
(i) using the latest constraints on transport parameters
from AMS-02 B/C data, (ii) propagating all uncertain-
ties (with their correlations) on the predicted p̄ flux, (iii)
accounting for correlated errors in p̄ data. With these
novelties, we unambiguously show that the AMS-02 data
are consistent with a pure secondary astrophysical origin.
We stress that this conclusion is not based on a fit to the
AMS-02 p̄ data, but on a prediction of the p̄ flux com-
puted from external data. Our results should hold for
any steady-stade propagation model of similar complex-
ity, as they all amount to the same “e↵ective grammage”
crossed to produce boron nuclei (on which the analysis
is calibrated), with roughly the same grammage enter-
ing the secondary p̄’s. More elaborate models would be
less constrained and thus would make the agreement even
better.

On the technical aspects, more computationally expen-
sive methods could allow one to go beyond the quadratic
assumption (i.e. assuming multi-Gaussian error distri-
butions) embedded in the covariance matrix of errors.
For more advanced applications, sampling techniques like
Markov chain Monte Carlo could be used (e.g., [76]).
However, a significant improvement in our perspectives
for DM searches in the p̄ flux can only be achieved by si-
multaneously reducing the systematics in the data and
the errors of the modelling. On the data side, a co-
variance matrix of errors directly provided by the AMS-
02 collaboration would definitively be an important im-
provement to fully benefit from the precision achieved
by AMS-02. On the modelling side, the next step would
be to combine more secondary-to-primary ratios (Li/C,
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FIG. 2. Comparison of p̄ model and data (top panel), along
with residuals and 68% total confidence interval for the model
(grey) together with the transport (blue), the parents (red)
and the cross sections (green) contributions (middle panel).
The residuals of the eigen vectors of the total covariance ma-
trix as well as their distribution are shown in the bottom panel
and in the inset.

Be/C, and B/C) to further decrease the propagation un-
certainties. Of course, better data and modelling on p̄
and n̄ production cross sections is also required, and the
sub-leading error due to primary source parameters could
be reduced by combining AMS-02 data with higher en-
ergy data from CREAM, TRACER and CALET [77].
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been supported by the “Investissements d’avenir, Labex
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acknowledge a partial support from the Agence Na-
tionale pour la Recherche (ANR) Project No. ANR-18-
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Be/C, and B/C) to further decrease the propagation un-
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Di↵usion from Galactic High-Energy Sources to the
Earth (DIGHESE). The work of Y.G. is supported by
the IISN, the FNRS-FRS and a ULB ARC. We also
acknowledge a partial support from the Agence Na-
tionale pour la Recherche (ANR) Project No. ANR-18-

4

Cmodel; (iii) In the most realistic case considering both
Cdata and Cmodel, p-values are acceptable for both the �2

and KS test. Thus, not only is a secondary origin for
the locally measured p̄’s statistically consistent with the
data, but, as shown by these considerations, it is also ro-
bust with respect to error mismodelling in either model
or data errors.

TABLE I. Respective p-values for di↵erent sources of errors.
We take dof= 57, i.e. the number of p̄ data. Total errors on

data are defined to be �tot =
q

�2
stat + �2

syst.

Error considered �2/dof p-value (�2) p-value (KS)

�stat 23 0 0

�tot 1.69 8.3 ⇥ 10�4 0

Cdata 0.84 0.79 0.98

�stat and Cmodel 1.32 0.05 0.99

�tot and Cmodel 0.37 1.0 0.04

Cdata and Cmodel 0.77 0.90 0.27

Conclusions — Percent-level details in the model
predictions now matter, as do more subtle aspects of the
data error treatment. In this Letter we have presented a
major upgrade of the p̄ flux prediction and analysis by:
(i) using the latest constraints on transport parameters
from AMS-02 B/C data, (ii) propagating all uncertain-
ties (with their correlations) on the predicted p̄ flux, (iii)
accounting for correlated errors in p̄ data. With these
novelties, we unambiguously show that the AMS-02 data
are consistent with a pure secondary astrophysical origin.
We stress that this conclusion is not based on a fit to the
AMS-02 p̄ data, but on a prediction of the p̄ flux com-
puted from external data. Our results should hold for
any steady-stade propagation model of similar complex-
ity, as they all amount to the same “e↵ective grammage”
crossed to produce boron nuclei (on which the analysis
is calibrated), with roughly the same grammage enter-
ing the secondary p̄’s. More elaborate models would be
less constrained and thus would make the agreement even
better.

On the technical aspects, more computationally expen-
sive methods could allow one to go beyond the quadratic
assumption (i.e. assuming multi-Gaussian error distri-
butions) embedded in the covariance matrix of errors.
For more advanced applications, sampling techniques like
Markov chain Monte Carlo could be used (e.g., [76]).
However, a significant improvement in our perspectives
for DM searches in the p̄ flux can only be achieved by si-
multaneously reducing the systematics in the data and
the errors of the modelling. On the data side, a co-
variance matrix of errors directly provided by the AMS-
02 collaboration would definitively be an important im-
provement to fully benefit from the precision achieved
by AMS-02. On the modelling side, the next step would
be to combine more secondary-to-primary ratios (Li/C,

R [GV]

10�2

10�1

100

101

�
T

O
A

p̄
[G

V
�

1
m

�
2

s�
1

sr
�

1 ]
�

R
3

AMS-02 (�tot)

Baseline prediction

Total uncertainties

AMS-02 (�tot)

Baseline prediction

Total uncertainties

R [GV]
�40

�20

0

20

40

R
es

id
ua

ls
[%

]

Parents

XS

Transport

Total

Parents

XS

Transport

Total

1 10 100 103

R [GV]

�3

�1

1

3

z̃-
sc

or
e

[�̃
to

t]

z̃-score

FIG. 2. Comparison of p̄ model and data (top panel), along
with residuals and 68% total confidence interval for the model
(grey) together with the transport (blue), the parents (red)
and the cross sections (green) contributions (middle panel).
The residuals of the eigen vectors of the total covariance ma-
trix as well as their distribution are shown in the bottom panel
and in the inset.

Be/C, and B/C) to further decrease the propagation un-
certainties. Of course, better data and modelling on p̄
and n̄ production cross sections is also required, and the
sub-leading error due to primary source parameters could
be reduced by combining AMS-02 data with higher en-
ergy data from CREAM, TRACER and CALET [77].

Acknowledgements — MB is grateful to Michael
Korsmeier and Martin Winkler for very useful discus-
sions. We are grateful to all the members of the
Cosmic Rays Alpine Collaboration. This work has
been supported by the “Investissements d’avenir, Labex
ENIGMASS”, by Univ. de Savoie, appel à projets:
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AMS-02 antiprotons are consistent with a  

secondary astrophysical origin 
M. Boudaud, Y. Genolini, L. Derome, J.Lavalle,  

D.Maurin, P. Salati, P.D. Serpico PRD 2020

• Secondary pbar flux is predicted consistent with AMS-02 data 
• Transport and cross section uncertainties are comparable  
• A dark matter contribution would come as a tiny effect  
• Precise predictions are mandatory 
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Antiproton production by inelastic 
scatterings

Data from space are very precise 

Most recent  
cross section data 



The antiproton source spectrum 

The effect of LHCb data is to select a high energy  
 trend of the pbar source   

A harder trend is preferred.  
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Korsmeier, FD, Di Mauro, PRD 2018

pp —> p- X source term  
LHCb pHe —> p- X data & our fit 



Possible contribution from dark matter

22
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10
�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =

1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why

5

describe well solar modulation at rigidities R <
⇠ 5GV,

and more work is needed to interpret the low rigidity
data in a reliable way.

We have emphasized the importance of the antiproton
production cross-section for a reliable estimate of the an-
tiproton flux. Adopting the more recent cross-section
model from [41], rather than the Galprop default [40],
has little impact on the fit near mDM ⇡ 80GeV, but the
different energy dependence of the cross-section models
leads to a change in the DM limits for light and heavy
DM.

In FIG. 4 we summarize the result of our fit and show
both the evidence for a DM component in the CR an-
tiproton flux, as well as limits on the DM annihilation
cross-section. The systematic uncertainty on the exclu-
sion limit is shown as an uncertainty band obtained from
the envelope of the various fits presented in FIG. 3. In
our baseline scenario (solid line), we can exclude ther-
mal DM with h�vi ⇡ 3 ⇥ 10

�26 cm3s�1 annihilating
into bb̄ for DM masses below about 50GeV and in the
range between approximately 150 and 1500GeV. Even
considering our most conservative propagation scenario,
we achieve strong limits and can exclude thermal DM
below about 50 GeV and in the range between approxi-
mately 150 and 500 GeV. The results for other hadronic
annihilation channels, and for annihilation into ZZ and
W+W� final states are very similar; in the supplemen-
tary material we provide limits for DM annihilation in
into W+W� as a further explicit example.

In comparison with the results derived in [49] from
gamma-ray observations of nearby dwarf galaxies, we im-
prove the annihilation cross-section limits by a factor of
⇠ 4 for all DM masses except those around 80 GeV. We
also see from FIG. 4 that, similarly to the DM interpre-
tation of the Galactic center gamma-ray excess, the pre-
ferred region of a DM signal in the antiproton flux is in
tension with the dwarf galaxy constraints. However, this
tension can be relieved with a more conservative estimate
of the DM content of the dwarf galaxies [50]. Also, a
recent analysis using new discovered dwarfs galaxies [51]
actually provides weaker limits, also shown in FIG. 4, fur-
ther relieving the tension.

SUMMARY AND CONCLUSION

In conclusion, the very accurate recent measurement
of the CR antiproton flux by the AMS-02 experiment
allows to achieve unprecedented sensitivity to possible
DM signals, a factor ⇠ 4 stronger than the limits from
gamma-ray observations of dwarf galaxies.

Further, we find an intriguing indication for a DM
signal in the antiproton flux, compatible with the DM
interpretation of the Galactic center gamma-ray excess.
A deeper examination of such a potential signal would
require a more accurate determination of the antipro-

FIG. 4: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, and limits on the DM
annihilation cross-section into bb̄ final states. The grey
shaded uncertainty band is obtained from the envelope
of the various fits presented in FIG. 3. For comparison

we show limits on the annihilation cross-section
obtained from gamma-ray observations of dwarf
galaxies [49, 51], and the thermal value of the

annihilation cross-section, h�vi ⇡ 3⇥ 10
�26 cm3s�1.

ton production cross-section, to constrain the flux of sec-
ondary antiprotons, as well as an accurate modeling of
solar modulation at low rigidities of less than about 5GV.

Note added: After our submission we became aware of
a similar work by [52]. They perform an analysis using
methodologies analogous to the ones of this letter and
find results consistent with ours.
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Antiproton data are so precise that permit  
to set strong upper bounds on  

the dark matter annihilation cross section,  
or to improve the fit w.r.t. to the secondaries  

alone adding a tine DM contribution  



A matter of correlations
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FIG. 5. Antiproton flux (top) and B/C flux ratio (bottom) of the fit without (left) and with dark matter (right) within setup 1.
The solid red and blue curves (light and dark gray in the print gray-scale version) denote the best-fit spectra at the top of
the atmosphere with and without correlations in the AMS-02 errors, respectively. The dashed curves denote the corresponding
interstellar fluxes. The dotted curves in the upper right plot show the respective best-fit contributions from dark matter. Error
bars denote the statistical and systematic uncertainties (according to the diagonal entries of the total experimental covariance
matrix). The red (blue) data points in the lower panels show the residuals of the fit with (without) correlation. For the red
points, we remark that error bars only depict the diagonal entries of the covariance matrix, namely they do not show the impact
of correlations.

results given in these references. An antiproton excess is
observed at R = 10–20 GV. The latter is compatible
with a dark-matter particle of mass m� ⇠ 80 GeV and
annihilation cross section h�vi ⇠ 10�26 cm3/s into bot-
tom quarks. However, in setup 1, the global significance
is only ⇠ 1�, while it reaches ⇠ 2� in setup 2. In both

setups, the significance is slightly smaller compared to
Refs. [9, 11], which is due to the additional freedom in
the propagation. The extra di↵usion parameter ⌘ allows
for a stronger “bending” of cosmic-ray fluxes towards low
energy and, hence, absorbs a small fraction of the excess.

When we turn to the fits including the correlations

Heisig, Korsmeier, Winkler PRD2020 2020

Derivation of covariance matrix for systematic errors  
(dominated by p(bar)C absorption cross section) 

B/C, p-bar fit   

The significance for DM drops below 1sigma



AMS-02 antiprotons wrt  
Fermi-LAT Galactic center excess - I

24

Di Mauro & Winkler PRD 2021

Candidate possibly explaining the Galactic center excess  
in Fermi-LAT data 

The pbar data are compatible with DM/GCE 
Tension is with magnetic halo size L: here L< 1.7 kpc, 5+3-2 kpc from 

Be/B and L> 2 kpc from e+ at low energy



Effect of galactic propagation 
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Genolini+ 2103.04108 

New AMS-02 sec/prim data allow reduction of propagation uncertainties



Possible antideuteron verification of  
Dark Matter hint in antiprotons

FD, Fornengo, Korsmeier, PRD 2018

DM antiprotons possibly hidden in AMS data are  
potentially testable by AMS and GAPS

Pcoal = 124 (62) MeV Pcoal = 248 (124) MeV 
7

FIG. 2. Antideuteron flux for secondaries in the ISM and the potential DM signal, corresponding to generic bb̄ annihilation
from the excess in CuKrKo. We show the di↵erent propagation models MED and MAX, which are constrained to fit B/C data
in Ref. [41]. CuKrKo corresponds to the propagation parameters obtained from the best fit of bb̄ DM in [14]. All fluxes are
derived in the analytic coalescence model with pC = 160 GeV (left panel) and pC = 248 GeV (right panel). Solar modulation is
treated in the force-field approximation with a potential of � = 400 MV. Additionally, the current limit by the BESS experiment
(95% CL) [55], the AMS-02 sensitivity of [21], and the expected sensitivity for GAPS (99% CL) [20] are displayed.

ping events) and 2 (in-flight annihilation). Whenever the
ratio shown in Fig. 3 is above 1 implies that GAPS will
detect the corresponding antideuteron flux with a 99%
CL confidence. This implies that the number of detected
events is 1 if the detection occurs in the stopping channel,
or 2 if the detection happens in the category of in-flight
annihilation. In Fig. 3, the blue contour corresponds to
our baseline scenario, namely the analytic coalescence
model with pC = 160 GeV, solar modulation in the force-
field approximation with a potential of � = 400 MV, and
propagation parameters taken from CuKrKo. We see
that the whole CuKrKo parameter space would produce
a detectable signal in GAPS. The di↵erent panels then
show the changes arising from di↵erent assumptions, al-
ways compared with the baseline scenario (blue contour).
Panel (a) investigates the impact of a Monte Carlo based
coalescence, for which we have used the results of [29].
This Monte Carlo approach is also tuned to ALEPH data.
Note that coalescence momenta are di↵erent in the an-
alytical and Monte Carlo approach when tuned to the
same data. The signal strength drops by a factor of
4 such that the signal would be at the very edge of de-
tectability. The larger coalescence momentum obtained
from ALICE enhances the fluxes considerably and conse-
quently the contour gets boosted: this is shown in panel
(b) (again for the analytic coalescence model) where the
corresponding contour for pC = 248 MeV is pushed to a
few tens of events in GAPS. This would imply several de-
tected antideuterons. Notice that also the Monte-Carlo-
based coalescence, if normalised to ALICE, would likely
imply that all of the DM parameter space is under reach
of GAPS (the tuning of the Monte-Carlo-based models
on ALICE requires a dedicated analysis, in order to de-

rive its specific value for pC , and it is not available at the
moment). Finally, the impact of solar modulation and of
di↵erent CR transport models are shown in panel (c) and
(d), respectively, for the analytic coalescence model. In
all cases, the DM parameter space compatible with the
antiproton hint is testable by GAPS. Notice, that the lo-
cal DM density does not provide an extra uncertainty for
the results of our analysis, since the annihilation rate is
totally degenerate with the DM density: the DM fit in
CuKrKo determines h�vi ⇥ ⇢2�, which is the same quan-
tity that enters in the determination of the antideuteron
flux in Eq. (9) and (10).
Up to this point we considered only the case of DM an-

nihilation into a bb̄ pair. However, also other final states
provide a good fit to the antiproton excess [56]. In Fig. 4
we show the result for pure annihilations into two gluons
(gg), Z-bosons (ZZ⇤), Higgs-bosons (hh), or top-quarks
(tt̄). For the Z-boson we take into account that one of
the two bosons might be produced o↵-shell3, which is de-
noted with a star superscript. For all the channels, the
DM parameter space can be tested by GAPS through
antideuterons.
Another potential indication for DM is the observed

excess in gamma-rays from the Galactic center (GCE).
Its energy spectra and morphology are compatible with
a DM signal as observed and confirmed by several groups
[62–65] (and references therein). However, also an astro-
physical explanation by unresolved point sources [65–68],

3 This requires an extension of the tables in [36] already used
in [56].
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Antideuterons persepctihves 
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Figure 7: Antiproton flux data from AMS-02 [8], BESS-Polar I/II [4, 107], and PAMELA [6], as well as
projections for the GAPS [91] antiproton flux measurements after 40 days, in comparison with the GAL-
PROP plain diffusion prediction [108]. Also shown are the predicted antideuteron flux corresponding to DM
parameters indicated by AMS-02 antiproton signal, interpreted as annihilation into purely bb̄ [38, 100]), as
well as the predicted secondary and tertiary astrophysical antideuteron flux. The anticipated sensitivity of
GAPS [57] for a 3 s discovery and the BESS 97–00 95% C.L. exclusion limits are indicated [54]. Solar
modulation is treated in the force-field approximation with a potential of 500 MV. All antideuteron fluxes
are derived in the analytic coalescence model with a coalescence momentum of 160 GeV [101] for the lower
edge of the band and with a higher coalescence momentum of 248 GeV [102] for the upper edge of the band.

sections are instead calculated by rescaling the p–p cross sections.
At lower energies, new p–p data (

p
s = 7.7,8.8,12.3,17.3 GeV) became available from NA61/SHINE

in 2017 [118]. In addition, the first antiproton production cross section in p–He collision from
LHCb at

p
s = 110 GeV was published[119]. Still, cross section uncertainties in the energy range

of AMS-02 are at the level of 10–20%, with higher uncertainties for lower energies. For energies
lower than the AMS-02 range, relevant for the GAPS experiment, a significant uncertainty on the
source term from cross section normalization and shape exist. A recent study highlighted that, in
particular, future measurements at low center-of-mass energies (< 7 GeV) could improve these an-
tiproton flux uncertainties [120]. Furthermore, it was found that when trying to fit the cosmic-ray
antiproton spectrum and allowing the cross section and the cosmic-ray propagation parameters to
vary the significance of the DM interpretation of the excess in the flux at 10–20 GeV was only
slightly affected by the uncertainty of the antiproton production cross section [29]. Nevertheless,
improving on antiproton cross section measurements still remains very relevant for a precision
understanding and the antinuclei formation discussed in the next section.
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AMS-02 antiproton data  

Antideuteron predictions  
for DM model indicated by  

pbar AMS-02 data  

Bands are for coalescence  
uncertainty 

GAPS experiment is under construction 



Perspectives with antihelium 
9

FIG. 5. Standard astrophysical (secondary and tertiary) flux of antihelium in comparison to a potential DM signal cor-
responding to CuKrKo model. The bands show the uncertainty on the coalescence process, pC spanning from 160 MeV to
248 MeV. The BESS limit (95% CL) [51] and AMS-02 sensitivity (95% CL) [52] scaled from 18 to 5 years and 13 years on
the antihelium-to-helium flux ratio are transformed to an antihelium flux sensitivity by using the measured AMS-02 helium
flux. All lines correspond to a force-field solar modulation potential of � = 600 MV, the analytic coalescence model, and the
propagation parameters from CuKrKo (left panel) or MED (right panel).

flux. However, even in the most optimistic scenarios the
DM flux is still one order of magnitude below the AMS-
02 sensitivity, while the secondary antihelium flux is only
a factor two below the 13-year sensitivity of AMS-02.

We stress that there is still a huge uncertainty in mod-
eling antimatter coalescence, on the one hand, between
applying an analytic and a Monte Carlo based model and,
on the other hand, in the choice of the coalescence mo-
mentum. The very recent measurements of the B2 and
B3 parameters by ALICE hint towards a larger coales-
cence probability than considered previously, increasing
all the fluxes and therefore also potential signals closer
to or into the experimentally detectable range.

Finally, we notice that the hint of the DM signal was
found at energies where the antiproton AMS-02 data are
provided with an extremely high accuracy, while the in-
terpretation is a↵ected by sizeable theoretical uncertain-

ties. It is also possible that the potential DM hint simply
overfits small fluctuations of the data. Therefore, a more
conservative approach is to consider the potential sig-
nal as an upper limit on DM annihilation. Henceforth,
the antideuteron and antihelium results obtained in this
analysis would indicate an estimate of the highest possi-
ble fluxes without violating antiproton data.
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The Dark Matter signal is ways higher than secondaries  
Below ~ 2 GeV/n: discovery window  

Challenging for present day experiments 
28



V. Poulin et al. PRD 2019 

Possible origin of anti-helium:  
anti-clouds, anti-stars

Anti-clouds: require anisotropic BBN 
for the right 3He/4He 

AMS-02 measures are local, Planck’s 
ones averaged over the Universe  

Exotic mechanism for segregation of 
anti-clouds is needed 

Traces in p-bar and D-bar 

One anti-star could make the job. 
How did they survive?



Sources of e± in the Milky Way 

Inelastic hadronic collisions (asymm.)  

Pulsar wind nebulae (PWN) (symm.) 

Supernova remnants (SNR) (only e-) 

Particle Dark Matter annihilation (e+,e-)?



The journey started with the attempt   
- shared by many - to interpret the e+ dataCosmic-ray electron and positron data: present status

Unprecented energy coverage, high statistical accuracy

e
� + e

+
e
+

e
+/(e� + e

+)
e
�

Spectral characteristics are the result of di↵erent mechanisms and source classes.

Silvia Manconi (TTK Aachen) Introduction | Insights on the local emission of cosmic-ray e
± 4

Unprecedented statistics and energy coverage



Detected e+ and e- are local   GeV. The flux from sources located inside Rcut = 0.7 kpc is instead smaller than the flux from
a smooth population all over the Galaxy, with the high energy tail asymptotically converging
to the no cut case. The electrons coming from the far population show a trend similar to
the whole smooth population, but decreased by a rough factor of two. Comparing the far
and near fluxes, we find, as expected, that the most energetic electrons come from the closest
sources, as firstly noted in [49]. The flux of electrons coming from R > 3 kpc is one order of
magnitude smaller than for the sources at R >0.7 kpc in the MED case, a factor of two in
the MAX case. For higher diffusive haloes, electrons from far sources have greater chances to
reach our detectors. Our results have been obtained for a G15 source distribution. We have
checked that the L04 radial profile gives fluxes systematically higher by a rough 10%, since
it predicts more sources near the Earth position, as shown in Fig. 1.

Figure 4. This figure shows the sample of single SNRs and PSRs in terms of their Galactic longitude
l [deg] and distance to the Earth [kpc] (located at the center of the circle). The color scale of the dots
quantifies the electron flux integrated from 50 GeV to 5 TeV, in units of (cm2 s sr)�1.

In Fig. 4 we plot our sample of near SNRs together with the most powerful PWNe
identified in [17], projected on the Galactic plane. The SNR and PSR characteristics are
taken from the Green [46] and the ATNF [45] catalogs, respectively. The source position is
identified by the Galactic longitude (l, deg) and distance (d, kpc) to the Earth. The color
scale reflects the intensity of the integrated electron flux at the Earth from E = 50 GeV up to
E = 5 TeV, which is an important observable when computing the anisotropy from a single
source. Fluxes are computed by means of Eq. 2.14, using available catalog parameters and
the MAX propagation model. The spectral index for PWNe is fixed to �PWN = 1.7, while
the conversion to electron efficiency is ⌘ = 0.07. Vela (red dot) and Cygnus Loop (orange
dot) are the SNRs with the highest integrated flux. The most powerful PWNe Monogem,
Geminga and J2043+2740, give an integrated electron flux above 108 (cm2 s sr)�1. We report

– 8 –

e-, e+ have strong radiative cooling 
 and arrive at Earth if produced  

within few kpc around it 

Most powerful sources within 3 kpc 
from the Sun.  

SNRs (e-) and PWN (e+e-)

(cm2 s sr)-1

32

Manconi, Di Mauro, FD JCAP 2017

Typical propagation scale for cosmic electrons and positrons

For e± the energy loss timescale is smaller than the di↵usion one.

�2(E , ES ) = 4

Z
E
S

E

dE
0 D(E 0)

bloss(E 0)

• E
e± & 10 GeV: typical propagation scale � < 5 kpc

• 80% of flux at 1 TeV is produced at less than 1kpc

• GeV-TeV e
± probe the few kpc near the Earth: modeling of local sources

Silvia Manconi (TTK Aachen) Introduction | Insights on the local emission of cosmic-ray e
± 9

Typical propagation length in the Galaxy



The secondary, hadronic e± source term

i, j: nuclei. Specifically pp, pHe, Hep, HeHe 

nISM: density of the interstellar medium  

Φi(Ti): flux of incoming CR nucleus (~ Ti-2.7) 

dσij/dTe(Ti,Te); e± production cross section in a ij collision, 
for a given CR (beam) energy   

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 



e+ production channels 

p + H

π+ + X

K+ + X

π0 + X

K0
l + X

μ+ + νμ
e+ + νe + ν̄μ

μ+ + νμ e+ + νe + ν̄μπ+ + π0
μ+ + νμπ+ + π+ + π− e+ + νe + ν̄μμ+ + νμ e+ + νe + ν̄μ

e+ + e− + γ

K0
s + X

π+ + π−
μ+ + νμ

e+ + νe + ν̄μ

Λ̄ + X

π+ + π− + π0
μ+ + νμ e+ + νe + ν̄μ

π+ + e− + ν̄e μ+ + νμ e+ + νe + ν̄μπ+ + μ− + ν̄μ μ+ + νμ e+ + νe + ν̄μ

μ+ + νμ + π−
e+ + νe + ν̄μ

e+ + νe + π−

π+ + p̄
μ+ + νμ

e+ + νe + ν̄μ

e+ + νe + π0

K− + X
π+ + π− + π−

μ+ + νμ e+ + νe + ν̄μ

We include all these  
contributions.  

Similarly for collisions 
with nuclei. 

We repeat ALL the  
analysis for e-  
under charge conjugation  
 

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 



L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 

Result on the e+ and e- source terms 

Secondary e± are now extremely well defined 
Different room (from state of the art) is now left to  
e± from pulsars (or dark matter …) 



The role of e± secondaries 

e+ secondaries contribute significantly to shape  
the spectrum at Earth. 

The flux in the GeV region is likely dominated by secondaries 
A PRIMARY component is surely there at high energies 

M. Di Mauro, FD, S. Manconi PRD 2021



Pulsars (PWN) as CR e+e- sourcesPulsar Wind Nebulae as cosmic-ray e± sources

Engine of Pulsar Wind Nebula (PWN): pulsar, fast rotating magnetized neutron star from
collapse of > 8 M� star

• High magnetic fields ⇠ 109 � 1012 G: wind of
particles extracted from the surface, e± pairs
produced in EM cascades

• Pulsar Spin-down energy (W0) transfered to e
±

pairs accelerated up to very high-energies,
Q(E) / E

��

• After few kyrs: e
± pairs possibly released in

interstellar medium

• Relativistic e
± pairs in PWNe shines from radio to

� rays

Normalization Q0,PWN connected to the spin-down energy W0 with ⌘ (conversion e�ciency):

E
e± =

Z
dE dt E Q(E , t) = ⌘W0

Important parameters for e±:
Spectral index of e± distribution (�), conversion e�ciency of W0 in e

± pairs (⌘)

Silvia Manconi (TTK Aachen) Pulsar �-ray halos and the origin of the e
+ excess | Insights on the local emission of cosmic-ray e

± 15

High magnetic fields (109-1012 G) extract wind of e-  
from the pulsar surface, e± pairs produced in EM cascades 

Pulsar spin-down energy (W0) is transferred to e± pairs,  
accelerated to very high energy with Q ~ E-γ.  

After several kyrs e± can be released in the ISM  

These e± pairs radiate by Inverse Compton scattering  
and synchrotoron,  

and shine at many frequencies 

The total energy Etot emitted in e± by a PWN is a fraction η (efficiency 
conversion) of the spin-down energy W0. Relevant parameters: γ and η   



Electrons from supernova remnants  Supernova Remnants as sources of e�

Considered as main sources of cosmic-rays (p, e�) in our Galaxy

• Evidence: � from ⇡0,”pion bump” [FermiLAT+2010]

• Synchrotron emission from e
�: radio/ X-ray [GreenCatalog2019]

• Injection spectrum:

Q(E) = Q0,SNR

✓
E

E0

◆��SNR

exp

✓
�

E

Ec

◆

Very few observed SNRs can contribute

significantly to observed flux:

Vela YZ, Cygnus Loop at d< 0.5 kpc

Silvia Manconi (TTK Aachen) Local SNRs: radio constraints | Insights on the local emission of cosmic-ray e
± 12

SNR are considered the main sources of 
galactic CRs - nuclei from p to Fe, and e-  

Hadronic acceleration: evidence of π0 bump 
(Fermi-LAT+ 2010)   

Leptonic acceleration: evidence of 
synchrotron emission in radio and X-rays 

Injection spectrum: 

Figure 1. Electron flux at Earth from near SNRs in the Green catalog at d < 1 kpc from the Earth.
Left: A common spectral index of � = 2.0 and a total energy released in e� of Etot = 7 · 1047 erg
has been assumed for each source. Right: The spectral index and the Q0 for each source are fixed
according to the catalog data and Eq.2.16 for a single frequency. All the curves are computed for
Ec = 10 TeV and K15 propagation model.

by Cygnus Loop. Electrons from the other sources have fluxes smaller than up one order
of magnitude. Indeed, the Green catalog [33] also provides the spectral index and the radio
properties for each source that, when implemented in Eq. 2.1, lead to the fluxes in Fig. 1,
right panel. This more realistic approach demonstrates that the only two powerful sources
are indeed Vela YZ and Cygnus Loop, while the other SNRs contribute with an e� flux at
Earth which is at the percent level of the Vela YZ one. We identify Vela YZ and Cygnus Loop
as the candidates expected to contribute most significantly to the high-energy tail of e++ e�

flux, given their distance, age and radio flux [9, 14, 15]. As shown in the following, Vela Jr
can emerge as a significant contributor to the e++e� flux in the TeV range when the leptonic
model inferred in [34] is considered, given the high value for the cutoff of Ec = 25 TeV and
the low magnetic field (12µG).

3 Results on the SNR properties from radio data

With respect to previous analysis where usually a single frequency was considered (see, e.g.,
[14, 37]), we use here the radio spectrum in the widest available range of frequencies: from
85.7 MHz to 2700 MHz for Vela YZ [35] and from 22 MHz to 4940 MHz for Cygnus Loop
[36]. We fix the Vela YZ (Cygnus Loop) distance and age to be: d = 0.293 kpc (0.54 kpc) and
T =11.3 kyr (20 kyr) [36, 38–40], respectively. The magnetic field of galactic SNRs is often
inferred from multi-wavelength analysis, and the values typically range between few µG to
even 103µG [41]. The magnetic field of Vela YZ is here fixed to B = 36 µG, corresponding to
a mean of the values inferred from X-ray data for the Y and Z regions [42], while for Cygnus
Loop we consider the best fit value of B = 60 µG of the hadronic model for the gamma-ray
analysis in [43]. In Fig. 2 we display the results for the fit to the available radio data of both
Vela YZ and Cygnus Loop.

We then invert Eq. 2.16 to fit B⌫
r (⌫) as a function of � and Q0,SNR for all the available

frequencies ⌫. We tune the injection spectrum of local SNRs in order to reproduce the radio
data, since at this wavelength the e� are the main emitters. It is worth noting that in the
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e- flux from near SNR (Vela XY and Cygnus  
Loop at d<0.5 kpc) 

Few SNR can contribute to TeV flux 
Additional e- from a smooth SNR distribution

Ellison+ ApJ 2007; Blasi 2013; Di Mauro+ JCAP 2014 

Manconi, Di Mauro, FD JCAP2017; JCAP 2019



Fit of Galactic pulsar populations  
to AMS-02 e+ data 

(a) (b)

Figure 2: Comparison between the AMS-02 e+ flux data [3] (black points) and the flux
from secondary production (grey dashed line) and PWNe (blue dashed line) for two ModA
realizations of the Galaxy with �2

red < 1. The contributions from each source, reported with
different colors depending on their distance from the Earth, are shown.

(a) (b)

Figure 3: Effect of distance and age of pulsars in a specific mock galaxy within setup ModA.
Panel a (b) reports the contribution to the e+ flux for different distance (age) subsets. The
dashed gray line reports the secondary flux, while the solid line corresponds to the total flux.
AMS-02 data are from ref. [3] (black points).

from dE/dt / �E2. Pulsars older than 106 kyr do not contribute significantly to the e+ flux
above 10 GeV, while the highest contribution around TeV energies come from sources younger
than 500 kyr.

In order to inspect the effects of different simulated Galactic populations, we plot in
Figure 4 the total e+ flux for all the pulsar realizations within ModA, and having �2

red<1.5
on AMS-02 data. For energies lower than 200 GeV, differences among the realizations are
indistinguishable. The data in this energy range are very constraining. Instead, above around
300 GeV the peculiarities of each galaxy show up, thanks to the larger relative errors in
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The contribution of pulsars to e+ is dominant above 100 GeV  
and may have different features.  
 E>1 TeV: unconstrained by data. 

Secondaries forbid evidence of sharp cut-off. 

No need for Dark Matter, indeed 

Orusa, Di Mauro, FD, Manconi JCAP 2021



Detections of γ-ray haloes around pulsars
Extended haloes have been detected by HAWC around Geminga and 

Monogem, and by Lhaaso around PRS J0622+3749 

HAWC Collaboration, Sience 2017



Detections of γ-ray haloes around pulsars
Lhaaso Coll. PRL 2021 

Extremely high energy γ -rays are observed around the pulsar as an 
extended halo. A spectrum is measured.  

This new class of observations needs revisiting our understanding of 
acceleration of leptons to very high energies and emission of photons



Inverse Compton scattering power  
M. Di Mauro, S. Manconi, M. Negro, FD, PRD 2021

The γ-rays are 5-60 times less energetic than parent leptons 
HAWC γ-rays probe electrons with 100-1000 TeV 



Discovers of γ-ray halos in Fermi-LAT data  

M. Di Mauro, S. Manconi, FD, PRD 2019                    M. Di Mauro, S. Manconi, M. Negro, FD, PRD 2021 18

FIG. 14: The �-ray flux for ICS from Geminga (left panel) and Monogem (right panel). The Fermi-LAT data are shown
as black dots. We report the HAWC data (obtained using a di↵use template) as an orange band. The curves are the flux
predictions obtained for di↵erent values of �e.

150� significance. The signature of this source in Fermi-
LAT data would be given by very large residuals up to
20� from the center of source. This is clearly shown from
Fig. 16 (right panel), where we plot the square root of TS
(that is approximately equal to the significance) in the
ROI around the source. This plot maps the residuals in
the ROI without the Geminga ICS halo in the source
model. The result of this exercise demonstrates once
more that if the Geminga PWN produces most of the
contribution to the e+ excess, the LAT would have de-
tected an overwhelming number of events in a 10� square
around it. Therefore, the results presented in [26, 27] for
the contribution of Geminga PWN to the positron excess
are strongly disfavored by Fermi-LAT data.

Finally, we note that if the observed �-ray emission
originates from the ICS of e± with the ambient radiation,
a di↵use emission originating from synchrotron emission
should be present with a similar spatial extension. The
synchrotron emission peaks near a critical frequency ⌫c
which is connected to the energy of the e± through the
typical relation in Eq. 8. Thus, depending on the electron
energy, an emission from radio up to the X-ray band is
expected. In particular, in a magnetic field of the order
of few µG, the same e± which produce the observed ICS
emission at 10 TeV (10 GeV) should radiate at energies
peaked at roughly 1.2 keV (1.2 eV). Since the extension
of Geminga is at least a few degrees, the detection of
the synchrotron halo would be particularly prohibitive
at those energies. However, if the presence of ICS halos
around pulsars would be confirmed by the observation of
other systems, a synchrotron counterpart of ICS halos in
other wavelengths could be detectable for more distant
and luminous sources, for which the angular size would
be smaller.

V. CONCLUSIONS

The HAWC detection of a multi TeV �-ray halo around
two close PWNe has a natural interpretation in terms of
ICS by more energetic e±. In HAWC2017 it is shown
that the contribution of Geminga and Monogem PWNe
to the e+ excess, measured firstly by Pamela and then
confirmed with higher significance by AMS-02 at ener-
gies from tens of GeV up few hundreds of GeV, is below
the % level. We build a model for predicting the e+ flux
at Earth from PWNe, which is based on a continuous
injection from the source and on two di↵usive regimes -
one in the PWN halo region, the other in the ISM. The
calibration of our model to the HAWC data leads to pre-
dictions for the e+ flux which are variable by an order of
magnitude at AMS-02 energies, contributing from a few
% up to 30 % of the e+ excess.
In order to obtain a more robust prediction for the e+

flux at the excess energies, we have analyzed almost 10
years of Fermi-LAT data above 8 GeV. We have demon-
strated that at these energies the proper motion of the
Geminga pulsar is particularly relevant for the ICS �-ray
flux so we have included this e↵ect in our analysis. We
report here the detection at 7.8�11.8� significance of an
extended emission around the Geminga PWN, depend-
ing on the IEM considered in the analysis. Moreover,
we detect the proper motion of Geminga pulsar through
the ICS halo with TS 2 [20, 51]. This signal is straight-
forwardly interpreted with � rays produced via ICS o↵
the photon fields located within a distance of about 100
pc from the pulsar, where the di↵usion coe�cient is es-
timated to be in the range of 1.6� 3.5 · 1026 cm2/s at 1
GeV depending on the IEM and with a weighted average
of 2.3 · 1026 cm2/s.

With an e�ciency of about 0.01 for the conversion of
the PWN released energy into e± escaping the nebula,

Geminga 

Interpreted as γ-rays from Inverse Compton scattering 
         e± are produced in and around pulsars

eHWC J1825-134

eHWC J1907+63Geminga



Final remarks 
Precise data from space have triggered an impressive amount of 
research in several different fields regarding the production and the 
propagation of Galactic cosmic rays  

Data cannot be interpreted without the nuclear component  

Possible contributions from dark matter annihilation can be hidden 
in the data - spectral discrimination if often difficult - propagation 
spreads different source spectra 

Strong expectations for anti-deuterons  

The γ-ray observation of haloes around pulsars is the new frontier 
for the understanding of leptonic sources in the Galaxy  


