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● Identify jets originating from heavy flavour (b, c) quarks
and separate from other sources (e.g. light quarks) 

 
○ Mainly b-tagging
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What is Flavour Tagging and how does it work?

Becomes more complicated in high pT

https://www.hep.physik.uni-siegen.de/research/atlas/atlas-flavor-tagging


● Identify jets originating from heavy flavour (b, c) quarks
and separate from other sources (e.g. light quarks) 

 
○ Mainly b-tagging

 

● Using the topology of heavy-flavour jets

● Lifetime of the b-hadrons (1.5ps) gives unique 
properties to the jets

○ Hard fragmentation
○ Displaced secondary and

tertiary vertices
○ Large impact parameters (d0)
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What is Flavour Tagging and how does it work?

Becomes more complicated in high pT

https://www.hep.physik.uni-siegen.de/research/atlas/atlas-flavor-tagging
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CDS: CMS-PHO-EVENTS-2022-033
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CMS - DeepCSV Tagger

● Using a Deep Neural Network (DNN)
 

 
● Using charged constituents, secondary vertices and 

global variables of the jet

https://conference.ippp.dur.ac.uk/event/660/contributions/4057/attachments/3398/3712/Durham_workshop_2018Apr.pdf
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CMS - DeepCSV Tagger
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● Outputs probabilities for jet originating from a certain 
source
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CMS - DeepJet Tagger

● Using a Deep Neural Network (DNN)
 
 

● Using charged and neutral constituents, secondary 
vertices and global variables of the jet

https://arxiv.org/abs/2008.10519
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● Inputs:
○ Jet pT and Jet η (global)
○ Charged constituent variables

(e.g impact parameters)
 

○ Neutral constituent variables
(e.g. pT

frac, ΔR to jet axis)
 

○ Using up to 25 charged and 25 neutral 
constituents and 4 secondary vertices
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Inputs, Outputs & Preprocessing



● Inputs:
○ Jet pT and Jet η (global)
○ Charged constituent variables

(e.g impact parameters)
 

○ Neutral constituent variables
(e.g. pT

frac, ΔR to jet axis)
 

○ Using up to 25 charged and 25 neutral 
constituents and 4 secondary vertices

 
 
 

● Outputs probabilities for jet initiating source:
 

○ pb: Hadronically decaying b
 

○ pbb: Double b
○ plepb: Leptonically decaying b
○ pc: c-quark
○ pl: Light-flavour quark (u-, d-, s-quark)
○ pg: Gluon
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Inputs, Outputs & Preprocessing
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Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Jets from tt̅ events

(both hadronically decaying)
■ Jets from QCD events



● Inputs:
○ Jet pT and Jet η (global)
○ Charged constituent variables

(e.g impact parameters)
 

○ Neutral constituent variables
(e.g. pT

frac, ΔR to jet axis)
 

○ Using up to 25 charged and 25 neutral 
constituents and 4 secondary vertices

 
 
 

● Outputs probabilities for jet initiating source:
 

○ pb: Hadronically decaying b
 

○ pbb: Double b
○ plepb: Leptonically decaying b
○ pc: c-quark
○ pl: Light-flavour quark (u-, d-, s-quark)
○ pg: Gluon

17

Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Jets from tt̅ events

(both hadronically decaying)
■ Jets from QCD events

○ Downsample each flavour in jet pT and η to 
match b-jet distributions

○ Ensure kinematic independence
 

○ Apply scaling and shifting
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Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Jets from tt̅ events

(both hadronically decaying)
■ Jets from QCD events

○ Downsample each flavour in jet pT and η to 
match b-jet distributions

○ Ensure kinematic independence
 

○ Apply scaling and shifting

● Resulting in 130M jets which are splitted into training, 
validation and testing
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DeepJet - Results

● Large performance gains for DeepJet over 
current default DeepCSV for light- and 
gluon jet rejection

https://arxiv.org/abs/2008.10519
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DeepJet - Results

● Large performance gains for DeepJet over 
current default DeepCSV for light- and 
gluon jet rejection

 

 
● Also: Large performance gains for c-jet 

rejection!
 

● Performance gains in higher pT regions 
also significant  

https://arxiv.org/abs/2008.10519
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DeepJet - Calibration

● As known, no Monte-Carlo (MC) 
generator is perfect!

 
 

● Need to calibrate the trained taggers also 
to data!
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DeepJet - Calibration

● As known, no Monte-Carlo (MC) 
generator is perfect!

 
 

● Need to calibrate the trained taggers also 
to data!

 
 

● Check performance on data and apply 
scale factors (SFs) to MC to correct for 
disagreement

● Using different methods to distinguish 
scale factors

https://arxiv.org/abs/1712.07158
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DeepJet - Calibration

● Different calibration 
methods used to 
distinguish b-tagging 
efficiency

 

● Methods use different 
selections and 
techniques



25

DeepJet - Calibration

● Different calibration 
methods used to 
distinguish b-tagging 
efficiency

 

● Methods use different 
selections and 
techniques

 

● SFs close to/slightly 
under one

 
 

● SFs of DeepJet are 
closer to 1 with smaller 
uncertainties!
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ATLAS High-Level b-Tagging Algorithms

● Default tagger in Run 2 was DL1r (ATL-PHYS-PUB-2017-013)
 

● Uses jet-level variables and many different low-level 
algorithms (i.e. IPxD, SV1, JetFitter)

● For track information, DL1r uses the
Recurrent Neural Network Impact Parameter (RNNIP) tagger Run 2

https://cds.cern.ch/record/2273281
https://app.diagrams.net/?page-id=ABhtSPmFg4T54FL8Bdae&scale=auto#G17ojJJRKWH-CZznH9Y_6o7y8Jqz8Wuz5M
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ATLAS High-Level b-Tagging Algorithms

● Default tagger in Run 2 was DL1r (ATL-PHYS-PUB-2017-013)
 

● Uses jet-level variables and many different low-level 
algorithms (i.e. IPxD, SV1, JetFitter)

● For track information, DL1r uses the
Recurrent Neural Network Impact Parameter (RNNIP) tagger

 
● Many improvements were implemented for Run 3

● RNNIP was replaced with the 
Deep-Impact-Parameter-Sets (DIPS) tagger

● DIPS: Deep neural network based on the Deep Sets 
architecture

● DL1r (r = RNNIP) ➔ DL1d (d = DIPS)
 

● Biggest change in DL1d w.r.t DL1r → DIPS

DL1d is the pre-recommended high level tagger for Run 3

Run 2

Run 3

https://cds.cern.ch/record/2273281
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Where are We?

● Tagger development for DL1d is done!
 

● Expecting similar calibration results as for DL1r
 

 
● Full Run 2 b-efficiency calibration for DL1r

 
 

● Very good agreement with unity, although we see some 
differences which we take into account

 
 

● Calibration for DL1d ongoing!

http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2021-001/


● Previous taggers used 
two-stage approach

 

● Manually optimised 
algorithms → Low level

 

● Final neural network which 
uses low level algorithms 
as input → High level
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A New Hope .. Approach for ATLAS - GN1/GN2

https://app.diagrams.net/?page-id=2vpJtWsBYXEaPrlCbr3S&scale=auto#G1tATxIdIIi0DK09tdY2PDBI5g0HpzKe_x


● Previous taggers used 
two-stage approach

 

● Manually optimised 
algorithms → Low level

 

● Final neural network which 
uses low level algorithms 
as input → High level

● New tagger (GN1/GN2) uses-one 
stage approach

 

● Easier to handle → Less manual 
optimisation!

 
 

● Improved performance 31

A New Hope .. Approach for ATLAS - GN1/GN2

https://app.diagrams.net/?page-id=2vpJtWsBYXEaPrlCbr3S&scale=auto#G1tATxIdIIi0DK09tdY2PDBI5g0HpzKe_x


● Inputs:
○ Jet pT and Jet η
○ Track variables (e.g Parameters, uncertainties)

 

○ Hit information (e.g. Number of pixel hits)
 

○ Concatenate jet and track variables
 

○ Using up to 40 tracks per jet
(charged constituents)
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Inputs, Outputs & Preprocessing

https://app.diagrams.net/?page-id=PFm4E6jFAm4rKO1TsAp5&scale=auto#G1exgLYyZX3Z7Bjd-JMRvCfuzQoQedHMBP


● Inputs:
○ Jet pT and Jet η
○ Track variables (e.g Parameters, uncertainties)

 

○ Hit information (e.g. Number of pixel hits)
 

○ Concatenate jet and track variables
 

○ Using up to 40 tracks per jet
(charged constituents)

● Outputs:
 

○ pb, pc and pu 

○ Probability of jet originating from a b-, c- or 
light quark

 

○ Discriminant using probabilities: Db and Dc
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Inputs, Outputs & Preprocessing

http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2021-004/


● Inputs:
○ Jet pT and Jet η
○ Track variables (e.g Parameters, uncertainties)

 

○ Hit information (e.g. Number of pixel hits)
 

○ Concatenate jet and track variables
 

○ Using up to 40 tracks per jet
(charged constituents)

● Outputs:
 

○ pb, pc and pu 

○ Probability of jet originating from a b-, c- or 
light quark

 

○ Discriminant using probabilities: Db and Dc
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Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Low pT jets from tt̅

(non-all hadronic decays only)
■ High pT jets from Z’

(Z’ → qq̅ )
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Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Low pT jets from tt̅

(non-all hadronic decays only)
■ High pT jets from Z’

(Z’ → qq̅ )

○ Hybrid resampling each flavour in jet pT and η 
to match b-jet distributions

○ Ensure kinematic independence
 

○ Apply scaling and shifting



● Inputs:
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○ Track variables (e.g Parameters, uncertainties)

 

○ Hit information (e.g. Number of pixel hits)
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Inputs, Outputs & Preprocessing

● Preprocessing:

○ Using different samples for training
■ Low pT jets from tt̅

(non-all hadronic decays only)
■ High pT jets from Z’

(Z’ → qq̅ )

○ Hybrid resampling each flavour in jet pT and η 
to match b-jet distributions

○ Ensure kinematic independence
 

○ Apply scaling and shifting

● Resulting in 30M training jets, 500k each for 
validation and testing for GN1

 
 

● Resulting in 192M training jets, 500k each for 
validation and testing for GN2
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GN1/GN2 - Architecture

https://app.diagrams.net/?page-id=86ESjJEJJRZc43RoMVwL&scale=auto#G1MNV_rreSerm6baf3GNutGarIR9IHYEPW
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GN1/GN2 - Results

● Large performance gains on low pT jets in 
background rejection for GN1 over current 
ATLAS default tagger (DL1d)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN1/GN2 - Results

● Large performance gains on low pT jets in 
background rejection for GN1 over current 
ATLAS default tagger (DL1d)

 

 
● Even larger performance gains for new 
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Large performance gain on high pT jets for 
GN1 over DL1d
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GN1/GN2 - Results

● Large performance gains on low pT jets in 
background rejection for GN1 over current 
ATLAS default tagger (DL1d)

 

 
● Even larger performance gains for new 

GN2 version over both GN1 and DL1d
 
 
 

● Also:
Large performance gain on high pT jets for 
GN1 over DL1d

 
 

● Similar:
GN2 performs even better than GN1

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN1/GN2 - Results

x4 improvement w.r.t the first DL1!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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DL1d/GN1 - Generator Dependency

● Models are trained with samples from certain generators
 

○ Low pT jets from tt̅: PowHEG + Pythia8 + EVTGen
 

○ High pT jets from Z’: Pythia8 + EVTGen
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DL1d/GN1 - Generator Dependency

● Models are trained with samples from certain generators
 

○ Low pT jets from tt̅: PowHEG + Pythia8 + EVTGen
 

○ High pT jets from Z’: Pythia8 + EVTGen
 

● All generators have some caveats which might be 
exploited by different algorithms

 

 
● Need to check for these using samples from different 

generators
 

 
● Models should NOT show high dependency on generator
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DL1d/GN1 - Generator Dependency

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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DL1d/GN1 - Generator Dependency

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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DL1d/GN1 - Generator Dependency

● Overall good agreement between generators for both DL1d and GN1
 

● Indicating that both models are not exploiting generator specific information

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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DL1d/GN1 - Data/MC Agreement

● As already known, generators are not perfect!
 
 

● Need to check performance on data
 

 
● Derive efficiencies for the different flavours on data 

and correct MC via scale factors
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DL1d/GN1 - Data/MC Agreement

● As already known, generators are not perfect!
 
 

● Need to check performance on data
 

 
● Derive efficiencies for the different flavours on data 

and correct MC via scale factors
 
 

● Using a variety of different, easy to select, processes 
to calibrate the taggers (mainly tt̅ processes)

 

○ e.g. dilepton tt̅ events
 

 
● After full calibration, taggers can be used in analysis!
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DL1d/GN1 - Data/MC Agreement

Event selection:
● Exactly two leptons and 

two jets

● Opposite sign muon 
and electron

● Invariant mass of each 
jet-lepton pair below 
175 GeV

● Plotting tagger 
discriminant for leading 
jet pT
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DL1d/GN1 - Data/MC Agreement

Event selection:
● Exactly two leptons and 

two jets

● Opposite sign muon 
and electron

● Invariant mass of each 
jet-lepton pair below 
175 GeV

● Plotting tagger 
discriminant for leading 
jet pT
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DL1d/GN1 - Data/MC Agreement

Event selection:
● Exactly two leptons and 

two jets

● Opposite sign muon 
and electron

● Invariant mass of each 
jet-lepton pair below 
175 GeV

● Plotting tagger 
discriminant for leading 
jet pT

Very good Data/MC agreement for both DL1d and GN1!
Calibration for GN1 is ongoing!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/


53

Summary

● CMS:
 

○ New DeepJet tagger is a new network capable of identifying different jet flavours
 

○ Using charged and neutral constituents as well as secondary vertices and global variables
 

○ Trained with 130M jets (from hadronically decaying tt̅ pairs and QCD mutlijet events)
 

○ DeepJet is a combination of different layer architectures like CNNs, RNNs and DNNs
 

○ Significant performance boost for c- and light-flavour rejection for DeepJet over DeepCSV
 

○ Strong benefit for CMS physics programme!
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Summary

● CMS:
 

○ New DeepJet tagger is a new network capable of identifying different jet flavours
 

○ Using charged and neutral constituents as well as secondary vertices and global variables
 

○ Trained with 130M jets (from hadronically decaying tt̅ pairs and QCD mutlijet events)
 

○ DeepJet is a combination of different layer architectures like CNNs, RNNs and DNNs
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○ Strong benefit for CMS physics programme!
 

 
 

● ATLAS:
 

○ Next generation tagger GN1 and his successor GN2 are showing very promising results
 

○ Graph neural network architecture (GN1) in addition with Self-Attention (GN2)
 

○ Trained with 30M (GN1) and 192M (GN2) jets using jets from tt̅ and Z’ events
 

○ Significant boost in rejection power for both GN1 and GN2 over current default tagger DL1d
 

○ First look into generator dependency and Data/MC show very promising performance of GN1
 

○ If you want to know more about GN1/GN2, CERN EP-IT Data Science Seminar by S. van Stroud
 

○ Also: Great improvement of b-tagging for the ATLAS physics programme!

https://indico.cern.ch/event/1232499/


Thanks for your Attention!
Questions?

55



Backup

56



57

DeepJet c-Tagging

● Using binary discriminant
 
 
 

● Great improvement of c-tagging for 
DeepJet over DeepCSV

 
 

● Improvement over the full range of c-jet 
efficiency

https://arxiv.org/abs/2008.10519
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DeepJet Constituent Variables
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DeepJet Global/Secondary Vertices Variables
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GN1/GN2 - Results - c-Tagging

● Large performance gains on low pT jets in 
b-jet rejection for GN1 over current ATLAS 
default tagger (DL1d)

 

 
● Slight performance gains in light jets 

rejection for c-jet efficiencies over 40%
 

 
● Slight performance decrease in lower c-jet 

efficiencies area
 
 

● Larger performance gains in both light- and 
b-jet rejections for GN2

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN1/GN2 - Results - c-Tagging

● Large performance gains on high pT jets in 
background rejection for GN1 over current 
ATLAS default tagger (DL1d)

 

● Larger performance gains for light jet 
rejection for GN2

 

 
● Similar performance for b-jet rejection for 

GN1 and GN2

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN1/GN2 - Generator Dependency - c-Jets

● Overall good agreement between generators for both DL1d and GN1 (Slightly larger disagreement for GN1)
 

● Indicating that both models are not exploiting generator specific information

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-01/
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GN1 Variables

https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf
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GN1 and GN2 - Main Differences

● Learning rate optimisation
 

○ Using OneCycle Learning
Rate Scheduler 

 
● Added layer normalisation

and Dropout
 

○ Stablises training
○ Allows larger model size

 
 

● New framework
 

○ More efficient training
 

○ Enables high stat. training
 

○ 30M → 192M training jets
 
 

● Updated attention mechanism
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GN1 and GN2 - Updated Attention Mechanism

https://indico.cern.ch/event/1232499/
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GN1 Hyperparameters

https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf
https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf
https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf


Deep Sets
● First use in HEP: arXiv:1810.05165

 
● Set function f on set of tracks 𝟀

can be decomposed

● Process each element of the set with
mapping function ɸ
 

● Aggregate processed elements into invariant 
description with aggregation function
(here: summation)
 

● Process the aggregated description with ⍴

● ɸ and ⍴ don’t operate on set of tracks!
○ ɸ works on one track at the time
○ ⍴ works on the aggregated description
○ Plug in neural network for that!

● Aggregation negates the order dependency of 
the set!
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https://arxiv.org/abs/1810.05165


● First studies by Nicole Hartmann

● Consists of two sub-networks:
○ ϕ: Works on the track input features
○ F: Works on the aggregated output

of the ϕ networks
 
 

● DIPS uses softmax function as last layer activation
→ Outputs can be interpreted as probabilities:

 

○ pb: Probability the jet originates from a b-quark
○ pc: Probability the jet originates from a c-quark
○ pu: Probability the jet originates from a light-flavour    

quark (up, down, strange)
  

● Advantages of the new architecture:
 

○ Parallelizability of track processing
○ Much faster training time (able to use GPUs)
○ Can go to looser track selection!
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DIPS - Deep Impact Parameter Sets

https://app.diagrams.net/?page-id=bd26XySxclYShHRtl4sg&scale=auto#G1kVS7hogzsmLnDsic2fcg0AlMaAQxlQXy
https://cds.cern.ch/record/2718948
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Training Sample DIPS/DL1d

● Training sample consists of:
 

○ 70% tt̅, 30% Z’
○ tt̅ : 20-250 GeV, Z’: 250-6000 GeV
○ 120M jets in total (40M b-, c- and light-flavour)
○ 2D-resampling in pT and |η| bins to achieve kinematic independent training
○ Using mixture of over- and undersampling (Importance sampling with replacement)


