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length, β and γ are particle velocity divided by the speed of
light and Lorentz factor, respectively. The raw signal
counts, Nraw, for each L=βγ interval are corrected for the
TPC acceptance, tracking, and particle identification effi-
ciency, using an embedding technique in which the TPC
response to Monte Carlo (MC) hypernuclei and their decay
daughters is simulated in the STAR detector described in
GEANT3 [40]. Simulated signals are embedded into the real
data and processed through the same reconstruction
algorithm as in real data. The simulated hypernuclei, used
for determining the efficiency correction, need to be
reweighted in 2D phase space (pT-y) such that the MC
hypernuclei are distributed in a realistic manner. This can
be constrained by comparing the reconstructed kinematic
distributions ðpT; yÞ between simulation and real data. The
corrected hypernuclei yield as a function of L=βγ is fitted
with an exponential function (see Supplemental Material
[35]) and the decay lifetime is determined as the negative
inverse of the slope divided by the speed of light.
We consider four major sources of systematic uncer-

tainties in the lifetime result: imperfect description of
topological variables in the simulations, imperfect knowl-
edge of the true kinematic distribution of the hypernuclei,
the TPC tracking efficiency, and the signal extraction
technique. Their contributions are estimated by varying
the topological cuts, the MC hypernuclei pT-y distribu-
tions, the TPC track quality selection cuts, and the back-
ground subtraction method. The possible contamination of
the signal due to multibody decays of A > 3 hypernuclei is
estimated using MC simulations and found to be negligible
(< 0.1%) within our reconstructed hypernuclei mass win-
dow. The systematic uncertainties due to different sources
are tabulated in Table I. They are assumed to be uncorre-
lated with each other and added in quadrature in the total
systematic uncertainty. As a cross-check, we conducted the
measurement of Λ lifetime from the same data and the
result is consistent with the Particle Data Group value [41]
(see Supplemental Material [35]).
The lifetime results measured at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 3.0 GeV andffiffiffiffiffiffiffiffi
sNN

p ¼ 7.2 GeV are found to agree well with each other.

The combined results are 221þ 15ðstatÞ þ 19ðsystÞ for 3ΛH
and 218þ 6ðstatÞ þ 13ðsystÞ for 4

ΛH. As shown in Fig. 2,
they are consistent with previous measurements from
ALICE [7,8], STAR [10,11], HypHI [9], and early experi-
ments using imaging techniques [3–5,10,42–48]. Using all
the available experimental data, the average lifetimes
of 3

ΛH and 4
ΛH are 200% 13 ps and 208% 12 ps, respec-

tively, corresponding to ð76% 5Þ% and ð79% 5Þ% of τΛ.
All data from ALICE, STAR, and HypHI lie within
1.5σ of the global averages. These precise data clearly
indicate that the 3

ΛH and 4
ΛH lifetimes are considerably

lower than τΛ.
Early theoretical calculations of the 3

ΛH lifetime typically
give values within 15% of τΛ [50–52]. This can be explained
by the loose binding ofΛ in the 3

ΛH.A recent calculation [49]
using a pionless effective field theory approach with Λd
degrees of freedom gives a 3

ΛH lifetime of ≈98%τΛ.
Meanwhile, it is shown in recent studies that incorporating
attractive pion final state interactions, which has been
previously disregarded, decreases the 3

ΛH lifetime by
∼15% [19,53]. This leads to a prediction of the 3

ΛH lifetime
to be ð81% 2Þ% of τΛ, consistent with the world average.
For 4

ΛH, a recent estimation [54] based on the empirical
isospin rule [55] agrees with the data within 1σ. The isospin
rule is based on the experimental ratio ΓðΛ → nþ π0Þ=
ΓðΛ → pþ π−Þ ≈ 0.5, which leads to the prediction
τð4ΛHÞ=τð4ΛHeÞ ¼ ð74% 4Þ% [54]. Combining the average
value reported here and the previous 4

ΛHe lifetime meas-
urement [56,57], the measured ratio τð4ΛHÞ=τð4ΛHeÞ is
ð83% 6Þ%, consistent with the expectation.

TABLE I. Summary of systematic uncertainties for the lifetime
and top 10% most central dN=dy (jyj < 0.5) measurements usingffiffiffiffiffiffiffiffi
sNN

p ¼ 3.0 GeV data.

Lifetime dN=dy

Source 3
ΛH

4
ΛH

3
ΛH

4
ΛH

Analysis cuts 5.5% 5.1% 15.1% 6.9%
Input MC 3.1% 1.8% 8.8% 3.8%
Tracking efficiency 5.0% 2.4% 14.1% 5.2%
Signal extraction 1.5% 0.7% 14.3% 7.7%
Extrapolation 13.6% 10.9%
Detector material < 1% < 1% 4.0% 2.0%

Total 8.2% 6.0% 31.9% 16.6%
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STAR (this Letter)
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FIG. 2. 3
ΛH (a) and 4

ΛH (b) measured lifetime, compared to
previous measurements [3–5,7–11,42–48], theoretical calcula-
tions [49–54], and τΛ [41]. Horizontal lines represent statistical
uncertainties, while boxes represent systematic uncertainties. The
experimental average lifetimes and the corresponding uncertainty
of 3

ΛH and 4
ΛH are also shown as vertical blue shaded bands.

PHYSICAL REVIEW LETTERS 128, 202301 (2022)

202301-5

STAR Collaboration, PRL 128 (2022) 202301

Average
200 ± 13 ps
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PHYSICAL REVIEW LETTERS 128, 202301 (2022)

202301-5

STAR Collaboration, PRL 128 (2022) 202301

Average
200 ± 13 ps

3ΛH Binding energy
BΛ(3ΛH) : 0.13 ± 0.05 MeV

G. Bohm et al., NPB 4 (1968) 511
M. Juric et al., NPB 52 (1973) 1

STAR (2020)
0.41 ± 0.12 ± 0.11 MeV 

STAR Collaboration, 
Nat. Phys. 16 (2020) 409
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FIG. 2. 3
ΛH (a) and 4

ΛH (b) measured lifetime, compared to
previous measurements [3–5,7–11,42–48], theoretical calcula-
tions [49–54], and τΛ [41]. Horizontal lines represent statistical
uncertainties, while boxes represent systematic uncertainties. The
experimental average lifetimes and the corresponding uncertainty
of 3

ΛH and 4
ΛH are also shown as vertical blue shaded bands.
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Recent hot topics for few-body hypernuclei
On hypertriton On Lnn

HypHI., PRC 88 (2013) 041001

JLab E12-17-003., PRC 105 (2022) L051001

length, β and γ are particle velocity divided by the speed of
light and Lorentz factor, respectively. The raw signal
counts, Nraw, for each L=βγ interval are corrected for the
TPC acceptance, tracking, and particle identification effi-
ciency, using an embedding technique in which the TPC
response to Monte Carlo (MC) hypernuclei and their decay
daughters is simulated in the STAR detector described in
GEANT3 [40]. Simulated signals are embedded into the real
data and processed through the same reconstruction
algorithm as in real data. The simulated hypernuclei, used
for determining the efficiency correction, need to be
reweighted in 2D phase space (pT-y) such that the MC
hypernuclei are distributed in a realistic manner. This can
be constrained by comparing the reconstructed kinematic
distributions ðpT; yÞ between simulation and real data. The
corrected hypernuclei yield as a function of L=βγ is fitted
with an exponential function (see Supplemental Material
[35]) and the decay lifetime is determined as the negative
inverse of the slope divided by the speed of light.
We consider four major sources of systematic uncer-

tainties in the lifetime result: imperfect description of
topological variables in the simulations, imperfect knowl-
edge of the true kinematic distribution of the hypernuclei,
the TPC tracking efficiency, and the signal extraction
technique. Their contributions are estimated by varying
the topological cuts, the MC hypernuclei pT-y distribu-
tions, the TPC track quality selection cuts, and the back-
ground subtraction method. The possible contamination of
the signal due to multibody decays of A > 3 hypernuclei is
estimated using MC simulations and found to be negligible
(< 0.1%) within our reconstructed hypernuclei mass win-
dow. The systematic uncertainties due to different sources
are tabulated in Table I. They are assumed to be uncorre-
lated with each other and added in quadrature in the total
systematic uncertainty. As a cross-check, we conducted the
measurement of Λ lifetime from the same data and the
result is consistent with the Particle Data Group value [41]
(see Supplemental Material [35]).
The lifetime results measured at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 3.0 GeV andffiffiffiffiffiffiffiffi
sNN

p ¼ 7.2 GeV are found to agree well with each other.

The combined results are 221þ 15ðstatÞ þ 19ðsystÞ for 3ΛH
and 218þ 6ðstatÞ þ 13ðsystÞ for 4

ΛH. As shown in Fig. 2,
they are consistent with previous measurements from
ALICE [7,8], STAR [10,11], HypHI [9], and early experi-
ments using imaging techniques [3–5,10,42–48]. Using all
the available experimental data, the average lifetimes
of 3

ΛH and 4
ΛH are 200% 13 ps and 208% 12 ps, respec-

tively, corresponding to ð76% 5Þ% and ð79% 5Þ% of τΛ.
All data from ALICE, STAR, and HypHI lie within
1.5σ of the global averages. These precise data clearly
indicate that the 3

ΛH and 4
ΛH lifetimes are considerably

lower than τΛ.
Early theoretical calculations of the 3

ΛH lifetime typically
give values within 15% of τΛ [50–52]. This can be explained
by the loose binding ofΛ in the 3

ΛH.A recent calculation [49]
using a pionless effective field theory approach with Λd
degrees of freedom gives a 3

ΛH lifetime of ≈98%τΛ.
Meanwhile, it is shown in recent studies that incorporating
attractive pion final state interactions, which has been
previously disregarded, decreases the 3

ΛH lifetime by
∼15% [19,53]. This leads to a prediction of the 3

ΛH lifetime
to be ð81% 2Þ% of τΛ, consistent with the world average.
For 4

ΛH, a recent estimation [54] based on the empirical
isospin rule [55] agrees with the data within 1σ. The isospin
rule is based on the experimental ratio ΓðΛ → nþ π0Þ=
ΓðΛ → pþ π−Þ ≈ 0.5, which leads to the prediction
τð4ΛHÞ=τð4ΛHeÞ ¼ ð74% 4Þ% [54]. Combining the average
value reported here and the previous 4

ΛHe lifetime meas-
urement [56,57], the measured ratio τð4ΛHÞ=τð4ΛHeÞ is
ð83% 6Þ%, consistent with the expectation.

TABLE I. Summary of systematic uncertainties for the lifetime
and top 10% most central dN=dy (jyj < 0.5) measurements usingffiffiffiffiffiffiffiffi
sNN

p ¼ 3.0 GeV data.

Lifetime dN=dy

Source 3
ΛH

4
ΛH

3
ΛH

4
ΛH

Analysis cuts 5.5% 5.1% 15.1% 6.9%
Input MC 3.1% 1.8% 8.8% 3.8%
Tracking efficiency 5.0% 2.4% 14.1% 5.2%
Signal extraction 1.5% 0.7% 14.3% 7.7%
Extrapolation 13.6% 10.9%
Detector material < 1% < 1% 4.0% 2.0%

Total 8.2% 6.0% 31.9% 16.6%
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ΛH (a) and 4

ΛH (b) measured lifetime, compared to
previous measurements [3–5,7–11,42–48], theoretical calcula-
tions [49–54], and τΛ [41]. Horizontal lines represent statistical
uncertainties, while boxes represent systematic uncertainties. The
experimental average lifetimes and the corresponding uncertainty
of 3

ΛH and 4
ΛH are also shown as vertical blue shaded bands.
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Nuclear Emulsion: 
Charged particle tracker with 
the best spatial resolution 
(easy to be < 1 µm, 11 nm at best)

20
µm

grain

By microscopes



J-PARC accelerator facility



Experimental apparatus 
2016-2017
J-PARC, Ibaraki, Japan

K- Beam 
(180cm above the floor)

Emulsion module

J-PARC E07 experiment
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Results from J-PARC E07 (Hybrid method)

S. H. Hayakawa et al.,
Physical Review Letters, 126, 062501 (2021)

M. Yoshimoto et al.,
Prog. Theor. Exp. Phys. 2021, 073D02 



Results from J-PARC E07 (Hybrid method)

S. H. Hayakawa et al.,
Physical Review Letters, 126, 062501 (2021)

M. Yoshimoto et al.,
Prog. Theor. Exp. Phys. 2021, 073D02 

Non-triggered events recorded in 1000 emulsions sheets
• 1000 double-strangeness (LL- and X-) hypernuclear events
• Millions of single-strangeness hypernuclear events

Overall scanning of all emulsion sheets
(35 X 35 cm2  X 1000)
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Overall scanning for E07 emulsions
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Data size: 
•107 images per emulsion (100 T Byte)
•1010 images per 1000 emulsions (100 P Byte)
Number of background tracks: 
•Beam tracks: 104/mm2

•Nuclear fragmentations: 103/mm2

Current equipments/techniques 
with visual inspections

560 years

Overall scanning for E07 emulsions



100µm

…

Sliced image

Data size: 
•107 images per emulsion (100 T Byte)
•1010 images per 1000 emulsions (100 P Byte)
Number of background tracks: 
•Beam tracks: 104/mm2

•Nuclear fragmentations: 103/mm2

Machine Learning

Millions of single-strangeness hypernuclei
1000 double strangeness hypernuclei (formerly only 5)

Current equipments/techniques 
with visual inspections

560 years

3 years

Overall scanning for E07 emulsions



Setup for analyzing emulsions 
at the High Energy Nuclear Physics Laboratory in RIKEN 
• Hypernuclear physics
• Neutron imaging



Challenges for Machine Learning Development
MOST IMPORTANT: 
• Quantity and quality of training data

However, 
No existing data for hypertriton with emulsions for training

Our approaches: 
Producing training data with
• Monte Carlo simulations
• Image transfer techniques



Production of training data
Monte Carlo simulations and GAN(Generative Adversarial Networks)

Binarized tracks from MC simulations 
+ background from the real data 

Imitated 
emulsion image

Real emulsion imageBinarized (like for simulations)

GAN: pix2pix

Ayumi Kasagi. Ph.D. thesis  (2023)
A. Kasagi et al., submitted to NIM A



Production of training data
Monte Carlo simulations and GAN(Generative Adversarial Networks)

Binarized tracks from MC simulations 
+ background from the real data 

Imitated 
emulsion image

Real emulsion imageBinarized (like for simulations)

GAN: pix2pix
Produced training data

Ayumi Kasagi. Ph.D. thesis  (2023)
A. Kasagi et al., submitted to NIM A



Production of training data
Monte Carlo simulations and GAN(Generative Adversarial Networks)



Production of training data
Monte Carlo simulations and GAN(Generative Adversarial Networks)



With Mask R-CNN model

Detection of each object At large object density

Detection of hypertriton events
K. He, et al., arXiv https://arxiv.org/ abs/1703.06870 (2017). 



With Mask R-CNN model

Detection of each object At large object density

Detection of hypertriton events

A Pedestrian dataset
https://www.cis.upenn.edu/~jshi/ped_html/

Example of training dataset
Image Mask

K. He, et al., arXiv https://arxiv.org/ abs/1703.06870 (2017). 



Hypertriton search with Mask R-CNN
Training dataset (Simulated images)

50 μm

Two body decay of 3ΛH

50 μm

3He
3ΛH

π-

Simulated image

model

Training

Λ

この研究では何を行ったか

3He

π-

3ΛH

Image Mask

Ayumi Kasagi. Ph.D. thesis  (2023)
A. Kasagi et al., submitted to NIM A



Hypertriton search with Mask R-CNN
Training dataset (Simulated images)

50 μm

Two body decay of 3ΛH

50 μm

3He
3ΛH

π-

Simulated image

model

Training

Λ

この研究では何を行ったか

Real image

Trained
model

Detected!

3He

π-

3ΛH

Image Mask

Ayumi Kasagi. Ph.D. thesis  (2023)
A. Kasagi et al., submitted to NIM A
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Status of the project for hypertriton and 4LH
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Discovery of the first hypertriton event in E07 emulsions 

Guaranteeing the determination of 
the hypertriton binding energy SOON
Precision: 28 keV
            E. Liu et al., EPJ A57 (2021) 327  

TRS et al., Nature Reviews Physics, 803-813 (2021)
Cover of December 2021 issue

Ayumi Kasagi. Ph.D. thesis  (2023)
A. Kasagi et al., submitted to NIM A



Identification of hypertriton and 4LH by p- track length

Ayumi Kasagi. Ph.D. thesis  (2023)
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Current status
No. events: 174 (0.4% of the entire E07 data)
• 3ΛH: 36
• 4ΛH: 138 (Identified: 87 + Penetrated: 51)

Calibrated events: 143
• 3ΛH: 36
• 4ΛH: 107 (Identified: 72 + Penetrated: 35)



Calibration of 
nuclear emulsions



Calibration of 
nuclear emulsions
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Analysis for 4LH binding energy
• With measured Helium momentum (Back-to-back) 
• Cut conditions: Inner product = -1 (±3σ)
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Analysis for 4LH binding energy
• With measured Helium momentum (Back-to-back) 
• Cut conditions: Inner product = -1 (±3σ)
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Fitting results (can be checked one by one)

・Analyses for π- will be included
・Error analysis for each event
→Weighted avarage: To be obtained
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ΛB
Binding energy on 4ΛH

Prelim
inary

• Deducing the 3LH binding energy is in progress
• Statistics can be 250 times larger
• Estimated systematic error: 28 keV or smaller
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Q1. 現在までに分かっていることは何か
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Discovery of double-L hypernucleus
as a biproduct of 3LH search
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Current machine learning developments
Improvements for the hypertriton binding energy
• Automated pion tracking
• Automated emulsion calibration

Detection of three- and multi-body single-L hypernuclear decay
(from May 2022)



Three-body decay event

Shohei Sugimoto, Master thesis
Courtesy of Shohei Sugimoto and Manami Nakagawa



Three-body decay event

Shohei Sugimoto, Master thesis
Courtesy of Shohei Sugimoto and Manami Nakagawa



Current machine learning developments
Improvements for the hypertriton binding energy
• Automated pion tracking
• Automated emulsion calibration

Detection of three- and multi-body single-L hypernuclear decay
(from May 2022)

Search for double-strangeness hypernuclei 
(from June 2022)



X- capture:
#1: penetrate
#2: stop
#3: stop
#4: decay

second vertex:
#5: stop
#6: decay

third vertex:
#7: stop
#8: stop
#9: stop
#9: stop

V3451

MOD100_PL02_AREA00
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50µm

Yan He, Ph.D. thesisOnly ∼ 0.03 % of the entire data analyzed
Courtesy of Yan He and Manami Nakagawa
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Summary
Nuclear emulsion + Machine learning
• Binding energy of 3LH and 4LH

For 4LH
Currently 0.4 % of the entire data:  DBL∼180 keV (only with He track length)
With the entire data: DBL∼10 keV (but systematic uncertainty will be 20 keV)
Analyzing 25 % data will be sufficient

• Single-strangeness hypernuclei with multi-body decays
Heavier hypernuclei
Increasing statistics for 3LH and 4LH

• Double-strangeness hypernuclei


