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Forbidden beta decays
Transition ΔL ΔJ Δπ log10 ft

Fermi 
“super-allowed” 0 0 0 3-4

Gamow- Teller 
“allowed” 0 0,1 0 3 - 10

Forbidden n n, 
n+1 0/1 5 -10 (1st) 

22-24 (4th)

⃗J = ⃗L + ⃗S

K 1 2 3 4 5

ΔJ 0,1,2 2,3 3,4 4,5 5,6

Δπ -1 1 -1 1 -1

Forbidenness

Δπ = (−1)ΔJ

Δπ = (−1)ΔJ−1

Forbidden non-unique

Forbidden unique*

As a rule of thumb, each degree of forbidenness gives 5-6 orders of magnitude in ~T1/2  

See B. Singh et al., Nucl. Data Sheets 84 (1998) 487.

log10 ft = log10( f(Z, E0) ⋅ T1/2)

* defined by only one nuclear matrix element 2

https://www.sciencedirect.com/science/article/pii/S0090375298900151


Spectral shape…the standard approach
ρ(E) = ρall(E) ⋅ C(W)

Being W the total energy of the election, while P and Q the momenta of the electron and the anti-
neutrino, respectively

ρall(E) ∝ F(Zd, E) ⋅ (Qβ − E)2

C(W) empirical correction function

C1(W) = 1 +
a1

W
+ a2W + a3W2 + a4W3

Forbidden Non-unique

Forbidden Unique

C2 = P2 + c1Q2

C(W) = C1 ⋅ C2 C2 = P4 + c1Q2P2 + c2Q4

1st

2nd

numerically calculated

3



Spectral shape…a recent approach
ρ(E) = ρall(E) ⋅ C(W)

The “shape factor” encodes the nuclear-structure information and can be decomposed into 
vector, axial-vector, and vector-axial-vector parts:

ρall(E) ∝ F(Zd, E) ⋅ (Qβ − E)2

C(W) empirical correction function

C(W) = g2
A [CA(W) + ( gV

gA )
2

+ CV(W) +
gV

gA
CVA(W)]

JOEL KOSTENSALO, MIKKO HAARANEN, AND JOUNI SUHONEN PHYSICAL REVIEW C 95, 044313 (2017)

FIG. 7. The same as Fig. 2, but for the fourth-forbidden
nonunique decays of 113Cd, 115Cd, and 115In.

initial state to a 9/2+ final state. The decay of 87Rb is
experimentally measurable and thus another candidate for
application of the spectrum-shape method. Unlike in the case
of 99Tc, the dependence is fairly simple: when gA decreases,
the low-energy intensity increases, and the intensity at larger
energies decreases.

The results for fourth-forbidden decays, all nonunique, are
presented in Figs. 7 and 8. The transitions are split into two
groups according to their basic features. The first one consists
of the decays of 113Cd, 115Cd, and 115In shown in Fig. 7. The
transitions of 113Cd and 115In are experimentally measurable
and have been studied extensively (see Refs. [17,24,38,42]).
The spectra show a distinctive hump when gA ≈ gV. Interest-
ingly, the behavior is similar to that of 99Tc [see Fig. 5(c)].
These decays have one common feature: the 9/2+ state is
either the initial or final state. For 113Cd and 115In the effect
of varying the weak axial-vector coupling constant is in line
with the results of Ref. [24]. However, in the earlier study [17]
the turning point of the MQPM spectrum of 113Cd was found
to be at gA ≈ 0.9 and for 115In at gA ≈ 0.95. It seems that
the use of a larger model space for neutrons in this study and

FIG. 8. The same as Fig. 2, but for the fourth-forbidden
nonunique decays of 97Zr, 101Mo, 117Cd, and 119In.

in Ref. [24] has a notable effect on the shape of the electron
spectrum. In Ref. [42] the electron spectra of these decays
were calculated with the proton-neutron variant of MQPM
with the free-nucleon values gV = 1.0 and gA = 1.25. The
shapes of the resulting spectra are nearly identical, which
further supports the results of this paper.

To see whether the strong dependence of the shape factor on
the weak coupling constants of the fourth-forbidden nonunique
decays is limited to the three neighboring nuclei, 113Cd, 115Cd,
and 115In, four further fourth-forbidden nonunique ground-
state-to-ground-state transitions were studied. These were the

044313-8

Phys. Rev. C 95, 044313 (2017)

Fit the template spectra to the experimental data           
allow us to investigate the gA values in different 

decay (aiming at discovering the physics under the 
phenomenological gA-quenching)

Last development on this line:

adding the s-NME as free parameter in the fit

numerically calculated
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Spectral shape…the most recent approach
From a continuum smooth spectrum (experimental or theoretical) , we can obtain the 
momenta of the distribution (N = 6 is enough)

S(we)

Decay rate

Phys.Rev.C 107 (2023) 5, 055502

Basically the same approach as before 
but simpler implementation: one has to 
reproduce 6 experimental values with 


6 theoretical predictions and 

2 free parameter (r and s) r =

gA

gV

s = sNME
Small Nuclear Matrix Element

Half-life ellipse
Half-life ellipse

Half-life ellipse
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Where we found them?
Neutrino physics at reactorDark Matter & Rare event searches

Medical diagnostics
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Motivations - Why so much interest?
1.  Background or source of uncertainty in rare event search 

 Background source in dark matter search      => 40K, 42Ar, 39Ar

 Ingredients in NLDBD background modeling  => 90Sr/90Y, 210Bi

 Background in Neutrino experiment  =>  210Bi


2.  Low Q-value decay 
Cosmic Neutrino Background detection => 151Sm, 171Tm

Neutrino mass => 115In*


3.  Gym for Nuclear Models   
1.  Opportunity to solve the long standing gA quenching

2.  Opportunity to improve Nuclear Model for NME calculations => NLDBD
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Motivations
The international effort to observe neutrinoless double beta decay is increasing 

and new experiments are growing


AMORE 🇰🇷 🇨🇳 🇩🇪 🇺🇦🇹🇭🇮🇩🇵🇰

CUORE/CUPID 🇮🇹 🇺🇸 🇫🇷 🇷🇺 🇨🇳 🇺🇦 

EXO 🇺🇸 🇨🇦 🇩🇪 🇷🇺 🇰🇷

LEGEND 🇩🇪 🇺🇸 🇷🇺🇨🇳 🇮🇹 🇬🇧 🇨🇳 🇨🇭

NEXT 🇪🇸 🇺🇸 🇵🇹🇮🇱

See yesterday talks by 

Claudia Tomei, and


Stefano Dell’Oro

8



Neutrinoless double beta decay

…atomic level …nuclear level …particle level

(T0ν
1/2)−1 = g4

A ⋅ 𝒢0ν(Qββ, Z) ⋅ ℳ0ν(A, Z)
2

⋅
mββ

me

2
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Neutrinoless double beta decay

…atomic level …nuclear level …particle level

(T0ν
1/2)−1 = g4

A ⋅ 𝒢0ν(Qββ, Z) ⋅ ℳ0ν(A, Z)
2

⋅
mββ

me

2
Half-life 

from 

experiments

Effective Majorana Mass  
New physics 


parameter

Phase Space Factor  
precisely 

evaluated

Nuclear Matrix Elements 
from NuclearModels


(large uncertainty)10



Neutrinoless double beta decay

…atomic level …nuclear level …particle level

Nuclear Matrix Elements (NMEs) are fundamental for two reasons: 
1. If we observe 0νββ, we will need precise value of NME to convert the half-life to Majorana mass.

2. A further isotope down-selection is prevented by NME uncertainties (only knowing the NMEs we 

can identify a set of golden-candidates, e.g. G0ν ∝ Q5) 

(T0ν
1/2)−1 = g4

A ⋅ 𝒢0ν(Qββ, Z) ⋅ ℳ0ν(A, Z)
2

⋅
mββ

me

2
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Forbidden Beta Decays of 
Natural Isotopes



Cadmium-113 Q-value Half-life Classification

320 keV 8x1015 yr  

P. BELLI et al. PHYSICAL REVIEW C 76, 064603 (2007)

TABLE I. Summary of experiments on 113Cd β decay. N (113Cd) is the number of 113Cd nuclei available for the investigation;
Eth is the energy threshold for the β spectrum measurement; FWHM is the energy resolution of the detector, and S/B is the signal
to background ratio.

Experimental method N (113Cd) Eth (keV) FWHM (keV) S/B ratio Half-life (1015 yr) Year Ref.

PCa +113Cd foil 0.56 g 3.0 × 1021 – – "1/20 9.3 ± 1.9 1970
(617 h, earth level) [1]
CdTeb 0.27 cm3 5.0 × 1020 "30 "50c – 4–12 1988
(433 h, 3 m w.e.) [4]
CdWO4

d 58 g 1.2 × 1022 "20 "5c "2 9.3 ± 1.1 1994
(340 h, 3600 m w.e.) [5]
CdWO4

e 454 g 9.3 × 1022 44 "49f 50 7.7 ± 0.3 1996
(433 h, 1000 m w.e.) [6]
CdZnTeb 3 × 1.1 cm3 6.1 × 1021 "100 "43f "8 8.2+0.3

−1.0 2005
(4781 h, 3600 m w.e.) [7]
CdWO4

e 434 g 8.9 × 1022 28 "47f 56 8.04 ± 0.05 Present
(2554+2758 h, 3600 m w.e.) work

aProportional counter.
bSemiconductor detector.
cIndependent of energy.
dLow-temperature bolometer.
eCrystal scintillator.
fAt energy 320 keV.

[6] was used in the present measurements, after storage
during the last 10 yr in the Solotvina Laboratory at a depth
of 1000 m w.e. Thus, it was not exposed to cosmic rays
during this period, and new cosmogenic activities were not
induced, while the old ones (if any) had time to decrease or
disappear.

The main properties of the CdWO4 scintillator are (i)
density equal to 7.9 g/cm3, (ii) light yield ≈30–40% of that of
NaI(Tl), (iii) refractive index equal to 2.2–2.3, (iv) emission
maximum at 480 nm, and (v) effective average decay time
of 13 µs. The material is nonhygroscopic and chemically
inert; the melting point is at 1271 ◦C. The radiopurity of
cadmium tungstate crystals has been investigated in several
low background experiments (see Refs. [9–12] and references
therein).

11/2_ 263.514.1 yr

113Cd48

1/2+ 0
7.7x1015 yr

9/2+ 0 stable
113In49

1/2_ 391.7 1.66 h

β_ 99.86%

β_ 100%

Q     = 320 keV
β

IT
 10

0%IT
 0.

14
%

FIG. 1. Nuclear decay scheme of the 113Cd-113In doublet in
accordance with Ref. [8].

II. MEASUREMENTS

A. Detector

The low background CdWO4 crystal scintillator 40 mm
in diameter by 43 mm in length (mass of 433.61 g) was
produced from the crystal applied in the experiment carried
out in the Solotvina Underground Laboratory [6]. After the
measurements in 1995, the crystal was stored in the Solotvina
Underground Laboratory for 10 yr at a depth of 1000 m w.e.
In August 2005, the crystal was transported in a lead container
(with walls ≈12 cm thick) by surface and immediately placed
underground in the Gran Sasso National Laboratories of the
I.N.F.N. (3600 m w.e.) to avoid cosmogenic activation. The
crystal was washed by ultrapure nitric acid and vacuum packed
to prevent contact with radon from air. The measurements
comprising the experiment were started in January 2006.

The CdWO4 crystal was fixed inside a cavity &47 ×
59 mm in the central part of a polystyrene light guide,
66 mm in diameter and 312 mm in length. The cavity was
filled with high-purity silicon oil. The light guide was optically
connected on opposite sides by a Dow Corning Q2-3067
optical couplant to two low radioactive EMI9265–B53/FL,
3-in.-diameter photomultipliers (PMTs). The light guide was
wrapped by a polytetrafluoroethylene (PTFE) reflection tape.

The detector was installed deep underground in the low
background DAMA/R&D setup at the Gran Sasso National
Laboratory of the I.N.F.N. The detector was surrounded by
Cu bricks and sealed in a low radioactive airtight Cu box
and continuously flushed with high-purity nitrogen gas (stored
deeply underground for a long time) to avoid the presence of
residual environmental radon. The Cu box was surrounded by
a passive shield made of high-purity Cu, 10 cm thick, 15 cm

064603-2
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Table 1
Summary of the most important previous 113Cd studies. Listed are the detection threshold Eth, the isotopic exposure for 113Cd, the energy resolution quoted as FWHM at the 
accepted AME2016 Q -value [47], the signal-to-background ratio as well as the experimentally determined half-life T1/2. Statistical and systematic uncertainties were added 
in quadrature, if quoted separately.

Detector material Eth / keV isotop. exp. / kg d FWHM / keV S/B ratio T1/2 / 1015 yrs Ref., year

CdWO4, 454 g 44 0.31 ∼49 ∼50 7.7± 0.3 [48], 1996
CdZnTe, 3×5.9 g 100 0.05 ∼43 ∼8 8.2+0.3

−1.0 [49], 2005
CdWO4, 434 g 28 1.90 ∼47 ∼56 8.04± 0.05 [41], 2007
CdZnTe, 11×6.5 g 110 0.38 ∼20 ∼9 8.00± 0.26 [50], 2009
CdZnTe, 45×6.0 g 84 2.89 ∼18 ∼47 – present work

Such a continuous data-taking was not achieved in any experiment 
dedicated to the study of long-lived β-decays before. The analysis 
threshold for this particular study was ∼170 keV, which is com-
paratively high. It was chosen to ensure that the stability study is 
representative for the whole energy range interesting for ββ-decay 
searches with COBRA excluding noise near the detection thresh-
old. On the other hand, this drastically limits the available 113Cd 
energy range. Following this study, modifications on the hardware 
and software level were made to optimize the demonstrator setup 
for a dedicated low-threshold run with the aim to investigate the 
113Cd β-electron spectrum shape with high precision.

In this article we present the results of a dedicated 113Cd mea-
surement campaign with the COBRA demonstrator. This study fea-
tures the best signal-to-background ratio of all previous CdZnTe 
analyses, high statistics, a good energy resolution and moderate 
thresholds while providing 45 independent β-spectra of the tran-
sition 113Cd(1/2+) → 113In(9/2+). The data will be used to eval-
uate quenching effects of gA in the context of the three nuclear 
models (ISM, MQPM, IBFM-2) using the SSM as introduced in sec-
tion 1.1.

2. Experimental setup

The COBRA collaboration searches for ββ-decays with room 
temperature CdZnTe (CZT) semiconductor detectors. As 0νββ-decay 
is expected to be an extremely rare process, the experiment is lo-
cated at the Italian Laboratori Nazionali del Gran Sasso (LNGS), 
which is shielded against cosmic rays by 1400 m of rock. Cur-
rently, it comprises 64 coplanar-grid (CPG) detectors arranged in 
four layers of 4 × 4 crystals. This stage of the experiment is re-
ferred to as the COBRA demonstrator [53]. Each crystal has a size 
of about 1×1×1 cm3 and a mass of about 6.0 g. All of them are 
coated with a clear encapsulation known to be radio-pure. In pre-
vious iterations of the experiment it was found that the formerly 
used encapsulation lacquer contained intrinsic contaminations on 
the order of 1 Bq/kg for the long-lived radio-nuclides 238U, 232Th 
and 40K. The new encapsulation lacquer has been investigated with 
ICP-MS at the LNGS, which confirmed the improved radio-purity 
with determined specific activities on the order of 1 mBq/kg for 
238U and 232Th and about 10 mBq/kg for 40K. The four layers are 
framed by polyoxymethylene holders which are installed in a sup-
port structure made of electroformed copper. The inner housing is 
surrounded by 5 cm of electroformed copper, followed by 5 cm of 
ultra-low activity lead (< 3 Bq/kg of 210Pb) and 15 cm of standard 
lead. Additionally, the inner part is enclosed in an air-tight sealed 
box of polycarbonate, which is constantly flushed with evaporated 
nitrogen to suppress radon-induced background. Outside the inner 
housing the first stage of the read-out electronics is located. The 
complete setup is enclosed by a construction of iron sheets with a 
thickness of 2 mm, which acts as a shield against electromagnetic 
interferences. The last part of the shielding is a layer of 7 cm bo-

rated polyethylene with 2.7 wt.% of boron to effectively suppress 
the external neutron flux.

Charge-sensitive pre-amplifiers integrate the current pulses in-
duced by particle interactions with the sensitive detector volume 
and convert the single-ended detector pulses into differential sig-
nals in order to minimize electronic noise during transmission. 
After linear amplification, the pulse shapes are digitized using 
100 MHz flash analog-to-digital converters (FADCs) with a sample 
length of 10 µs. Each FADC has eight input channels allowing for 
the read-out of four CPG detectors with two anode signals each. 
The clock speed and potential offset of the individual FADCs are 
corrected with the help of artificial pulses injected by a genera-
tor into the data acquisition chain. These are processed like real 
detector signals and provide well-defined synchronization points 
for an offline synchronization of the data. After this it is possi-
ble to identify and reject multi-detector hits for single detector 
analyses. The achievable accuracy of the time synchronization is 
about 0.1 ms. Additional key instruments in background suppres-
sion for COBRA are the reconstruction of the so-called interaction 
depth [54] and the use of pulse-shape discrimination techniques 
[55,56]. The interaction depth z is referred to as the normalized 
distance between the anode grid (z = 0) and the planar cathode 
(z = 1).

3. Data-taking and event selection

3.1. Run preparation

In preparation of a dedicated 113Cd run, the potential of opti-
mizing the COBRA demonstrator towards minimum threshold oper-
ation was studied in detail. One major improvement was achieved 
by exchanging the coolant in the cooling system of the pre-
amplifier stage, which allows operation at lower temperatures. The 
direct cooling of the first stage of the electronics dramatically re-
duces the thermal component of the signal noise while at the same 
time the detector performance benefits from an ambient temper-
ature slightly below room temperature. The temperature inside 
the inner shield of the experiment is monitored by several sen-
sors at different positions. In agreement with previous studies on 
CPG-CZT detectors [57] an optimal temperature was found to be 
around 9◦ C. The crystals themselves are not cooled directly, but 
through convection and radiation cooling they are kept at the same 
temperature as the surrounding shielding components. For each 
temperature set the optimal trigger threshold for every channel 
had to be determined after reaching the thermal equilibrium. This 
was done by monitoring the average trigger rate on a daily basis 
and adjusting the individual thresholds accordingly. While accom-
plishing this optimization, the worst-performing detector channels 
were switched off to prevent potential sources of electromagnetic 
interferences and crosstalk. The COBRA demonstrator was then 
calibrated at the point of best performance and the dedicated 

1
2

+
→

9
2

+

ΔJΔπ = 4+

“Golden candidate” due to experimental conditions: 
Good natural abundance i.a. = 12.22%

Embedded in CdWO4 crystal  

excellent scintillator for NLDB (by DAMA group)

excellent bolometer for DM (by CRESST)


Embedded in semiconductors (CdTe, CdZnTe) 

interesting for NLDB (by COBRA)


Good intrinsic radiopurity

Phys. Lett. B 800 (2020) 135092 
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INVESTIGATION OF β DECAY OF 113Cd PHYSICAL REVIEW C 76, 064603 (2007)

in a proton-neutron variant of the MQPM as T1/2 = 10.5 ×
1015 yr [30], in substantial agreement with the experimental
values.

As for the shape of the 113Cd spectrum, the following values
for the ai constants were determined in previous works [5,6]:

a1 = (0.765 ± 0.095),

a2 = (0.589 ± 0.177), (5)

a3 = (2.04 ± 0.74),

a1 = (1.01 ± 0.01),

a2 = (1.48 ± 0.05), (6)

a3 = (0.68 ± 0.21).

The experimental results [Eq. (4)] agree with our previous
values [Eq. (6)] except for the a3 parameter. This disagreement
is understandable since a3, being the coefficient at q6, is
important at high values of the neutrino momentum, i.e., at
low electron energies. The energy threshold of 44 keV in the
older experiment [6] was higher than the threshold achieved
in the present measurements (28 keV), and the a3 value
was underestimated. Spectrum shapes obtained in different
experiments are shown in Fig. 8(a), where we account also for
the different experimental Qβ values: 319 [5], 337 [6], and
345 keV in the present study. The distributions are calculated
in accordance with Eqs. (1) and (2) (i.e., without distortion
due to finite energy resolution of a detector) and normalized
to area equal to 1.

0
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FIG. 8. (Color online) Energy spectra of electrons in the 113Cd
β decay: (a) experimental (without distortion due to finite energy
resolution of the detector) and (b) theoretical. All spectra are
normalized to area equal 1. Theoretical shape for the three-fold
forbidden unique β decay ("J "π = 4−) calculated in accordance
with Ref. [28] (curve BJ 1969) practically coincides with the
experimental spectrum obtained in this work for the 113Cd four-fold
forbidden non-unique β decay ("J "π = 4+).

In fact, Eq. (2) for the correction factor of the three-fold
forbidden unique β decay is a simplified version of the more
complex expression [28]:

C(w) = q6 + 7λ2(w)q4p2 + 7λ3(w)q2p4 + λ4(w)p6, (7)

where λi(w) are not constants but different Coulomb func-
tions dependent on energy and calculated in Ref. [28]. The
theoretical shape for 113Cd with correction factor (7) with
λi(w) [28] is shown in Fig. 8(b) (curve BJ 1969). It practically
coincides with the experimental shape obtained in this work.
This is a very interesting fact because Eq. (7) represents the
spectrum for the unique "J"π = 4− transition, while in case
of 113Cd we have non-unique β decay with "J"π = 4+.
Theoretical descriptions of these decays are very different:
the energy spectrum in unique decays is determined by some
energy-dependent function related to only one nuclear matrix
element, while for non-unique decays the description is much
more complex.

We also show in Fig. 8(b) the allowed shape calculated by
means of Eq. (1) for Z = 49 [C(w) = 1]. As noted in Ref. [7]
(where such a curve was referred to as being presented at
the Web Table of Isotopes [31] for 113Cd), it is very different
from the experimentally observed spectrum. The curve MS
2007 is the theoretical spectrum recently calculated in the
pnMQPM approach [30]; it takes into account that the β decay
of 113Cd is non-unique, and that the corresponding correction
factor C(w) has a much more complex expression than Eq. (7).
In fact, it is the sum of polynomials in q and p up to the
eighth degree with coefficients dependent on energy as well
as on 12 different nuclear matrix elements; the latter ones
were calculated in Ref. [29]. While it is not very far from our
measurements, the character bend in this theoretical spectrum
resembles the experimental shape obtained in Ref. [5]. In our
opinion, further investigation of the 113Cd spectrum shape (and
Qβ value) would be desirable.

V. CONCLUSIONS

The low background CdWO4 crystal scintillator with mass
of 0.434 kg was used in the experiment underground at
the LNGS over a 2758 h period to investigate the 113Cd
β decay. The deeper experimental site, the low background
setup, the discrimination capability of the PMT noise and α
events, the larger exposure, the lower level of background,
and the slightly better energy resolution allowed us to improve
previous results obtained in the older experiment with the same
crystal [6]. The number of 113Cd nuclei was determined with
the precise mass spectrometric measurements of cadmium
isotope abundances in the CdWO4 crystal, i.e., with a higher
accuracy than in the previous experiments. The background of
the detector was reconstructed on the basis of a careful analysis
both of the data of the low-background experiment, and of
the ICP-MS measurements of the CdWO4 contamination.
All these improvements have allowed the determination of
the spectral shape of the 113Cd β decay and its half-life
T1/2 = (8.04 ± 0.05) × 1015 yr with a better accuracy than
in other measurements.

064603-9
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neutrino, respectively) up to 8-th degree with coefficients
dependent on different nuclear matrix elements (NME). To
avoid these complex expressions (with NMEs often unknown
or dependent on theory), correction factors for the non-unique
β decays are often approximated by the following formula:

C(w) = 1 + c1/w + c2w + c3w
2

with ci constants.
However, for the β decay of 113Cd, starting from the work

in Ref. [5], another expression is traditionally used for the
correction factor:

C(w) = p6 + 7a1p
4q2 + 7a2p

2q4 + a3q
6, (2)

where q = (Qβ − E)/mec
2 is the momentum of the emitted

neutrino. Such an expression is characteristic of transitions
with "J"π = 4−, i.e. for three-fold forbidden unique β
decays; nevertheless it was successfully used in Refs. [5,6]
for analysis of the 113Cd spectrum.

We also use this dependence by fitting the measured
experimental spectrum in the energy region 28–360 keV (see
Sec. IV A) by convolution of the ideal β shape with the
response function of the detector:

f (E) =
∫ Qβ

0
ρ(E′)R(E,E′)dE′, (3)

where ρ(E′) is given by Eq. (1) with the correction factor C(w)
of Eq. (2), and R(E,E′) is a Gaussian,

R(E,E′) = 1√
2πσ (E′)

exp

(
− (E − E′)2

2σ 2(E′)

)
,

with σ (E) =
√

6.8E/2.3548 established in calibration mea-
surements and relevant in the energy region of interest (see
Sec. II B).

The Fermi function was taken in the form

F (E,Z) = const p2s−2 exp(πη)|'(s + iη)|2,

where s =
√

1 − (αZ)2, η = αZw/p,α = 1/137.036, and
' is the gamma function. This is an approximation not
accounting for finite nuclear size and screening by the atomic
electrons; however, it accurately reproduces a more complex
function which accounts for these effects [28] (with <1%
deviation) for Z = 49 and in the given energy region.

The constants ai and Qβ value were the free parameters of
the fit (with Qβ entering as in the subintegral function ρ(E)
as well being the upper limit of integration). The result of the
fit (χ2/n.d.f. = 191/162 = 1.18) is shown in Fig. 7; the area
under the theoretical curve in the whole energy region gave the
value S = 2 399 050 events, fully consistent with the results
of the previous section (S = 2 403 374 ± 1490).

The obtained values of the ai coefficients are the following:

a1 = (1.016 ± 0.005),

a2 = (1.499 ± 0.016), (4)

a3 = (3.034 ± 0.045).

The Qβ value was determined to be Qβ = [344.9 ±
0.2(stat.) ± 21(syst.)] keV, with the last value representing
the energy resolution (σ ) of the detector at energy 345 keV.
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FIG. 7. (Color online) (a) Fit of the experimental spectrum (with
background subtracted) by the convolution [Eq. (3)] of the ideal
β shape [Eqs. (1) and (2)] with the detector response function. (b)
Kurie plot for 113Cd β decay, not accounting for correction factor
C(w). (c) Kurie plot, accounting for C(w), and its fit by the linear
function.

We have to note here that we were not able to reproduce the
measured spectrum with the accepted value of Qβ = (320 ±
3) keV [2]. If the Qβ parameter in the fit was fixed at the
accepted value, it resulted in the gap between the experimental
spectrum and fitting curve at energies above $250 keV which
was not filled by changing other parameters of fit. We have ob-
served such deviation from the accepted value systematically
in all our measurements with CdWO4 scintillators since 1989
(see, e.g, Refs. [6,12,16]).

Figure 7 shows the Kurie plots not accounting and account-
ing for the correction factor C(w) calculated as

K1(E) =

√
N (E)

pwF (E,Z)
, K2(E) =

√
N (E)

pwF (E,Z)C(w)
,

respectively, where N (E) is the number of events in the
experimental spectrum at the energy E. As seen from the
Fig. 7(c), the Kurie plot with C(w) taken into account can
be perfectly described by a straight line. Its fit in energy
interval 28–300 keV (χ2/n.d.f. = 0.37) gives the endpoint
energy value of Qβ = (343.1 ± 0.6) keV.

C. Comparison with other experiments and theory

The half-life measured in the present experiment, T1/2 =
(8.04 ± 0.05) × 1015 yr, is in agreement with our previous
value [6] as well as with results obtained in other experiments
(see Table I).

Theoretical calculations for the 113Cd half-life were absent
until now. It was calculated only recently in the framework
of the microscopic quasiparticle-phonon model (MQPM) as
T1/2 = 16.9 × 1015 yr [29]. This value was further recalculated
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of low radioactive lead, 1.5 mm of cadmium, and 4–10 cm of
polyethylene/paraffin to reduce the external background. The
shield was contained inside a Plexiglas box, also continuously
flushed by high-purity nitrogen gas.

An event-by-event data acquisition system recorded am-
plitude and arrival time of events. Moreover, the sum of the
signals from the PMTs was also recorded by a 1 GSample/s
8 bit DC270 transient digitizer by Acqiris over a time window
of 100 µs. Taking into account the slow kinetics of the
CdWO4 scintillation decay (≈13 µs), a sampling frequency of
20 MSample/s was used during the experiment.

B. Low background measurements

The experiment was carried out in the underground Gran
Sasso National Laboratories of the INFN at a depth of
3600 m w.e.

First, the data were accumulated over 2554 h in the energy
interval up to ≈1.7 MeV (run 1). Unfortunately, the energy
resolution was rather poor during this run (full width at
half maximum, FWHM = 13.3% for 1461 keV γ line of
40K present in the background spectrum) because of some
degradation of optical contact between the light guide used in
the present experiment and one of the PMTs. Nevertheless,
the data of run 1 were used to estimate the radioactive
contamination of the CdWO4 crystal. Then the experiment
was carried out for 2758 h with the upper energy threshold
≈0.6 MeV to investigate precisely the β spectrum of 113Cd
(run 2).

The energy scale and resolution of the CdWO4 detector
for γ quanta were measured with 22Na, 133Ba, 137Cs, 228Th,
and 241Am sources (see Fig. 2). The energy dependence of the
energy resolution can be fitted by the function FWHMγ (keV)
=

√
6.8(4)Eγ , where Eγ is the energy of γ quanta in keV.

The energy scale was reasonably stable with deviations in the
range of 2–3%.

The energy spectrum accumulated in the low background
setup with the CdWO4 detector during run 2 is presented in
Fig. 3. The counting rate in the spectrum below the energy of
≈380 keV is mainly provided by the β decay of 113Cd.

Because of the features and light response of the used
CdWO4 detector, PMT noise could contribute up to a few
tens keV to the measured energy spectrum (see later). To
estimate the shape of the PMT noise spectrum, a “blank” run
was carried out at the end of the experiment. For this purpose,
the CdWO4 crystal was removed from the used light guide, the
setup was closed, and measurements were carried out under
the same conditions. More than 1 million noise events have
been recorded.

C. Mass spectrometric measurements of the CdWO4 crystal

1. Isotopic abundance of 113Cd

Precise mass spectrometric measurements of the isotopic
abundance of the CdWO4 crystal were performed in the
Department of Applied Physics of Curtin University (Perth,
Australia) to determine the number of 113Cd nuclei in the
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FIG. 2. Energy spectra accumulated by the used CdWO4 detector
with 22Na, 228Th, 241Am (top figure), 133Ba, and 137Cs γ sources
(bottom figure).

crystal. For accurate mass spectrometric analysis, a sample
of the CdWO4 crystal was taken partially into solution and
purified by ion exchange chemistry to successfully extract Cd
from the rest of the material. The sample was then loaded
onto a single Re filament assembly and prepared for mass
spectrometric analysis. The sample was measured by thermal
ionization mass spectrometry using the Daly and the Faraday
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FIG. 3. (Color online) Raw energy spectrum of the CdWO4

scintillator measured over 2758 h in the low background setup is
shown by dots. The energy spectrum, obtained after the PMT noise
rejection and the correction for related efficiency and the subtraction
of the background, is shown by histogram. Inset: Raw spectrum
together with the model of the background and its main components:
β spectra of 87Rb, 113mCd, and 90Sr-90Y, and the contribution
from the external γ quanta from PMTs in these experimental
conditions.
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CdWO4 scintillating crystal

 Q-value = (343.1 ± 0.6) keV [Kurie Plot - tension]

 Half-life = (8.04 ± 0.05)x1014 yr

 Spectral shape with polynomial coefficients

 Detailed comparison with theory
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Fig. 1. Combined data of all detectors compared to the MC background prediction 
for the 113Cd energy range. Considered are the 222Rn, 232Th and 238U decay chains 
as well as 40K with different origins of the primary decays.

of background for the search for 0νββ-decay. In the most re-
cent 0νββ-decay search of COBRA, the background index for the 
116Cd (Q ββ = 2.8 MeV) region of interest (ROI) is quoted as 
2.7 cts/(kg keVyr) [59]. The background in this energy range is 
expected to be dominated by α-decays on the lateral surfaces. 
The α-particles have to pass through the encapsulation lacquer 
of about 20 µm thickness before they can deposit energy in the 
sensitive detector volume. Because of the inhomogeneity of the 
lacquer, the according α-spectrum is strongly deteriorated with-
out a noticeable peak position. Near the 113Cd ROI there are only 
two prominent γ -lines visible in the combined spectrum of all de-
tectors. These lines originate from the decays of 214Pb (351.9 keV) 
and 214Bi (609.3 keV) as short-living 222Rn daughters and corre-
spond to the dominant de-excitation processes. In Dec.’17 there 
was a short period without nitrogen flushing of the inner shield 
of the experiment contributing to the overall radon exposure. Nev-
ertheless, the effect on the spectrum shape is completely negligi-
ble since the γ -lines only produce weak Compton continua. The 
background contribution to the 113Cd region is estimated with a 
Monte Carlo (MC) simulation based on GEANT4 [60] using the 
shielding physics list, which is recommended for low-background 
experiments. The background projection considers the 222Rn decay 
chain within the gas layer of the geometry and near-detector con-
taminants from the 238U and 232Th decay chains as well as 40K. 
Impurities of the primordial radio-nuclides can only contribute 
marginally to the background due to the observed absence of char-
acteristic prompt γ -lines, such as the de-excitation lines of 208Tl 
at 583.2 keV and 2614.5 keV. The signal-to-background ratio can 
be calculated as the integral over the 113Cd ROI, defined by the 
average threshold of Eth = 83.9 keV and the Q -value, for the 
experimental data and MC prediction. This leads to S/B ≈ 46.8, 
which is comparable to former CdWO4 studies and about a factor 
of five better than previous COBRA studies (see Table 1). It should 
be noted that the background composition for the dedicated 113Cd 
run is different compared to the latest 0νββ-decay analysis using 
data of the same setup from Oct.’11 to Sept.’16 [59]. There is no 
indication for the previously observed annihilation line at 511 keV 
or the 40K γ -line at 1460.8 keV. One reason for this is that no 
pulse-shape discrimination cuts are used in the present analysis 
because the efficiency of those is rather poor at low energies. Fur-
thermore, there is no sign for a contribution of the 113mCd β-decay 
(Q β = 585.7 keV, T1/2 = 14.1 yr) as considered in Ref. [41]. Since 
the detectors have been underground at the LNGS since at least 
3.5 years (installation of first detectors in Sept.’11, finalized setup 
since Nov.’13), short-lived cosmogenics affecting the low-energy 
region decayed away.

The ratio of the integrals over the 113Cd ROI and the total 
combined spectrum is 99.84%, indicating again the overwhelming 
dominance of the 113Cd decay for COBRA.

4. Analysis

4.1. Preparation of templates

The measured β-spectra are compared to sets of 113Cd tem-
plate spectra calculated in different nuclear models in dependence 
on gA. The calculations have been carried out for gA ∈ [0.8, 1.3]
in 0.01 steps with an energy binning of about 1 keV. The up-
per bound of this range is motivated by the free value of the 
axial-vector coupling gfreeA = 1.276(4) [61]. In order to compare 
the data for arbitrary gA values in the given range of the orig-
inal templates, so-called splines are used to interpolate the bin 
content between different values of gA for each energy bin. In 
contrast to a conventional parameter fit, no optimization process 
is involved since a spline is uniquely defined as a set of polyno-
mial functions over a range of points (xn, yn), referred to as knots, 
and a set of boundary conditions. Per definition the original tem-
plates forming the knots are contained in the spline. For the spline 
construction, the TSpline3 class of the ROOT [62] software pack-
age is used, which utilizes polynomials of grade three. For the 
comparison with the data, the finite energy resolution and the 
electron detection efficiency have to be taken into account. This 
is done by folding the templates with the detector-specific energy 
resolution and the energy dependent detector response function 
εdet(E). The latter is determined via a MC simulation assuming 
an average xy-dimension of 10.2 mm and a height of 10.0 mm 
to model the cubic CdZnTe crystals. It utilizes mono-energetic 
electrons of starting energies Ei , which are homogeneously dis-
tributed over the complete volume, and comprises 106 electrons 
for Ei ∈ [4, 340] keV in steps of 4 keV. The resulting response ma-
trix also takes into account partial energy loss of the electrons and 
is used to extract εdet(E) in form of a polynomial. The small de-
viations observed for the xy-dimension of individual crystals are 
treated as a systematic uncertainty (see section 4.4). Nevertheless, 
these variations are expected to have a rather small effect since 
the intrinsic detection efficiency εint for such low energies is very 
high. At the Q -value of 113Cd it can be quoted as εint(Q β) = 97.7%
assuming the average crystal size. For lower energies the efficiency 
is continuously increasing.

Ref. [41] used a simplified approach to correct for the efficiency 
of their CdWO4 scintillator setup and introduced an energy inde-
pendent scaling factor of ε = 99.97%. This might affect the spec-
trum shape at low energies.

Finally, each convolved template spectrum is normalized by the 
integral over the accessible energy range depending on the thresh-
old of each individual detector.

4.2. Spectrum shape comparison

As the individual detector thresholds had to be adjusted slightly 
over the run time of the 113Cd data-taking, it is necessary to nor-
malize each energy bin of the experimental spectra with its cor-
responding exposure. The bin width is set to 4 keV, which is a 
compromise between a large number of bins N – beneficial for 
the anticipated χ2 test to compare the spectrum shapes – and the 
assigned bin uncertainties arising from the number of entries per 
bin. The fixed binning requires to remove the lowest bin of each 
spectrum, because Eth is not necessarily a multiple of 4 keV. Ad-
ditionally, as a conservative approach to address that some noise 
contribution might still be leaking into the 113Cd spectra for cer-
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Fig. 2. Comparison of five interpolated, normalized template spectra based on the 
ISM calculations for the 113Cd β-electron distribution and one COBRA single detec-
tor spectrum.

tain periods where the thresholds had to be increased along with a 
potential signal loss due to the DCC efficiency, the analysis thresh-
old is set to Ẽth = Eth + 8 keV. This also increases the average 
threshold Eth to 91.9 keV. Following, the experimental spectra are 
normalized to unity as well.

In contrast to this conservative approach, Ref. [41] used a finer 
binning, while their resolution is at least two times worse. The 
noise influence was corrected using a pulse-shape discrimination 
technique along with the deduced signal efficiency, which was 
estimated from calibration data, but no further threshold was in-
troduced in this study.

Using the experimental values mi of the energy bins i to N
with Poisson uncertainties σi and the corresponding prediction ti
based on the template calculated for a certain gA, the quantity χ2

is derived as

χ2 =
N∑

i=1

(
mi − ti

σi

)2

. (4)

A comparison between one of the single detector measure-
ments and a subset of interpolated 113Cd ISM templates is illus-
trated in Fig. 2. For the same detector the reduced χ2

red(gA) =
χ2(gA)/(N − 1) in the given gA range is shown in Fig. 3 for the 
three nuclear model calculations. This procedure is repeated for 
all 45 independent detector spectra to extract the best match gA
value from the minimum of the χ2

red(gA) curve with a parabola fit 
for each of the models. The uncertainty on every best match gA is 
derived from the minimum χ2 + 1 as 1σ deviation. Additionally, 
the analysis is performed for the combination of the individual 
spectra using average values to convolve the templates. A compi-
lation of all the experimental spectra with the final threshold Ẽth
can be found in the appendix (see Fig. A.7–A.11).

4.3. Results

The resulting distributions of the best match gA values for the 
45 independent measurements and the three nuclear models con-
sidered are shown in Fig. 4. While the ISM and MQPM results are 
tightly distributed around a common mean value, the IBFM-2 dis-
tribution is much wider. This is due to the fact that the latter 
model is less sensitive to gA as can also be seen in the χ2

red(gA)
curve in Fig. 3.

From those single detector results a weighted mean using the 
χ2 + 1 deviation can be constructed to extract an average gA for 

Fig. 3. χ2
red(gA) curve for the spectrum shape comparison of one COBRA single de-

tector spectrum and the interpolated templates provided by the ISM, MQPM and 
IBFM-2. The shape of the χ2

red(gA) curves presented here is representative for the 
complete detector ensemble and the combined spectrum.

Fig. 4. Distribution of the 45 best match gA values for the ISM, MQPM and IBFM-2. 
Additionally, the weighted mean gA ± σ sys as well as the result of the spectrum 
shape comparison for the combined spectrum g̃A ± σ̃sys including the background 
correction are highlighted.

each model. The statistical uncertainty σ stat on gA turns out to be 
negligibly small considering the systematics σ sys as done in sec-
tion 4.4. They are on the order of σ stat ∼ 2 · 10−4 for ISM and 
MQPM and a factor of four higher for IBFM-2, respectively. The 
extracted weighted means including the dominant systematic un-
certainties yield the following results

gA(ISM) = 0.915± 0.007, (5)

gA(MQPM) = 0.911± 0.013, (6)

gA(IBFM-2) = 0.955± 0.022. (7)

These values are in perfect agreement with the results obtained 
for the combined spectrum, where the MC prediction as presented 
in section 3.5 is used to correct for the underlying background (see 
Fig. 4). For the single detector analysis the background model is 
not used explicitly, but it enters as systematic uncertainty as dis-
cussed in the next section.

4.4. Systematic uncertainties

The systematic uncertainties are determined after fixing all in-
put parameters of the spectrum shape analysis. They are eval-
uated separately by modifying one considered parameter within 
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binning, while their resolution is at least two times worse. The 
noise influence was corrected using a pulse-shape discrimination 
technique along with the deduced signal efficiency, which was 
estimated from calibration data, but no further threshold was in-
troduced in this study.

Using the experimental values mi of the energy bins i to N
with Poisson uncertainties σi and the corresponding prediction ti
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45 independent measurements and the three nuclear models con-
sidered are shown in Fig. 4. While the ISM and MQPM results are 
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each model. The statistical uncertainty σ stat on gA turns out to be 
negligibly small considering the systematics σ sys as done in sec-
tion 4.4. They are on the order of σ stat ∼ 2 · 10−4 for ISM and 
MQPM and a factor of four higher for IBFM-2, respectively. The 
extracted weighted means including the dominant systematic un-
certainties yield the following results

gA(ISM) = 0.915± 0.007, (5)

gA(MQPM) = 0.911± 0.013, (6)

gA(IBFM-2) = 0.955± 0.022. (7)

These values are in perfect agreement with the results obtained 
for the combined spectrum, where the MC prediction as presented 
in section 3.5 is used to correct for the underlying background (see 
Fig. 4). For the single detector analysis the background model is 
not used explicitly, but it enters as systematic uncertainty as dis-
cussed in the next section.

4.4. Systematic uncertainties

The systematic uncertainties are determined after fixing all in-
put parameters of the spectrum shape analysis. They are eval-
uated separately by modifying one considered parameter within 
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Fig. 2. Determination of the optimal s-NME values using the gA(s-NME) correlation resulting from the spectrum-shape analysis (color) and the half-life calculations (black). 
Left: ISM. Middle: MQPM. Right: IBFM-2. For the half-life method the uncertainty on the single points arises from the range of values that is compatible with the quoted 
113Cd reference half-life on the 2σ level. Only the data points along the curves for s-NME > 0 are assumed to be of physical relevance.

Table 1
Numerical values of the NMEs driving the spectrum-shape calculations for 113Cd. The l-NME shown in the first column can be evaluated 
directly. For the calculation of the s-NME three different scenarios are presented. In each of the cases, the calculations were tuned to 
reproduce the 113Cd reference half-life. While in the first two s-NME approaches gA needs to be fixed to the values shown in parentheses, 
it remains as a free parameter in the third one. This makes it possible to perform a simultaneous fit of the s-NME and gA.

Model l-NME [fm4] s-NME (gA) [fm3]

VM(0)
440 unadj. CVC best fit

ISM 719.3 0 (1.29) 0.53 (1.20) 1.97 ± 0.21
MQPM 827.1 0.37 (1.32) 0.61 (1.18) 1.85 ± 0.19
IBFM-2 316.8 0 (1.89) 0.23 (1.80) 2.10 ± 0.17

However, its value can be related to the half-life of the 113Cd β-
decay in dependence on gA. By iterating s-NME ∈ [−5.5,+5.5] in 
steps of half a unit, the range of gA values that reproduces the 
experimentally known 113Cd half-life within 2σ of the experimen-
tal uncertainties for a given value of the s-NME can be derived. 
As half-life reference the most precise literature value based on 
a direct measurement T1/2 = (8.04 ± 0.05) × 1015 yr [18] is used, 
whereas a similar value of T1/2 = (8.00 ± 0.26) × 1015 yr [33] has 
been obtained by a previous COBRA study. This first step in the de-
termination of the best fit s-NME results in an elliptic gA(s-NME)
correlation as displayed in Fig. 2 for each of the three nuclear mod-
els.

Secondly, the spectrum-shape comparison is performed for each 
point of the two-dimensional s-NME × gA parameter space using 
the combined data of the single COBRA detectors. This step greatly 
reduces the number of χ2(gA) curve computations and is well-
justified by the conformity of the average results presented in [13]. 
Consequently, each s-NME input value can be associated with a 
best match gA as shown in Fig. 2.

Based on the outcome of the CVC-inspired calculations, result-
ing in small positive s-NME values for each of the nuclear models, 
the parameter space is restricted to s-NME > 0 in the following. 
The intersection of the two gA(s-NME) curves in this range is taken 
as each model’s best fit value of the s-NME. Moreover, the un-
certainty on the extracted effective gA values using the combined 
113Cd data is used to derive an uncertainty on these best fit val-
ues. As a summary, Table 1 provides a numerical comparison of 
the l-NME appearing in Eqn. (4) and the s-NME as obtained in 
the original nuclear structure calculations, as well as for the CVC-
inspired calculation and the derived best fit in combination with 
the spectrum-shape analysis.

It should be noted that for the original and the CVC-inspired 
calculations it is necessary to fix gA to a range where the half-life 
is reproduced within a feasible s-NME range. This restriction leads 
to gA ∼ 1.2 − 1.8. In contrast to that, the novel approach devised 
in the present work allows to fit the s-NME values that reproduce 
the known half-life in combination with an effective gA resulting 

from the spectrum-shape analysis for each of the nuclear models. 
The best fit values of the s-NME VM(0)

431 are reported in Table 1.
A priori, similar values of the s-NME for the three nuclear 

models are not expected. This stems from the fact that the three 
models are quite different in their basic assumptions of simpli-
fying the nuclear many-body problem. The MQPM has a large 
valence (single-particle) space but restricted many-body configura-
tions. The ISM has a very restricted valence space but a complete 
set of many-body configurations. The IBFM-2 has a similarly re-
stricted valence space as the ISM and a similarly restricted many-
body configuration space as the MQPM. In this respect the IBFM-2 
is the most schematic model with a very strong phenomenological 
renormalization of its many parameters. These aspects are reflected 
in the differences between the CVC-determined and fitted values of 
the s-NME for each model: the smallest difference is found for the 
MQPM and the largest for the IBFM-2, and only the MQPM is able 
to produce a non-zero value of the s-NME just from the nuclear-
structure calculation. An improved nuclear model could combine 
the assets of the ISM and MQPM – a large valence space and a 
complete configuration space. Then it is expected that the differ-
ence between the mentioned two s-NME values would be minor.

Finally, each nuclear model’s best fit s-NME enters the cal-
culation of an optimized set of template spectra to address the 
quenching of gA in the full single-detector spectrum-shape analy-
sis following the steps outlined in section 5.2.

5.4. Effective gA values

The distributions of the best match gA values resulting from 
the χ2 test for the 44 independent single detector measurements 
are shown in Fig. 3. In contrast to the ISM and MQPM results, 
which are rather tightly distributed, the IBFM-2 distribution turns 
out to be rather flat. This is due to the fact that the latter model is 
less sensitive to gA as could already be seen in the corresponding 
χ2
red(gA) curve in Fig. 1.
By combining the single detector results into a weighted mean, 

an average gA for each of the three nuclear models can be derived. 

5

A novel approach to simultaneously reproduce the spectral shape and the half-life introducing as 
free parameter the s-NME (small Nuclear Matrix Element).
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4. Sensitivity studies

Once the response function of the primary detector and the veto e�ciency have been modeled,
a study of the sensitivity of the setup to the shape of beta spectra can be evaluated. As an
example we show in Fig. 6 the e↵ect of the global response function (combining SDD response
and the e↵ect of the surrounding veto) on the shape of the electron energy spectrum for the
113Cd.

Figure 6. The e↵ect of the detector response function on the spectral
shape of the 113Cd beta decay spectrum before (blue) and after (orange)
the activation of the veto system. An almost-ideal response results from the
application of the veto.

The shape of the beta spectrum is reconstructed with great accuracy across the full energy
range above the primary SDD energy threshold (5 keV in this simulation), with only a relatively
small loss in e�ciency.

The spectral shape used in this study is obtained from [19]. The simulation can be run
with a number of spectral shapes corresponding to di↵erent values of the gA parameter. Each
simulation is compared to a reference (gA = 1) and the �2 is calculated. By varying the statistics
of the simulated datasets a sensitivity study can be performed, computing the statistics required
to distinguish a given value of gA from the default value at the required confidence level. The
results (together with the results of the same study performed for 99Tc isotope) are shown in
Fig. 7 and Fig. 8.

5. Conclusions

We demonstrated, through Montecarlo simulations based on data-driven detector models, that
an electron spectrometer based on SDDs can be a very powerful tool to determine the shape
of beta decay spectra with Q-values up to hundreds of keV. This promising results, together
with an extensive characterization campaign to increase even further the knowledge of possible
detector systematic e↵ects, are driving the development of a complete instrument to be used to
perform high-precision, high-accuracy studies of the beta decay. The detector system could be

Cd-113 with Silicon Drift Detectors
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Figure 2. Schematic view of the spectrometer structure, with
the main spectrometer, or stack of SDDs, at the core of the
system. The surrounding devices are the ancillary detectors for
vetoing the escaping radiation.

characterization of its features have been carried out[18].

3. Ancillary detectors: veto for escaping energy

In order to clearly separate signal-like events from spurious events based on their topology,
ancillary detectors are required. In order to correctly reconstruct their energy, in fact, electrons
must be completely contained in the main detector, while events where a fraction of the energy
is deposited outside of it must be rejected (see Fig. 3 for examples of fully contained and vetoed
event topologies and Fig. 4 for an example of the e↵ect of the proposed veto on the reconstructed
spectrum of 500 keV electrons).

These events are mainly due to:

• electrons that deposit only a fraction of their energy in the main detector before escaping
its active volume (due to backscattering or non-unitary geometrical e�ciency of the stack);

• Si X-rays produced as a by-product of the primary ionization process that escape from the
SDD;

• Bremsstrahlung photons produced by the deceleration of electrons interacting with the
detector material and escaping from the SDD.

The veto detectors must have high detection e�ciency for photons in the few hundreds of
keV range and a very low threshold (down to 10 keV or less) for both photons and electrons and
provide large angular coverage (requiring minimal passive materials between the SDDs and the
veto detectors). An overview of the required characteristics is reported in Fig. 5. The detectors
that are closer to the source should be able to sustain the highest rate of incoming electrons
while minimizing the back-scattering probability.

A possible configuration of the veto includes high-Z, high density scintillators for the forward
veto and for the part of backwards veto closer to the main detector. LYSO inorganic scintillators
are a promising choice and are being characterised with 5 to 30 keV electron beams in order to

Source ≠ detector

On the surface of an SDD acting as veto

Electrons detected by a second SDD

Active veto for backscattered electrons
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Fig. 1. 50V decay scheme.

lives of Pb isotopes α decay were set [18]. Recently 151Eu
and 148Sm α decays were observed [19,20]. The main ben-
efit for using scintillating bolometers for the investigation
of rare α decays is to have the detector absorber made of
the decay source. In all the previously mentioned measure-
ments the scintillating bolometer detector was made of the
decay source, thus ensuring high detection efficiency at the
level of > 95%. In this work, we used an undoped YVO4

single crystal as bolometer for the feasibility of studying
of 50V β− decay.

We discuss the crystal properties in terms of light yield
and internal radiopurity, as well as its bolometric perfor-
mance in terms of energy resolution and signal amplitude.

2.1 Crystal characteristics

YVO4 is an attractive compound given its large mass
fraction of Vanadium (about 18%). The crystal produc-
tion technology is well-established, conventional Czochral-
ski method, and it is available on the market. Neverthe-
less, only small size crystal are purchasable with volume
around 7 cm3. The crystal has good mechanical properties
and it features a wide transparency range from 400 nm up
to 3µm, for these reasons it is largely employed in laser
applications.

The crystal characterized in this work was purchased
on the market without no specifications on its proper-
ties, other than being undoped. It weighs 22 g and it has
a cylindrical shape of 18mm of diameter and 20mm of
height.

2.2 Detector working principle

A cryogenic particle detector, namely a bolometer, is a
crystal absorber made of a proper material, which is di-
rectly coupled to a suitable thermometer. If a particle tra-
verses the absorber and releases energy, a temperature rise
is induced in the crystal and measured by the thermome-
ter. In order to reduce the temperature fluctuations and to
enhance the signal amplitude, the experimental set-up is
operated at cryogenic temperature so that the heat capac-
ity of the absorber is reduced to the level where a single
particle interaction can induce a sizeable positive temper-
ature variation.

Fig. 2. Detector’s set-up. The YVO4 crystal is surrounded by
VIKUITI-3M reflecting foil, except for its top side which is
faced by a cryogenic Ge Light Detector. Light and heat signals
are both read by means of two thermistors coupled on the ab-
sorbers. The whole structure is housed in a high purity copper
structure. A permanent 55Fe source is mounted facing the LD
for its energy calibration.

When the crystal absorber is also an efficient scintil-
lator at low temperature, then a fraction of the deposited
energy is transformed into a scintillation signal which can
be measured by means of a suitable light detector (LD).
The double heat-light read-out allows for an efficient iden-
tification of the nature of the interacting particle, using
the Light Yield (LY) discrimination1.

Scintillating bolometers are outstanding devices for the
investigation of rare nuclear processes such as the 4-fold
forbidden β− decay of 50V. In fact, they ensures high
detection efficiency —the detector is made of the decay
source— low background —using the double read-out heat
and light— and excellent energy resolution over a wide en-
ergy range —at the level of permille.

2.3 Experimental set-up

A 22 g crystal of YVO4 was enclosed in a high-purity Cu
structure, following the same procedure adopted in [21],
where the crystal is kept in position by means of PTFE
clamps, which act also as heat sink for keeping the crystal
at cryogenic temperature, as shown in fig. 2. The YVO4

absorber is fully surrounded, except for the top face, by
a VIKUITI-3M! reflecting foil, which guarantees an effi-
cient light collection to the LD.

The LD employed for the detection of the scintillation
light produced in the YVO4 crystal is a thin wafer of High-
Purity Germanium operated as auxiliary bolometer in co-
incidence with the main crystal. More details on operation
of LD’s can be found in [22]. Ge-NTD (Neutron Transmu-
tation Doped) thermistors are used as thermal sensors for

1 We define the Light Yield as the ratio between the mea-
sured light, in keV, and the nominal energy of an event, in
MeV.
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Fig. 6. YVO4 alpha energy spectrum after applying all cuts
for event selection for 115 h of effective data taking. The most
relevant peaks are produced by internal radioactive contami-
nations, i.e. natural radioactivity of 232Th and 238/235U.

Table 3. Evaluated internal radioactive contaminations for
the YVO4 crystal from α and γ spectroscopy, with a bolomet-
ric and HP-Ge measurement respectively. Limits evaluated for
40K, 137Cs, 60Co and 88Y have to be considered as of February
2014. These are evaluated at 90% C.L.

Chain Nuclide Activity Activity

[mBq/kg] [mBq/kg]

Bolometer HP-Ge
232Th

232Th 8 ± 1 –
228Ra – < 12
228Th – < 10

238U
238U 1373 ± 2 –
234Th – 1600 ± 400

234mPa – 1200 ± 500
234U 1351 ± 2 –
226Ra 5 ± 1 < 12
210Po 5 ± 1 –

235U
235U 56 ± 5 100 ± 30

147Sm 2.3 ± 0.5 –
40K – < 220

137Cs – < 8.6
60Co – < 22
88Y – < 7.4

ratio 235U/238U of 0.046, while the value obtained from
the measured activity of the crystal is 0.020. This hints
towards a depleted 235U contamination, which seems to be
reasonable according to [33]. In fact Vanadium is mostly
available on the Earth crust in the form of a carnotite min-
eral (K2(UO2)2(VO4)2) in Uranium ores. We may specu-
late that the raw materials used for the crystal production
come from U extraction from rocks, and in particular from
the enrichment process of 235U.

TeO2

Ge - Light Detector

YVO4

Fig. 7. Schematic view of a triple-coincidence detector for the
positive tagging of 50V β/γ decay. Any β decay in the YVO4

crystal can be identified by means of the heat-light read-out.
When the event produced is a β, then a veto window is open,
the acquisition of the external veto bolometer which will help
in identifying the escaping 783 keV γ quantum produced in the
50Cr de-excitation.

The detector shows also a sizeable 147Sm contamina-
tion of 2.3 ± 0.5mBq/kg. This is most probably ascribed
to its chemical affinity with Y.

Furthermore a γ spectrometric analysis of the YVO4

crystal was performed to evaluate the presence of other
radionuclide, which could not be easily investigated with
a bolometric measurement, i.e. β-γ cascades. We would
like to mention that the evaluation on the concentration
of U and Th radionuclides using γ spectroscopy was in
agreement with the one measured by the bolometric mea-
surement.

The measurement was carried out at the STELLA
(SubTerranean Low Level Assay) facility at LNGS. The
YVO4 sample was placed directly on the end-cap of a
ultra-low-background High-Purity Germanium (HP-Ge)
detector. A coaxial p-type Ge detector was used with an
active volume of about 450 cm3, and a relative efficiency of
120%. The detector end-cap is made of a thin Cu window
of 1mm thickness. The detector is surrounded by 25 cm
of low-radioactivity lead, 5 cm of copper, and in the in-
ner part of the set-up by few cm of ancient lead. Finally,
the shielding are housed in an acrylic box continuously
flushed by boil-off N2 gas. The activities of the investi-
gated radionuclides are reported in table 3. These were
evaluated during a measurement time of 208 h.

5 Constraints on the development of a
bolometric detector for 50V β− decay
investigations

The expected signals induced by 50V decay in the YVO4

bolometer are two, as shown in fig. 1. The first one is
due to the electron capture decay and it is expected to
produce a monochromatic line at 1153 keV. On the other
side the β− decay, never observed, would induce a contin-
uum of events which extends up to 1038 keV. The decay
on the 2+ state will consequently de-excite by a prompt
emission, after 8 psec, of a 783 keV γ quantum. Most of the
β/γ natural radioactivity (235/238U and 232Th) induces an
overwhelming background in the region of interest, as it is

Opposite situation wrt Cd113: 
Low natural abundance i.a. =0.250%

Observed only the EC branch

Most stringent limit by HPGe detector measurement

New measurement with HPGe and optimized setup

Attempt with scintillators and cryogenic calorimeters

Q-value Half-life Classification

1038 keV >1.9x1019 yr  6+ → 2+ ΔJΔπ = 4+

Recent developments:

Eur.Phys.J.A 54 (2018) 5, 79 (Bolometers) 
PHYSICAL REVIEW C 99, 045501 (2019) (HPGe)

Sample for HPGe spectrometry
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https://link.springer.com/article/10.1140/epja/i2018-12515-5
https://journals.aps.org/prc/abstract/10.1103/PhysRevC.99.045501


Indium-115
Q-value Half-life Classification

496 keV 4.41x1014 yr  9
2

+
→

1
2

+

ΔJΔπ = 4+

Spectrum shape was measured only in one work: L. Pfeiffer et al., PRC 19 (1979) 1035 

Good experimental situation: 
High natural abundance i.a. = 95.71%

Embedded in crystal as InI, InO, LiInSe2

Good radiopurity levels

Disagreement with previous results 

G.B. Beard et al., PR 122 (1961) 1576 
T1/2 = (6.9±1.5)x1014 yr 

Energy threshold ~50 keV 

New low-background measurements are needed! 
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In-115
LiInSe2 measured as cryogenic calorimeter

Excellent performance but high rate at low energy 3

FIG. 2. LiInSe2 detector events with 3� cut bands, analysis
and trigger thresholds superimposed. The corresponding rise
times were collected in 10 keV energy bins running between
20-450 keV and then each bin of rise times were individually
fit to a Gaussian. The cut band was then defined by inter-
polating between the individual 3� profiles cuts as a function
of energy. Outside of the 20–450 keV energy range, the cut
values were kept constant due to large uncertainties in the
profile fit parameters as a result of non-Gaussian parameter
distributions or low statistics at the low/high energy ranges
respectively.

pulse shape variable profiles across each energy bin. We
also employ a coincidence cut that enforces a single-event
criterion. We require that an event is included in the final
spectrum if it appears on both the LiInSe2 and the LD
detectors within 20 ms and no other events are recorded
on the LiInSe2 detector within a broader 600 ms window.
Over the region of 160–500 keV, we find a cut e�ciency
of (47.6 ± 0.2)%, dominated by the LD single-event cri-
terion. The 160 keV threshold was selected as the lowest
energy where multiple event pile up was well handled by
the autoconvolution background component. The result-
ing events that pass all the above cuts are then compiled
into the input LiInSe2 spectrum as shown in Fig. 3.

To extract gA/gV from the measured LiInSe2 spec-
trum, we follow a procedure similar to [59–62] and de-
compose it into various components: a model-dependent
signal component from the �-decay of 115In which will
depend on gA/gV , an untagged pile-up component, and
other radioactive background contributions. The fit is
implemented using the Bayesian Analysis Toolkit pack-
age [63], which implements a Markov Chain Monte-Carlo
(MCMC) to sample the full joint posterior. We perform
this decomposition on the spectrum in Fig. 3, which has
a binning of 5/30 keV below/above 530 keV respectively
up until the analysis cut-o↵ at 1520 keV. This binning
scheme allows for the fitting of as many broad spec-
tral/peak features as possible present in the experimental
data while maintaining the highest possible statistics per
bin in the region beyond 530 keV. Despite the low trig-
ger threshold of the LiInSe2 crystal, we implement an
analysis threshold of 160 keV to avoid low-energy pile-
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FIG. 3. Spectral fit to the collected LiInSe2 spectrum over
the region 160–1520 keV. Component normalizations and the
115In spectral shape correspond to the best-fit values for
the Interacting Shell Model (ISM) exhibiting a �2 value of
160 with 101 degrees of freedom. Fits to the Microscopic
Quasi-particle-Phonon Model (MQPM) and Interacting Bo-
son Model (IBM) result in similar reconstructions. The bot-
tom panel displays Data/Fit ratios for the reconstruction,
along with 1� (purple), 2� (red) and 3� (yellow) fit cred-
ibility regions. The spectrum is binned by 5 keV up until
530 keV and by 30 keV above 530 keV in order to maintain
reasonable statistics per bin above the 115In endpoint.

up events which are di�cult to separate in time and can
distort the spectrum.
To implement the MCMC, we define our binned likeli-

hood as:

L =
Y

i

Pois

0

@ki;
X

j

aj�ij

1

A , (1)

enumerating bins by i and fitted components by j. Here,
ki is the number of observed counts within a given bin,
�ij is the normalized density of the jth component within
the ith bin, and aj are the fitted normalizations for the
di↵erent components. The densities � corresponding to
115In are gA/gV -dependent.
A numerical calculations for the structure of 115In are

performed using ISM [64–66], IBM [67] and MQPM [68].
The resulting �-decay spectrum is generated as a func-
tion of energy for each of these structural models taking
gA/gV as an input. We generate a library of 200 discrete
�-decay spectra for gA/gV uniformly spaced across the
range 0.6 < gA/gV < 1.3 and then perform an interpo-
lation for the spectral shape for gA/gV values not in our
library. Each 115In spectrum is then convolved with an
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In-115 by ACCESS
Indium Iodine (InI) crystal measured as cryogenic calorimeter

Excellent performance


Threshold ~7 keV 

3.1 keV FWHM at 60 keV 

Half-life = 4.77x1014 yr

ACCESS Preliminary

ACCESS Preliminary

21https://sites.google.com/gssi.it/access

Eur.Phys.J.Plus 138 (2023) 5, 445

https://sites.google.com/gssi.it/access
https://link.springer.com/article/10.1140/epjp/s13360-023-03946-x


MetroBeta project => 99Tc, 151Sm (and others) 
electrodeposited on silver foils or dropped on gold foils 
than used as an absorber coupled to a MMC (Metallic 
Magnetic Calorimeter)


BetaShape code => used to reproduce the spectra


Artificial Isotopes

App. Rad. Iso.185 (2022) 110237 
App. Rad. Iso. 153 (2019) 108830 

http://www.lnhb.fr/rd-activities/spectrum-processing-software/
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simulate the contaminants in different positions of the
cryostat and its shields; (ii) we remove the sources resulting
with an activity compatible with zero; (iii)we include the
90Sr=90Y contamination of ZnSe in the source list; (iv) we
use a fixed step binning for the M1β=γ spectrum
(15–50 keV); (v) we vary the threshold of the M1β=γ

spectrum (300, 400, 500, 600, 800, 900, 1000 keV); (vi) we
do not apply the α identification, thus fitting a unique M1

spectrum from 700 keV to 8 MeV; (vii) we do not apply the
energy scale correction; (viii) we use non-negative uniform
priors for all the sources.
For each class of systematic effect, we quote the

corresponding uncertainty as the maximum variation of
the 2νββ activity with respect to the reference value. We
also verified that the 2νββ activity evaluation is stable when
fitting subsets of data. Particularly, by dividing the data in
two halves corresponding to the first and second part of
data taking, or selecting different group of detectors, we
obtain results fully compatible from the statistical point of
view. We evaluate the combined systematic uncertainty
of the fit adding in quadrature all the uncertainties listed
in Table I. Finally, we include the uncertainties on the

theoretical description of the 2νββ decay (1.0% [37]),
efficiency calculation and 82Se nuclei, added in quadrature.
To investigate the compatibility of the two models with

the data, we compare the experimental counts (Nexp) in the
range between 2 and 3 MeV with the ones predicted by
the two models (NX where X ¼ SSD or HSD). We quantify
the accordance between data and model through the
parameter

tX ¼
jNexp − NXjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2exp þ σ2X

q ; ð1Þ

where σexp ¼
ffiffiffiffiffiffiffiffiffi
Nexp

p
, and σX is the statistical uncertainty of

the counts predicted by the model.
In the different fits performed to quantify the systematic

effect (Table I), tHSD spans from 6.6 to 5.5, while tSSD is
always of the order of 1. The results obtained from the fit
configuration that returns the lowest value for HSD are
reported in Table II. To investigate the sensitivity of the
experiment to reject the HSD hypothesis, we performed a
toy MC simulation in which 106 experiments have been
simulated by generating Poisson distributed experimental
counts in the [2–3] MeV range. For each simulated
experiment, we computed the value of tHSD, taking into
account the statistical and systematic uncertainties of the
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FIG. 2. Energy spectrum of the M1β=γ events collected by
CUPID-0 in 9.95 kg yr of Zn82Se exposure (black dots). Only
three γ lines are clearly visible over the continuum due to 2νββ:
65Zn at 1116 keV, 40K at 1461 keV, and 208Tl at 2615 keV. The
solid red line is the results of the Bayesian fit reconstruction with
the SSD hypothesis for the 2νββ decay. The green line represents
the 2νββ component, simulated assuming that the 2νββ is SSD.
The blue line is the sum of the background sources. In the top
panel, we show the bin-by-bin ratio between counts in the
experimental spectrum and counts in the reconstructed one.
The corresponding uncertainties at 1, 2, 3σ are shown as colored
bands centered at 1.
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FIG. 3. Comparison between theM1β=γ experimental spectrum
(black dots) and the background model resulting from the fit,
assuming the 2νββ is SSD (red line) or HSD (blue line),
alternatively. In the top panel, we show the cumulative χ2 of
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that SSD model provides a much better description of the
experimental data in the energy region above 2 MeV, where
the difference between the models is more prominent.
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Spectral shape of 2νββ decay
Neutrinoless double beta  

decay experiments ➭ huge statistics of 2νββ  ➭ spectral shape studies

Goals: 
2νββ modeling in Nuclear Theory


Single State Dominance vs Closure Approximation

Improved description


distortion due to Beyond Standard Model Physics

CPT violation

ν-Self Interactions

EXO200 (CPTV) Phys.Rev.D 93 (2016) 7, 072001

New physics beyond 2νββ

4

Differential rate for 2νββ: 

dΓ0
dp1dp2d cos θ

∝ (Qββ − T1 − T2)
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Where T1,2 are the two electrons kinetic energies. 

Many bSM processes change the spectral index of 
2νββ: 

❖ The existence of a bosonic neutrinos (n = 6)  

Spectral Index n

❖ The presence of Lorentz-Violating fields interacting with neutrinos (n = 4) 

❖ The existence of majoron emitting 0νββ (n = 1,2,3,7)

From E. Celi PhD Thesis
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Summary
Forbidden beta decays, and in particular their spectral shape, challenge the nuclear models

Nuclear models and computation techniques have evolved a great deal

Renewed experimental efforts ongoing to provide new high-quality data

Mapping the spectral shape of several forbidden beta decays in terms of effective gA 

We could shed light on the nuclear physics behind the phenomenological gA quenching
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