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Why Quantum Computing? 
• Very dense information storage: 

       N qbits store 2N complex amplitudes 
          40-50 qbits store more than largest conventional supercomputers 

• Parallel operations: 
        1 and 2 qbit gates are SU(2) rotations, Pauli operations 
        Well mapped to physical amplitudes (locality,  
        2-3 body operators,…) 
      

• Various mappings (eg. Jordan-Wigner) 
         Hubbard or Heisenberg (lattice spin) models 
         Lattice Field Theories, Nuclear Many-Body, … 

• Have to think a bit differently: 
           Bigger Hilbert space is ok 
           QC Designed for Unitary evolution:  
           Measurements need to be carefully thought out 

• Hardware in early stages but rapidly improving 
                Order 100 qbits (enough) 
                Error or noise ~ 0.1% (needs to improve by 3-4 orders of magnitude) 

exp[−iHt]



What is a Quantum Computer?  
(Theorist’s oversimplified view) 

Set of N qbits: SU(2) spinors in e.g. up-down basis 

• Set up a simple initial simple (unentangled) state: 
      product of SU(2) spinors 

• Ordered set of gates operate on 1-2 qbits at at a time 
     (can be parallel) 

• Unitary Evolution 
• Measurement of some or all qubits 
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probability of measuring the W ancilla qubits in the bi-
nary representation of the integer y 2 [0, 2W � 1] is (see
eg. [46] for more details)
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where F2W (x) is the well-known Fejer kernel from Fourier
analysis (see eg. [47]). The probability distribution P (y)
is a good approximation of SO(!) since this kernel can
be seen as a representation of the delta function with
width �x ⇡ 2�W . Therefore if we require a frequency
resolution �! we will need W = log2 (�H/�!) auxiliary
qubits and a polynomial number of applications of the
time evolution operator to obtain a sample from P (y).

As mentioned above, for most Hamiltonians of interest
the energy gap�H scales only polynomially with the size
of the system.

We now need to estimate P (y) from N samples drawn
from it. Since y is a discrete variable an e�cient way of
reconstructing the probability distribution is by produc-
ing an histogram hN (y) from the samples. Using Hoe↵d-
ing’s inequality [48] we find that

Pr (|hN (y)� P (y)| � �)  2e�2N�2 , (15)

which implies in order to obtain a precision � with prob-
ability 1� ✏ we need approximately

N = ln
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independent samples.

FIG. 1. Approximations of the true response function SO(!)
for the model system described by the hamiltonian of Eq. (5)
for di↵erent numbers of the work qubits: W = 6 (blue line),
W = 8 (red line) and W = 12 (green line). The exact re-
sponse is also shown with black dots. The inset shows the
maximum error in the sample estimate of P (y) as a function
of the number of samples.

In Fig. 1 we plot the approximate response P (y) for
the model Hamiltonian Eq. (5) at three di↵erent values
of W (6,8,12). By comparing with the exact result shown
as black dots, we see that for W = 12 the e↵ect of energy
resolution is negligible but already with W = 8 we ob-
tain a rather accurate estimate for SO(!). Even W = 6
reproduces important features of the response, which in
experiments is convoluted with the detector resolution.
The inset shows the convergence of the maximum error

�max = sup
y2[0,...,2W�1]

|hN (y)� P (y)| (17)

as a function of the sample size N . As expected the error
do not scale with the resolution �!. Response functions
relevant for ⌫ and e� scattering are typically smooth at
high energy and hence require small W and short prop-
agation times.
Finally, in order to obtain a negligible bias from the

state preparation we need the parameter � to scale as

� / C

p
�
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for some constant C = O(1). Note that the Hamilto-
nian evolution implemented in Ût has to have an error
✏t  �2kÔk

2 to be negligible (luckily algorithms with
only logarithmic dependence on ✏t are known [36, 43]).
This concludes the proof of the scalings (3) and (4).

II. FINAL STATE MEASUREMENTS

In electron- or neutrino-nuclear scattering experi-
ments [10, 49–62] one would like to infer the probability
P (q,!|~p) that the probe transferred energy-momentum
(q,!) to the nucleus and simultaneously that the final
state includes a nucleon (or neutron or proton) of mo-
mentum (~p). More concretely this amounts to an infer-
ence procedure of the form

P (q,!|~p) = P (~p|q,!)
P (q,!)

P (~p)

= P (~p|q,!)
P (!|q)P (q)

P (~p)

(19)

where P (~p) results from the experimental measure,
P (~p|q,!) is the momentum distribution of the final states
for a process with given (q,!) and P (q|!) ⌘ S(q,!). The
prior probability P (q) depends on the static response of
the nucleus and the characteristic of the probe beam and
can be updated given the other ones by a Bayesian pro-
cedure. The above section explains how to obtain S(q,!)
with a given accuracy and in the following we will show
how to evaluate few-body momentum distributions given
by the final state of the algorithm above. Note that af-
ter measuring the W ancilla qubits of Sec.I B the main
register will be left in a state | f i composed by a lin-
ear superposition of final states corresponding to energy

Linear Response on a Quantum Computer  
A. Roggero & J. Carlson
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the model Hamiltonian Eq. (5) at three di↵erent values
of W (6,8,12). By comparing with the exact result shown
as black dots, we see that for W = 12 the e↵ect of energy
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reproduces important features of the response, which in
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The inset shows the convergence of the maximum error
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Finally, in order to obtain a negligible bias from the
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for some constant C = O(1). Note that the Hamilto-
nian evolution implemented in Ût has to have an error
✏t  �2kÔk

2 to be negligible (luckily algorithms with
only logarithmic dependence on ✏t are known [36, 43]).
This concludes the proof of the scalings (3) and (4).

II. FINAL STATE MEASUREMENTS

In electron- or neutrino-nuclear scattering experi-
ments [10, 49–62] one would like to infer the probability
P (q,!|~p) that the probe transferred energy-momentum
(q,!) to the nucleus and simultaneously that the final
state includes a nucleon (or neutron or proton) of mo-
mentum (~p). More concretely this amounts to an infer-
ence procedure of the form

P (q,!|~p) = P (~p|q,!)
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where P (~p) results from the experimental measure,
P (~p|q,!) is the momentum distribution of the final states
for a process with given (q,!) and P (q|!) ⌘ S(q,!). The
prior probability P (q) depends on the static response of
the nucleus and the characteristic of the probe beam and
can be updated given the other ones by a Bayesian pro-
cedure. The above section explains how to obtain S(q,!)
with a given accuracy and in the following we will show
how to evaluate few-body momentum distributions given
by the final state of the algorithm above. Note that af-
ter measuring the W ancilla qubits of Sec.I B the main
register will be left in a state | f i composed by a lin-
ear superposition of final states corresponding to energy

Prepare Initial State: Variational state, … 
Need Initial state: variational or projection (see below) 

High Energy & smooth response -> limited time evolution is 
sufficient 
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results shown here were obtained for A = 2 ”nucleons”,
M = 312 lattice sites and U/t = �2. These parameters
are chosen to give a bound state considerably smaller
than the lattice.

A. State preparation algorithm

The first problem we have to solve is the preparation
of the state |�Oi given a quantum register initialized in
the ground-state | 0i. Let’s start by adding an ancilla
qubit and defining the unitary operator

Û�
S = e�i�Ô⌦�y =

✓
cos(�Ô) � sin(�Ô)
sin(�Ô) cos(�Ô)

◆
(6)

where the Pauli �y operator acts on the ancilla and the
final matrix representation is on the basis spanned by the
states {|0i, |1i} of the ancilla. Note that this unitary can
be implemented e�ciently with just 2 calls to a controlled
version of the oracle ÛO and additional O(1) one-qubit
gates (see Appendix A for a possible implementation).

By initializing the ancilla register to |1i, applying Û�
S

and measuring the state |0i we have e↵ectively produced

(1⌦|0ih0|) Û�
S | 0i⌦|1i =

|�Oip
h�O|�Oi
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which di↵ers from the wanted state by corrections of or-
der �2. In the expression above we used the shorthand
|�Oi = Ô|�0i.The error in the implementation of the
unitary ÛO needs to be at least of the same order, which
means a simple single Trotter step will su�ce. The state
preparation has a success probability of

Psuccess = P (|0i) = h 0|sin(�Ô)2| 0i

= �2hÔ2
i0 +O

�
�4

�
.

(8)

This approach for the application of a non-unitary
transformation is similar in spirit to earlier work (see eg.
[39, 40]) and it su↵ers from a possibly very low e�ciency
since we may need O(1/�2) trials to succeed. One op-
tion is to perform the algorithm at a few relatively large
values of � and fit a quadratic function to extrapolate
out the error from the final response function. This ap-
proach is however complicated if one is interested also
in properties of the final states. A second approach, al-
ready proposed in [39], is to repeat the application of the
unitary Û�

S until success. This works because cos(�Ô) is
approximately the identity. In order to obtain a success
probability P (|0i) = O(1) we will need O(1/�2) repeti-
tions. In addition, if the inverse Ô†

G of the ground-state
preparation circuit is available then it’s possible to use
Amplitude Amplification [41] to gain a quadratic speedup
over this [42].

Note that by using the normalized state |��
Oi we will

compute the normalized response function Eq. (2). If no
sum-rules are known one can estimate the normalization

constant by estimating the success probability Eq. (8) at
di↵erent values of � and extrapolating.
Since the state preparation through the unitary Û�

S is
only approximate, the parameter � would need to de-
pend on the final target accuracy. As mentioned in the
introduction an alternative scheme that avoids this prob-
lem by removing the error in Eq. (7) can be obtained by
representing the excitation operator Ô as a linear combi-
nation of D unitary matrices

Ô =
DX

k=1

↵kÛk ↵ =
DX

k=1

|↵k| � kÔk (9)

which can be e�ciently implemented employing addi-
tional m = log2(D) ancilla qubits using known tech-
niques [36, 37, 43]. The success probability in this case
is given by

P̄success =
hÔ2

i0

↵2
(10)

which depending on the particular case may be larger
than Eq.(3). The main drawback of this approach is
that Amplitude Amplification is the only process that
can make the algorithm deterministic since upon failure
the output state can in general be very di↵erent from the
starting point.

B. Response Function estimation

We now present our strategy to obtain the response
function trough the standard Phase Estimation Algo-
rithm (PEA) [44]. It is convenient to shift and scale the
original Hamiltonian:

H =
H � E0

�H
) H| ⌫i = �⌫ | ⌫i (11)

so that we map the energy spectrum to �⌫ 2 [0, 1].
By direct calculation we see that the response function

SO(!) obtained from H is related to the original one by

�HSO(!) = SO(!) , (12)

for a scaled frequency ! 2 [0, 1].
Our goal is to estimate SO(!) e�ciently. We do this

by using PEA on an auxiliary register of W qubits with
the evolution operators

Uk = ei2k⇡H ) Uk
| ⌫i = ei2k⇡�⌫ | ⌫i (13)

for k = 0, . . . , 2W � 1. The resulting circuit will have
depth O (Wlog(W ) +Ntmax), where the first term comes
from the inverse Quantum Fourier Transform [45] and
Ntmax is the gate count needed for a time evolution of
tmax = O (2⇡/�!) using the oracle Ût. The resulting

Unitary operator representing the current on the initial state:

Need to evolve for time t with controlled evolution and W auxiliary qbits. 
Probability of measurement of auxiliary qbits

Only a few (~10) extra qubits gives and excellent reproduction of the response 
Resolution improve exponentially with the number of ancillary qubits
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I. METHOD

In the linear regime the response of a system of inter-
acting particles due to a perturbative probe characterized
by the excitation operator Ô can be fully characterized
using the Dynamical Response Function, which can be
expressed as

SO(!) =
X

⌫

|h ⌫ |Ô| 0i|
2�(E⌫ � E0 � !) (1)

where | 0i is the ground-state of the system with energy
E0, | ⌫i are the final states of the reaction with ener-
gies E⌫ and ! is the energy transfer. It is convenient
to rescale the response function so that it’s zero moment
(the integral over frequencies) is 1; this can be achieved
by defining

Sr
O(!) =

X

⌫

|h ⌫ |Ô| 0i|
2

hÔ2i0

�(E⌫ � E0 � !) . (2)

The final normalization can be restored by either us-
ing the knowledge of one of the sum rules or by di-
rect evaluation of the ground state expectation value
hÔ2

i0 ⌘ h 0|Ô2
| 0i. Understanding this, in the follow-

ing we will drop the superscript r.
Our goal is to estimate the dynamical response func-

tion SO(!) with energy resolution �! and a precision
�S with probability 1 � ✏. We will indicate the di↵er-
ence between the largest eigenvalue of Ĥ and the ground
state energy by: �H = Emax�E0. Note that this quan-
tity grows only polynomially with system size for most
Hamiltonians of interest (see discussion below).

In the following we will assume to have access to three
black-box quantum procedures (oracles):

• a unitary ÛG which prepares the ground-state of
the Hamiltonian of interest

• a unitary ÛO which implements time evolution un-
der Ô for a short time � < poly(�S)

• a unitary Ût which implements time evolution un-
der the system Hamiltonian for time t

Even though the oracle ÛG may be impractical to im-
plement for a general Hamiltonian, for most systems of
interest many di↵erent algorithms are available in the
literature ([26–34]) and some have already be tested on
simple nuclear systems [35]. Also, close to optimal strate-
gies to implement the time-evolution operator for sparse
Hamiltonians are known [36, 37] and for Hubbard-type
Hamiltonians (like those derived within lattice-EFT [17])
e�cient implementations of Trotter steps with sub-linear
circuit depth are available [38]. For the common case
where Ô is a one-body operator the latter strategies can
be used to implement ÛO e�ciently.

Our scheme is composed of two quantum circuits

• a state preparation routine requiring O(1) calls to
ÛG and ÛO with a success probability (see Sec. IA)

Psuccess = O

 
�S

hÔ2
i0

kÔk2

!
(3)

k · k is the operator norm;

• a second routine that provides access to SO(!)
which requires W = log2 (�!/�H) auxiliary (an-
cilla) qubits, the application of Ût for a maximum
time tmax = 2⇡/�! and additional O (Wlog(W )))
gates

As we explain in more detail in Sec. I A, for typical
situations where the implementation of ÛG requires con-
siderable e↵ort the success probability of the first routine
can be amplified to O(1) with additional O(1/P 2

success)
calls to the oracle ÛO. An alternative algorithm which
removes the dependence of Psuccess on �S but is more
di�cult to make deterministic is also presented.
This whole circuit needs to be run a number of times

given approximately by

Nrep ⇡ ln

✓
2

✏

◆
1

2�2S
(4)

independent of the target resolution �! which instead
controls the number of operations executed per run.
In summary, for a given choice of the excitation oper-

ator Ô our algorithm can be described by the following
steps:

while iteration number less than Niter do
prepare the ground state using ÛG

run the first quantum algorithm (Sec. IA)
if algorithm succeeds then

we have prepared |�Oi / Ô| 0i

run the second quantum algorithm (Sec. I B)
store result for classical post-processing
if final state information needed then

measure final state (eg. Sec II)
end if

end if
end while

In the next sections we describe in detail the implementa-
tion of the two quantum routines introduced above. We
also present examples obtained by classical simulation of
a simple 2D fermionic system described by the Hubbard
hamiltonian

H = �t
2X

�=1

MX

hi,ji

⇣
c†i,�cj,� + ci,�c

†
j,�

⌘

+ U
MX

i=1

n̂i,"n̂i,# ,

(5)

where hi, ji indicates the nearest-neighbor lattice sites
and n̂i,� = c†i,�ci,� denotes the number operator. The
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exclusive channels involving two nucleons in the final state.
In heavier nuclei, the additional interactions between the pair
and spectator nucleons needed for a more reliable treatment
of these exclusive channels can be approximated by semiclas-
sical event generators.

The approach we propose only requires knowledge of the
ground state, and thus can be used to study heavy nuclei
amenable to auxiliary-field diffusion Monte Carlo (AFDMC)
calculations [22]. Further, since it involves only two active nu-
cleons, it can be improved to include relativistic (kinematical
and dynamical) effects and pion production channels.

The paper is structured as follows. In Secs. II and III we
discuss the role of two-body physics—two-nucleon correla-
tions and currents—in electromagnetic longitudinal and trans-
verse response functions, and in Sec. IV the QMC approach,
based on the imaginary-time formalism, is used to calculate
ab initio these response functions. In Sec. V we introduce the
short-time approximation (STA), which in essence accounts
for the full propagation of nucleon pairs in real rather than
imaginary time. Results in the STA for inclusive scattering
and some exclusive channels, specifically those involving
nucleon pairs in back-to-back kinematics, are given in Secs.
VI and VII, respectively. Final remarks and conclusions are
summarized in Sec. VIII. We relegate to the Appendix details
on the two-body dynamics leading to the observed excess of
strength in the transverse response.

II. NUCLEAR RESPONSE FUNCTIONS

The quasielastic inclusive-scattering cross section of elec-
trons and neutrinos by nuclei is written in terms of elec-
troweak response functions; see Refs. [10,23,24] for the com-
plete expressions. For the electromagnetic case of primary
interest in the present work, there are two response functions,
namely a longitudinal and a transverse one, schematically
given by

Rα (q,ω) =
∑

Mi

∑

f

〈#i|O†
α (q)|# f 〉〈# f |Oα (q)|#i〉

× δ(E f − Ei − ω), (1)

where Oα (q) is the electromagnetic charge (α = L) or current
(α = T ) operator. Here, ω and q are the energy and three-
momentum transferred to the nucleus, |#i〉 and |# f 〉 repre-
sent, respectively, the initial ground state and final continuum
state with energies Ei and E f , and an average over the initial
spin projections Mi of the initial state with spin Ji (indicated
by the overline) is implied.

The response can be equivalently written as the matrix
element of a current-current correlator by replacing the sum
over final states with a real-time propagator, namely

Rα (q,ω) =
∫ ∞

−∞

dt
2π

ei(ω+Ei )t
∑

Mi

〈#i|O†
α (q) e−iHt Oα (q)|#i〉.

(2)
In the equation above, the many-body nuclear Hamiltonian is
taken to consist of single-nucleon kinetic energy terms, and

two- and three-nucleon interactions

H =
∑

i

− h̄2

2m
∇2

i +
∑

i< j

vi j +
∑

i< j<k

Vi jk . (3)

The charge and current operators are also written as sums of
one- and two-nucleon terms (and, in principle, many-nucleon
terms, though they are ignored in the present work),

Oα (q) =
∑

i

O(α)
i (q) +

∑

i< j

O(α)
i j (q) + · · · . (4)

The nucleon and nucleon-to-& transition electromagnetic
form factors entering these charge and current operators
O(α)

i (q) and O(α)
i j (q) use standard parametrizations—dipole

for the proton electric and magnetic and the neutron mag-
netic form factors, and the Galster form for the neutron
electric form factor; see, for example, Ref. [24]—and are
evaluated at the four-momentum transfer Q2

qe = q2 − ω2
qe with

ωqe =
√

q2 + m2 − m, where m is the nucleon mass. Other
parametrizations or calculations of the nucleon form factors,
for example the z expansion [25] or calculations from lattice
gauge theory [26–32], can be easily included. Two-nucleon
terms in both the interactions and currents—collectively in-
dicated by “two-body physics”—are dominated by one-pion-
exchange dynamics.

It is also useful to consider sum rules associated with these
response functions, as they provide an indication of the overall
contribution from two-nucleon currents,

G2
α (Q2

qe) Sα (q) =
∫ ∞

ωel

dω Rα (q,ω)

=
∑

Mi

〈#i|O†
α (q) Oα (q)|#i〉, (5)

where ωel =
√

q2 + m2
i − mi is the threshold for elastic scat-

tering (mi is the rest mass of the initial nucleus). Note that we
calculate the sum rule corresponding to the response of point-
like nucleons, hence the factor G2

α (Q2
qe) denoting the square of

the appropriate combination of nucleon electromagnetic form
factors [12,33] is removed from the sum rule. The definition
above includes the elastic contribution; the inelastic sum rule
is obtained as

Sinel
α (q) = Sα (q) −

∑

Mi

∑

Mi′

|〈#i′ |Oα (q)|#i〉|2

G2
α (Q2

el )
, (6)

where the last term in the equation above is the elastic form
factor and the nucleon form factor combination is now eval-
uated at Q2

el = q2 − ω2
el. Note that for (initial) nuclear states

with Jπ = 0+, such as 4He, there is no elastic contribution
associated with magnetic transitions (namely, for α = T ).

It is not surprising that two-nucleon processes of one-pion
range play an important role in quasielastic scattering at
moderate momentum transfers. The central density of atomic
nuclei is ≈0.16 fm−3, corresponding to a Fermi momentum
kF of ≈1.35 fm−1 or 270 MeV/c. A simple cubic solid at
ρ = 0.16 fm−3 would have a nearest-neighbor distance or
lattice spacing of about 1.9 fm. A liquid will have fluctuations
that produce, on average, smaller nearest-neighbor distances.
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State Preparation on a Quantum Computer 
Goal: Project an Eigenstate w/ Good <H>,<J>,… 

From an initial variational state

Algorithm: 
1. Project on Quantum Numbers 

   Known Eigenspectrum, Zeros exponentially 
       growing number of states with each measurement 
       Increases Gap to Lowest Excitation 

2. Measure ‘Response’ of trial state 
3. Calculate Optimum Times and Phases 
4. Project to Ground State
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Algorithmic Details

In this supplemental material we illustrate further de-
tails of the algorithm. Initially we describe in a bit more
detail the e�ciency and impact of quantum number pro-
jection. In Figure 4 we show the filter function after three
iterations of the Eq. (1) in the main text with times ⇡/4,
⇡/8 and ⇡/16 to produce a filter that eliminates all states
with J  10. In reality, the first J that is not eliminated
by this choice is J = 15.

FIG. 4. Filter function after 3 iterations of Eq. (1) in the
main text to project out J2 = 0 state. The black points in
the figure are the values of J(J+1) we wish to filter out, while
the blue curve is the filter function. The red point represents
the J = 0 state.

For the Heisenberg model above we considered an ini-
tial Neel state with up and down spins on the even and
odd sublattices. We have also considered a very poor ini-
tial trial state that has amplitude 1 in the ground state
and amplitudes randomly chosen between -1 and 1 for
all other states, with the whole state then normalized to
magnitude 1. The initial state has a large hJ2i and a
large energy near the middle of the entire spectrum be-
cause of the random initial state. The maximum possible
J in this system is J = N/2 = 8. To project out all the
J > 0 states requires 4 iterations, the last one would be
su�cient to project out higher J on a bigger lattice.

FIG. 5. Initial state amplitudes for the Heisenberg problem,
those after projection to J = 0, and final amplitudes after en-
ergy projection. The final projected amplitude in the ground
state is near 1 and is not shown.

In Fig. 5 we show the amplitudes of the random initial
state, the state after J2 projection and the state after an
additional energy projection. The J2 projection elimi-
nates the large number of states with hJ2i > 0, and am-
plifies the remaining amplitude because of the unitarity
requirement.

The energy projection after J2 projection is very ef-
fective here. The original gap in this problem is about
0.03, but increases to 0.15 with J2 projection. A similar
number of measurements (7) and total time projection
(t = ⇡/�) is required to isolate the ground state from
this random initial state, though it is not as accurate as
starting from the Neel state. Exponential convergence
with time is retained, however.

To optimize the times and phases, we consider an ini-
tial state with all equal amplitudes, with a finite fraction
of amplitudes at zero energy (in this case 50 out of 1000),
and the remainder distributed with energies from the gap
to one on a grid but randomly displaced within a grid
spacing to avoid artificial correlations. We then define a
target function that is one at zero energy and zero at all
the energies from the gap to one. We then calculate the
impact of the filter function [Eq. (1) in the main text]
for a set of times and phases. We optimize the magni-
tude of these times and phases to produce the smallest
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and the remainder distributed with energies from the gap
to one on a grid but randomly displaced within a grid
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FIG. 2. Comparison of energy projection after J2 projec-
tion for the Heisenberg model. Upper panel is total success
probability versus time and lower panel is energy versus time.
Success of the J2 projection is at approximately 0.11 which
is the t = 0 starting point for overall success.

The plot compares results for total propagation time of
t = ⇡/�. For the constant and Gaussian cases we choose
the number of steps to optimize the energy with a fixed
total propagation time. For the Gaussian case we aver-
age over choices of 7 steps from a normal distribution and
scaled them to a total evolution time of t = ⇡/�. For
the QPF case with times and phases we chose times and
phases assuming a gap of 0.15 and a 5% initial ground
state probability. We find six time and phase measure-
ments gives the optimum minimization, adding further
measurements does not improve the optimization unless
more is known about the initial energy distribution. The
small non-zero phases found slightly reduce the success
probability (see top panel), but increase the accuracy of
the prepared ground state. Similarly we show results
with optimized times ti but zero phases.

A qiskit implementation of the 3 by 3 lattice Heisen-
berg problem uses 83k cnot gates and 106k u3 gates,
producing the filtered ground state with 96.7% fidelity.
For a 4 by 4 problem, the number of gates approximately
doubles for the same total propagation time.

Finally, we have considered the shell model Hamilto-
nian as in previous publications [23, 24], in order to test
QPF for a problem with the complexity of the nuclear
many-body system. This is similar to a lattice model in
that there is a finite single-particle basis, but the inter-
actions generally span the space with only angular mo-
mentum conservation as a symmetry. Core states are
regarded as fully occupied, and the interaction between
active nucleons is phenomenologically adjusted to repro-
duce energy levels in several nuclei. In the current paper,
we show results for 20Ne, i.e., two protons and two neu-
trons active in the sd shell interacting via the “universal

FIG. 3. Absolute error in energy (a) and success probabilities
(b) as a function of time for preparing the ground state for
20Ne in the sd shell model space, starting from the HF solu-
tion. We show constant time (red circles), Gaussian-sampled
times (purple triangles), QPFE (green squares), and QPFE
with optimized times and phases (black diamonds), and with
the same filed symbols the Gaussian-sampled times, QPF and
QPF with optimized times and phases, but after the trial HF
state has been projected on J = 0. Gaussian sampling pro-
duce both positive and negative values, but since the phase is
not important in this case, we plot the running sum of abso-
lute values of times. The exact targeted energy is at zero.

sd” Hamiltonian [25], assuming 16O inert core. This al-
gorithm works well for odd-odd and odd-mass nuclei with
J 6= 0, as shown in the Supplemental Material [22].

In Fig. 3 we compare the improvement in the ground
state energy for times up to t�/⇡ = 2, where � the exact
excitation energy of the first 0+ excited state. We start
from the same state, and apply QPF using the energy
filter only (QPFE), or after we project on the space with
J = 0 components only, see Fig. 3(a). All the conver-
gence patterns are similar, with only the constant time
being significantly slower than the others. The success
probability is the same in all cases, equal to the prob-
ability of finding the targeted state in the trial state.
The main advantage of QPF, which first projects out
states with J > 0 in this case and uses optimized time
steps and phases, is shown with filled diamonds in 3(a).
The success probabilities shown in 3(b) as a function of
time converge to |h 0| (t = 0)i|2. In the case of opti-
mization with non-trivial phases the success probability
dips slightly below |h 0| (t = 0)i|2, but the trade o↵ is
shorter preparation time. The final state can be made
more accurate by iterating with the same times or by
optimizing times and phases for a longer total evolution
time. In either case the state converges exponentially.

The algorithm presented here is very e�cient in terms
of number of auxiliary qubits, total projection time, and
success probability. It can be further optimized given

Time Projection

Time  (same as adiabatic) 

Works for arbitrary 
Quantum numbers, E

∝
π

Δ⋆



Symmetries and scramblers in dense neutrino enviroments

Many-body quantum mechanics of neutrinos 
in regimes where  interactions can be important. 

With huge flux,   interactions can potentially be important!       
We can derive Hamiltonian describing the system 
We have at least a rough idea of some relevant initial conditions 
Can we do time evolution of enough neutrinos to be useful? 
How to approach modeling quantum dynamics?  

ν − ν

ν − ν

Fujibayashi et al (2020) 
νμ

νe
Time
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Many-body quantum mechanics of neutrinos 
   (JC, A. Roggero, Duff Neill, Josh Martin) 

• Simplified Hamiltonian relevant to SN, NS-NS mergers: 
 Integrable vs. non-Integrable Hamiltonians 

• Initial States   
• Equilibration (thermodynamics) from real-time evolution 

‣ Eigenstate Thermalization Hypothesis (ETH) 
‣ Path Integral Representation of Dynamics 

•  Analysis of equilibration/time scales for larger N 
• ‘Classical’ Picture: Neutrinos and Anti-Neutrinos 

Neutrino fluxes during CCS neutronization burst

Neutrino Bulb model 
(Wikipedia)

Hν−ν =
2GFρν

N ∑
i<j

(1 − ̂ki ⋅ ̂kj) σi ⋅ σj



Hamiltonian setup for dense neutrino environment

See Panteleone, Sigl, Raffelt, Bell, Fuller, Balantekin, Sawyer, Friedland, Lunardini, McKellar, Cirigliano,…

H = Hvacuum + HMSW + Hν−ν

Hvacuum = −
δm2

2Ei (−cos(2θ) sin(2θ)
sin(2θ) cos(2θ))

Vacuum Oscillations: neutrinos oscillate between flavors in the vacuum : SU(2) example

II. BACKGROUND PHYSICS

A. Neutrino bulb model

At tPB * 3 s, the inner core of the progenitor star has
settled down into a proto-neutron star with a radius of
about 10 km. In the following !10 s, the nascent neutron
star radiates away its gravitational binding energy as out-
lined above. During this time, neutrinos could deposit
energy into the matter above the neutron star and create a
high-entropy ‘‘hot bubble’’ between the proto-neutron star
surface and the shock. Inside the hot bubble, a quasistatic
and near adiabatic mass outflow, the so-called ‘‘neutrino-
driven wind’’, may be established at this epoch as a result
of neutrino/antineutrino heating [24,25]. To simplify the
numerical calculations of the flavor transformations of
neutrinos and antineutrinos inside the hot bubble, we ap-
proximate the physical and geometric conditions of the
post-shock supernova by a ‘‘neutrino bulb model’’. This
model is characterized by the following assumptions:

(1) The neutron star emits neutrinos uniformly and iso-
tropically from the surface of a sphere (neutrino
sphere) of radius R!; [Note that the neutrino flux
emitted at angle #0 with respect to the normal
direction at the neutrino sphere comes with a geo-
metric factor cos#0. See Eq. (5).]

(2) At any point outside the neutrino sphere, the physi-
cal conditions, such as baryon density nb, tempera-
ture T, etc., depend only on the distance r from this
point to the center of the neutron star;

(3) Neutrinos are emitted from the neutron star surface
in pure flavor eigenstates and with Fermi-Dirac type
energy spectra.

The neutrino bulb model, as illustrated in Fig. 1, has
multifold symmetries. It is clearly spherically symmetric.
This means that one only need study the physical condi-
tions at a series of points along one radial direction, which
we choose to be the z-axis. It is also obvious that the
neutrino flux seen at any given point on the z-axis has a
cylindrical symmetry. As a result, different neutrino beams
possessing the same polar angle with respect to the z-axis
and with the same initial physical properties (flavor, en-
ergy, etc.) should be completely equivalent. In other words,
they will have identical flavor evolution histories. One may
choose this polar angle to be #, the angle between the
direction of the beam and the z-axis. Alternatively, a beam
could be specified by the polar angle ! giving the emission
position of the beam on the neutrino sphere (see Fig. 1). A
third option, which we have found to be most useful in our
numerical calculations, is to label the beam by emission
angle #0. This is defined to be the angle with respect to the
normal direction at the point of emission on the neutrino
sphere (see Fig. 1). This emission angle #0 is an intrinsic
geometric property of the beam, and does not vary along
the neutrino trajectory. Moreover, because of assumptions
1 and 2 in the neutrino bulb model, all the neutrino beams
with the same emission angle #0 and the same initial

physical properties must be equivalent. In simulating the
flavor transformations of neutrinos in the neutrino bulb
model, it is only necessary to follow a group of neutrinos
which are uniquely indexed by their initial flavors, energies
and emission angles.

At any given radius r, all the geometric properties of a
neutrino beam may be calculated using r and #0. For
example, # and ! are related to #0 through the following
identity:

 

sin#
R!

" sin!

l# l0
" sin#0

r
; (1)

where

 l $ r cos#; (2)

and

 l0 $ R! cos#0: (3)

Length l# l0 in Eq. (1) is also the total propagation
distance along the neutrino beam. At a point at radius r,
the neutrino beams are restricted to be within a cone of
half-angle

 #max " arcsin
!
R!
r

"
(4)

(see Fig. 1).
One can integrate flux over all neutrino beams (angles)

and calculate the neutrino number density n! at radius r. In
this paper we use the symbol ! in the general sense,
denoting either a neutrino or an antineutrino. We use !"
( "!") to denote a neutrino (antineutrino) in flavor state ",
and !" ( "!") to denote a neutrino (antineutrino) created at
the neutrino sphere initially in flavor state ". As an ex-
ample, we shall calculate the differential number density
dn!"%q& at radius r: this will have contributions from all !"

 Neutron
Star

P

Rν

Θ z
ϑ

ν

ϑ0

FIG. 1. The geometric picture of the neutrino bulb model. An
arbitrary neutrino beam (solid line) is shown emanating from a
point on the neutrino sphere with polar angle !. This beam
intersects the z-axis at point P with angle #. Because neutrinos
are emitted from the neutrino sphere of radius R!, point P sees
only neutrinos traveling within the cone delimited by the dotted
lines. One of the most important geometric characteristics of a
neutrino beam is its emission angle #0, defined with respect to
the normal direction at the point of emission on the neutrino
sphere (#0 " !' #). All other geometric properties of a neu-
trino beam may be calculated using radius r and #0.

SIMULATION OF COHERENT NONLINEAR NEUTRINO . . . PHYSICAL REVIEW D 74, 105014 (2006)

105014-3

HMSW = ( (2)GFρe 0
0 0)

In matter, forward scattering on ‘ordinary’ matter introduces a potential for electron neutrinos (MSW)



Neutrino-Neutrino interaction  Quantum Spin (here SU(2)) Hamiltonian↔

Hν−ν =
2GFρν

N ∑
i<j

(1 − ̂ki ⋅ ̂kj) σi ⋅ σj

•  represent neutrino directions


•  is neutrino density

• N is total number of neutrinos

•  are Pauli matrices representing neutrino flavor states


Note unusual factor of  because of ‘box’ normalization


               for neutrino single-particle states


 
Spectra proportional to N like standard Hamiltonian 

More neutrinos at fixed density     larger volume


ki, kj
ρν

σi, σj

ρν

N

→



Big mismatch between number of neutrinos we can calculate in a 
quantum many-body approach and real physical system 

Note this is always true ( neutron stars, cold atoms, liquid He,…) 

Take luminosity L ~ 1053 erg/sec and  an average energy E of 10 MeV

at a radius of ~ 50 km gives 


Number of quantum many-body states = 2N


For N= 20 at this density the box length (cubic) is only L ~ 300 fm

 
L                    N

300 fm           20

3000 fm         2000

3 Angstrom   2x1010


More particles is only a partial answer 
Density low compared to degeneracy, can treat as distinguishable spins 
Convert part of dynamics to statistical mechanics (finite T) 

ρν ≈ 6.6 × 10−7fm−3



Neutrino-Neutrino interaction  Quantum Spin (here SU(2)) Hamiltonian↔

Hν−ν =
μ
N ∑

i<j

(1 − ̂ki ⋅ ̂kj) σi ⋅ σj

For conditions described previously μ ≈ 1cm−1

Dynamics rapidly introduces many complex amplitudes  

|Ψ(t)⟩ = exp[−iHt] |Ψ(0)⟩

Initial Condition  (product state): ~A complex amplitudes 

ψ(0) =
N

∏
i=1

χ(i) In general  are determined by sampling  
from an energy, angle  

and flavor dependent distributions 

mappings to quantum computer SU(2) spin ↔ qubit 
Major difficulty on a QC is all to all coupling   :Savage, Roggero, Hall, Illa, …

σi ⋅ σj = 2Pij − 1 Pij  exchanges spins 



Integrability is a key component of the Hamiltonian 
 determined by choice of directions/couplings k 

In all cases considered J2, Jx, Jy and Jz are symmetries 
as they commute with the Hamiltonian

• Integrable :   Many symmetries: eg. all equal couplings 
                                  

          cases solved by Bethe Ansatz  
             (see eg. Somma, NPB, 2005) 

  

H = ∑
i<j

σi ⋅ σj

• Non-Integrable :   Almost all cases 
    Very few symmetries, level repulsion, …  
     
Here we consider random unit vectors in a hemisphere 
    
Only total angular momentum and projections are preserved, 
    along with moments of H (time independent Hamiltonian) 
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quentially order the energy eigenvalues and investigate
the di↵erences between the sequential energies which we
denote s↵ ⌘ (E↵+1 � E↵)/s̄ where s̄ is chosen such that
the average over the energy di↵erences is unity.

Integrable systems are characterized by an extensive
set of (nontrivial) operators which commute with the
Hamiltonian, and these conserved quantities permit sub-
stantial degeneracy in the energy spectrum. When con-
sidering the sequential energy di↵erences for an inte-
grable system, the probability of two sequential energy
eigenvalues having spacing s is a Poisson distribution,
P (s) = e�s. In contrast, non-integrable Hamiltonians
demonstrate repulsion between energy levels, and the
probability distribution for spacing s is, in accordance
with the Wigner surmise, of the form P (s) = ⇡

2 se
�⇡s2/4

for a Gaussian orthogonal ensemble (GOE) [54].
When extracting the distribution of energy di↵erences

from a particular Hamiltonian, an unfolding procedure
must be performed in order to approximately remove the
e↵ect arising from the fact that the Hamiltonian has a
finite density of states which may be sparser in some
energy regions than others [55]. Instead of considering
directly the distribution of level di↵erences si, one can
consider the probability distribution for the ratio of se-
quential level di↵erences, defined as r↵ ⌘

s↵+1

s↵
which is

insensitive to the local density of states. The new proba-
bility distribution, P (r), for the integrable (Poisson) case
is

P (r) =
1

(1 + r)2
. (4)

While for non-integrable (GOE) cases, P (r) is

P (r) ⇡
27

8

r(1 + r)

(1 + r(1 + r))
5
2

. (5)

For the GOE case, the expression in Eq. (5) was derived
as an exact expression for 3 ⇥ 3 random matrices drawn
from a Gaussian orthogonal ensemble. It is in good agree-
ment with numerical studies of larger random matrices,
and the correction derived from fits to numerical distri-
butions extracted from larger random matrices can be
found in [55]. The approximate correction for the large
matrix case is O(10�2) and is not visible on the scale
plotted in Fig. 1.

In Fig. 1 we compare the distribution of ri for the
two Hamiltonians we have discussed. The Hamiltonian,
Ĥ⌫⌫ , implements generic unit magnitude three velocities,
while the axially symmetric (abbreviated “ax”) Hamilto-
nian, Ĥax

⌫⌫ , implements the identical vz,i values as Ĥ⌫⌫ ,
but takes the x and y components of the velocities equal
to zero by construction. As previously mentioned, Ĥax

⌫⌫ is
known to be integrable, and therefore the level-spacings
in its spectrum are expected to obey Poisson-like statis-
tics. For both cases, we use 16 neutrinos in the construc-
tion of the Hilbert space.

We diagonalize Ĥ⌫⌫ and Ĥax
⌫⌫ in the j = 2 subspace and

plot the normalized histogram of ratios of level spacings
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FIG. 1. Extracted statistics (black histogram) for the ratio of
sequential level spacings for the integrable axially symmetric
simplification of H⌫⌫ (right panel) and for the non-integrable
generic parameterization of H⌫⌫ (left) for N = 16 in the j =
2, m = 0 subspace. Overlaid as a red dashed line is the
predicted probability distribution for the ratio of sequential
level spacings for the integrable (Poisson) distribution and the
non-integrable (GOE) distribution.

(r↵). We also compare directly with the expected univer-
sal probability distributions for the integrable and non-
integrable cases. This figure provides evidence that the
generically parameterized Hamiltonian does not have an
extensive set of “hidden” conserved charges correspond-
ing to some hitherto unrecognized symmetry.

To validate that the level spacing statistics in the other
j subspaces behave similarly, we compute the average
r̄↵ with respect to the extracted probability distribution.
The distribution of ratios of level spacings should not
depend on the subspace, so this average value should take
a universal value. For the GOE case, it can be shown that
the value is r̄↵ ⇡ 1.7789 (see table 1 of [55]). However,
for the Poisson case the average diverges as r↵ ! 1, so
for any finite distribution of level spacings the average
can take arbitrary and unbounded values.

TABLE I. Average ratios of consecutive level spacings for Ĥ⌫⌫

and Ĥax
⌫⌫ of 16 neutrinos in the subspaces with j = 0, . . . , 4

and m = 0 which have 1430, 3432, 3640, 2548, and 1260
energy levels, respectively.

j 0 1 2 3 4

r̄(Ĥ⌫⌫) 1.6651 1.7126 1.7512 1.7707 1.8508
r̄(Ĥax

⌫⌫) 3.7211 3.7741 3.8224 3.6091 3.8764

III. ENERGY DEPHASING

The distribution of the ratio of level spacings is in good
agreement with the probability distribution one would
expect if the Hamiltonian under consideration was a ran-
dom matrix drawn from a GOE. The level repulsion re-
sulting from a lack of an extensive set of symmetries im-
plies that energy di↵erences should not be expected to

Non-Integrable 
GOE Integrable

Histograms of ratios of level spacings

Poisson



Initial states assumed to be product states 
Indepence of quantum phases from different source directions 

 |Ψ(t = 0)⟩ = ∏
i=1,N

|χ(i)⟩

|χ(i)⟩ = (α
β) : |α |2 + |β |2 = 1

No quantum phase orientation (coherence) between different neutrinos

Individual spins may be drawn from same classical distributions in flavor versus energy and angle


Can easily calculate expectation value s <H>, <H2>, <J2>, <Jx>, <Jy>, <Jz>

These are all symmetries and hence time independent quantities for a Hamiltonian constant in time



Density of States and Initial State Overlaps with product states 
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plays an important role in the evolution of the system. For
specific initial states near the extremes of the spectra,
phenomena such as dynamical phase transitions may be
present [30]. For this all-to-all Hamiltonian interaction, as
we show below, the full spectrum has a range that is
proportional to N while the width of the energy distribution
of an initial product state is proportional to

ffiffiffiffi
N

p
while the

energy level spacing for a given total J3 is approximately
constant for largeN. The energy level spacing summed over
all J3 is proportional to 1=N. This behavior is also seen in a
typical spin models with short-range interactions. In this
subsection we discuss the moments of the two-beammodel,
but these can be easily computed for more general cases.
We will proceed by calculating the expectation values of

the first two moments, and the third and fourth central
moments, of the initial condition in the spectrum of the
Hamiltonian. The expectation value of the Hamiltonian is

hHi ¼ N
4

"
ΩB⃗ ·

#
n̂A

NA

N
− n̂B

NB

N

$
þ 2n̂A · n̂B

NANB

N2

%
:

ð7Þ

The expectation value of hH2i can be computed by
expanding the terms in the square of the Hamiltonian, and
the surviving terms in the variance arise only from terms
with repeated spin indices; for operator products applied on

different spin components of the state the expectation value
of the product is the same as the product of the expectation
values. In general terms with more repeated spin indices
will produce lower powers of N in the nth central moment
of the Hamiltonian. The variance can be written in the form

ΔH2 ¼ c1N þ c0: ð8Þ

The term c0 has the form

c0 ¼
NANB

4N2
ð1 − ðn̂A · n̂BÞÞ2; ð9Þ

which vanishes when n̂A ¼ n̂B since this state is an
eigenstate of total spin. We also note that it contains no
term proportional to Ω, therefore it stems only from the
ν − ν interaction term in the Hamiltonian. As the one body
term alone cannot generate interparticle correlation effects,
if c0 dominates the variance for some finite value of N, we
expect to be in the regime in which many-body effects will
be significant due to the finite size. It is therefore important
to study the ratio c0=ðc1NÞ as this will control the size of N
where mean-field-like behavior (which works directly in
the N → ∞ limit) can possibly emerge. Critically, if c1
vanishes for some choice of parameters, we expect that
there exists no value of N such that the many-body and
mean field solutions will agree.
Next we find that c1 is a second order polynomial in Ω.

The second order term comes from the square of the one-
body term, the zeroth order from the square of the two-body
term, and the first order from the product of the two. We
write the variance as

c1 ¼ c1;2Ω2 þ c1;1Ωþ c1;0: ð10Þ

For arbitrary initial polarizations we find that the coeffi-
cients are

c1;2 ¼
1

16

"
NA

N
jB⃗ × n̂Aj2 þ

NB

N
jB⃗ × n̂Bj2

%
; ð11Þ

c1;1 ¼
NANB

4N2
B⃗ · ðn̂B − n̂AÞð1þ n̂A · n̂BÞ; ð12Þ

and c1;0 ¼
NANB

4N2
ð1 − ðn̂A · n̂BÞ2Þ: ð13Þ

If c1 is to vanish identically, then it must be the case that
either each of the c1;i coefficients must equal zero inde-
pendently, or Ω must take some special value such that the
Ω polynomial vanishes. The zeros of the c1 polynomial in
Ω are found with a straightforward application of the
quadratic formula, and we find that the discriminant
(c21;1 − 4c1;2c1;0) is always negative for any choice of
polarizations (n̂A=B) or population fraction NA=N. This

FIG. 1. Histogram of the number of energy states of the many-
body Hamiltonian (blue) in the JA ¼ NA=2, JB ¼ NB=2 sub-
space forN ¼ 3600 spins. Energy bins have a width of 10 in units
of μ. The energy distribution corresponds to the choice of energy
asymmetry (Ω) and population fraction for case 2 the bipolar
mode solution as specified in Table I. Also shown are three initial
conditions projected over the energy spectrum (red, pink, and
cyan histograms). The red histogram corresponds to an initial
polarization in energy space which results in bipolar oscillations
in the large N limit (case 2 in Table I). Similarly, the pink
corresponds to an initial polarization which results in collective
precession of the flavor polarization vectors in the large N limit
(case 2 in Table II). Finally, the cyan represents randomly chosen
polarizations for the n̂A=B unit vectors (case 6 in Table III).
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Time dependence of observables and ~statistical observables 
|Ψ(t)⟩ = exp[−iHt] |Ψ(0)⟩

⟨O(t)⟩ = ⟨Ψ(0) |exp[iHt] |O |exp[−iHt] |Ψ(0)⟩

⟨O(t)⟩ = ⟨Ψ(0) |Φi⟩ ⟨Φi |exp[iEit]O exp[−iEjt] |Φj ⟩⟨Φj |Ψ(0)⟩

Expanding in eigenstates |Φi⟩

Integrating over long times from  to  t1 t1 + Δt

Ō =
1
Δt ∫

t1+Δt

t1
⟨O(t)⟩ = ∑

i

|⟨Ψ(0) |Φi⟩ |2 ⟨Φi |O |Φi⟩

Thermal-like property, incoherent sum over eigenstates with positive definite  coefficients
ETH (eigenstate thermalization hypothesis) replace explicit sum with thermal average 

Typically applied with state near micro-canonical ensemble (fixed energy)

Ō =
∑ exp[−β(Ei − μ)]⟨Φi |O |Φi⟩

∑ exp[−β(Ei − μ)]

ETH: Deutsch PRA, 1991; Srednicki PRE, 1994, …..



Calculated Time dependence of  
16 spins; 9 + 7  initially;  

random directions in hemisphere 

⟨σz(i)⟩
↑ ↓
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FIG. 5. Evolution of h�̂3i for neutrino i = 1 compared to
the prediction utilizing the grand-canonical partition function
(black dotted line) at early time. Inset: h�̂3i as a function of
time for every neutrino on the entire considered time domain.

body flavor content with a timescale which appears insen-
sitive to the total number of spins. The equilibration we
observe in flavor content is subsequent to a development
of one-body entanglement on a timescale which is sim-
ilarly insensitive to N . Our numerical observations are
consistent with a time-to-equilibrium which scales simply
as O(µ�1). In Fig. 6 we show the timescales we extracted
for the equilibration of these quantities for a range of sys-
tem sizes. Because our computational method retains all
amplitudes, we are computationally limited in the system
sizes N we can investigate.

For states that are close to polarized product states
in the ~e3 direction, we can argue that the time-scale
to equilibrium cannot scale to zero as N � 1. In ap-
pendix A, we calculate the first two terms in the Taylor
series for the time evolution of h�̂3,i(t)i, and find that
the expectation value for such states the linear term van-
ishes and the quadratic term scales as µ2/N . We ex-
pect such a Taylor series to have a radius of convergence
scaling as µ�1. Noting h�̂3,i(t = 0)i ⇡ ±1, then trun-
cating the series at quadratic order and estimating when
h�̂3,i(t)i ⇡ 2hĴ3i/N ⌧ 1, we would conclude t ⇠

p
N/µ.

However, such a time-scale is outside the expected region
of convergence for our series, making such a conclusion
not self-consistent. We can, though, conclude that t ! 0
as N � 1 is impossible: the smallness of the quadratic
term, and the suppression of higher orders as t ! 0,
would not allow a self-consistent solution to the equilib-
rium condition in arbitrarily small neighborhoods of the
origin. We intend to follow up these observations with
investigations of these timescales both analytically and
with computational methods which may allow substan-

FIG. 6. Times for which: the average time (TS , indicated by
black diamonds) the one-body entropies reach 95% of their
maximum; the Loschmidt echo (TL, black squares) reaches
its first local minima; and the average time (TP3 , indicated
by black circles) the the one-body h�̂3i reaches its first turning
point.

tially larger system sizes, such as tensor network meth-
ods.

C. Path integral description of time evolution and
equilibrium distributions

In the results presented in the previous section, it is
striking that at late times each individual neutrino fla-
vor expectation value is approximately given by h�̂3,ii ⇡

2hĴ3i/N . We observe this approximate flavor isotropy
even when there is substantial correlation between the
initial flavor content and momenta of the neutrinos (as
in the initial split configuration of Fig. 4). This is behav-
ior we have observed across a variety of system sizes, and
initial correlations between flavor and momenta. The to-
tal hĴ3i is of course conserved by the Hamiltonian, but
there is no a priori reason to expect all the spins to reach
the same equilibrium value. To clarify this point and
to define the equilibrium values for general systems of
neutrinos (and both neutrinos and anti-neutrinos), we
consider the time evolution in a path integral approach.

The time-evolved expectation value of an operator ex-
pressed as an expansion of overlaps with the initial state
for a system described by the Gaussian Orthogonal En-
semble produces random phases in the o↵-diagonal ele-
ments that would normally be present in Eq. 6. Rewrit-
ing the expectation value as a sum over product states
of ⌫e and ⌫⌧ spins |ni the amplitude of the state in state

‘Rapid’ Equilibration of all spins 

Time scale discussed later,  
here of order 5-10  

Some small memory of initial state energy

μ

All spins

Spin 1
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M.B. Grand Canonical EMSD

FIG. 4. In the top panel we show the initial condition
(black squares) and the average over the late time oscilla-
tions of h�̂3,ii obtained from the solution to the many-body
Schrödinger equation for each neutrino. The thin black dotted
line indicates the conserved value 2hĴ3i/N . Blue diamonds
are the expectation value predicted from the grand-canonical
partition function fit from the initial condition, while green
circles indicate the energy mixed state distribution (EMSD)
average. The lower panel shows the di↵erence (�h�̂3,ii) be-
tween the exact solution and the partition function fit (blue
diamond) and the numerical solution to the MB Schrödinger
equation and the microcanonical approximation (green cir-
cles). The filled red area represents the RMS deviation of the
oscillations of the exact solution about its mean.

we then evolve the 16 neutrino quantum state by nu-
merically solving the many-body Schrödinger equation.
In the top panel of Fig. 4 we compare the three pre-
dictions for h�̂3,ii for each spin. The red squares repre-
sent the true expectation value time-averaged over the
late time oscillations of the evolved quantum state. The
green circles (blue diamonds) show the expectation value
estimated using the EMSD (grand-canonical) approxima-
tion of Eq. (6) (Eq. (9)). The bottom panel shows the
di↵erence between the late time averaged many-body so-
lution and the two energy diagonal predictions, while the
filled red region indicates the RMS deviation of the time
oscillations of the expectation value of the many-body
solution about its mean (as seen in Fig. 5). We observe
that both of the energy diagonal approximations for the
estimation of h�̂3,ii are fully within the RMS oscillations
of the the many-body solution about its mean, excepting
one outlying point estimated using the grand-canonical
ensemble.

Its important to note that while the interaction is
SU(2) invariant, we choose a particular spin direction
along which to quantize (which is informed by the initial
polarization) and denote it as ~e3. Because Ĥ⌫⌫ com-

mutes with Ĵ+ and Ĵ� their expectation values are also
conserved, but these operators cannot be simultaneously
diagonalized with Ĵ3 and Ĵ2. Therefore no mixed state
which is energy diagonal will be able to accurately pre-
dict their expectation values. For the initial conditions
we consider here, hĴ+i ⇡ hĴ�i ⇡ 0.

B. Approach to equilibrium

In the previous sections we have argued that in the
absence of simplifying symmetries the ⌫ � ⌫ interaction
Hamiltonian in its various symmetry sectors has a level
spacing distribution which is in good agreement with that
of a random Hamiltonian drawn from the GOE. We have
also argued that this implies generic product state initial
conditions should display substantial dephasing in energy
such that one-body expectation values can be computed
from an energy-diagonal distribution. Once dephased,
the one-body expectation values are expected to achieve
an equilibrium value from which they stray only tran-
siently and with small amplitude.

Using the same method for selecting the velocities and
for constructing the initial condition, we consider sys-
tem sizes N 2 [10, 16] and consider a few simple mea-
sures of the speed of the evolution. For each system
size N , we consider the one-body von Neumann entropy
(Si = �Tr(⇢i log2(⇢i))) of each neutrino, and we find the
earliest time for which Si > 0.95. We then take the aver-
age of these times over all the spins, denote this average
large entropy time as TS , and plot it as black diamonds
in Fig. 6.

Next, we note the time dependent behavior Fig. 5 of
P3 ⌘ h�̂3i. After shifting away from the initial value, the
expectation value crosses the thermal prediction before
turning and approaching it again. We observe this behav-
ior across all of the chosen system sizes and for each spin.
We therefore consider, for each system size, the time at
which the value h�̂3i for each spin reaches a turning point
at which its time derivative vanishes. We then average
these turning-point times over all the spins, denote the
average time as TP3 , and plot it as black circles in Fig. 6.

Finally, we consider the Loschmidt echo L(t) =

|h 0|e�iĤ⌫⌫t| 0i|
2 which quantifies the probability of

measuring the time evolved state in the initial configura-
tion. The t = 0 curvature of the Loschmidt echo is given
by the variance of the Hamiltonian, and the earliest time
at which it (the Loschmidt echo) can vanish is bounded
by the quantum speed limit [67]. For chaotic systems,
the Loschmidt echo is expected to saturate to an equi-
librium value which scales inversely proportionally to the
size of the system’s Hilbert space [68], a scaling behavior
that we have verified for Ĥ⌫⌫ . The dynamics of the echo
at intermediate times is an active area of study, but we
investigate the time of the first minima in the echo as a
proxy to the equilibration timescale of the system.

For all of the calculations we have performed, we have
observed an approach to an equilibrium value in the one-

Example: 16 spins; 9 + 7  initially;  
Couplings from random directions within hemisphere 

↑ ↓

• Initial Conditions 
• Red Integration of exact many-body solutions 
• Blue Symbols: ETH  
• Green Symbols: EMSD  
• Dashed line equilibrium value for fixed total J_Z

Time averaged final values well predicted 

by EMSD and ETH


Equilibration of spins to a high degree

Both EGH and EMSD require many-body simulations 
(QMC will work for ETH in some cases)



Path Integral description of time evolution: 
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|ni as a function of time is:

hn| (t)i =
X

↵

e�iE↵t
hn|E↵ihE↵| 0i (10)

where we have taken the initial state | 0i as an arbitrary
state in the |ni basis.

Equivalently, writing the state | (t)i as a sum over the
states |ni

| (t)i =
X

n

An(t)ei�n(t) |ni , (11)

where the An(t) are the magnitudes of the overlaps (real
and positive) and the phases are �n(t) . The magnitudes
and phases are given by:

An(t)ei�n(t) =
X

↵

e�iE↵t
hn|E↵ihE↵| 0i. (12)

The expectation value of �̂3,i averaged over a time win-
dow of size � is:

1

�

Z t+�

t
dth (t)|�̂3,i| (t)i ⇡

X

n,↵

hn| �̂3,i |ni |hn|E↵ihE↵| 0i|
2 (13)

where we have used the fact that �̂3,i is diagonal in the
|ni basis and that the average over non-diagonal energy
eigenstates over time goes to zero. This is a sum over
diagonal matrix elements in the |ni basis, each with a
positive coe�cient, suggesting the time-evolved state can
be written as an incoherent sum of the states |ni.

For an initial state with overlaps with many eigen-
states, the random phases (e�iE↵t) for a Gaussian or-
thogonal ensemble would translate to random phases in
the ⌫e � ⌫⌧ product state basis �n(t). This would not be
true near the ground state where the phases cannot be
random, but initial product states we wish to describe
are not near the ground state of this Hamiltonian. Ran-
dom phases also keep h�̂±,ii = h�̂⌥,ii = 0 for all times
for an initial product state in |ni.

The Hamiltonian can always be divided into diago-
nal (Ĥd

⌫⌫) and o↵-diagonal (Ĥod
⌫⌫ ) pieces, where, in the

|ni basis, the o↵-diagonal pieces are proportional to

(1 � vi · vj)~̂�i · ~̂�j which is simply a weighted permuta-
tion operator exchanging anti-parallel flavor spins i and
j. The full path integral describing the propagation with
exp[�iĤ⌫⌫t] is then a sum over all paths with all-to-all
two-body spin exchanges while the diagonal piece just re-
duces to pure phases, as do two-body exchanges between
parallel spins.

We can write the path integral as a sum over all pow-
ers of Ĥod

⌫⌫ operators. Summing over the number of non-
diagonal operators at random times, with diagonal evo-
lution (pure phases) between the non-diagonal terms, we
can rewrite the time evolution with a path integral as

hn| exp[�iĤ⌫⌫t]| 0i =
X

m

(�i)m

m!

X

ni···nm

Z
dt0 · · · dtmhn| exp[�iĤd

⌫⌫tm]Ĥod
⌫⌫ |nmi

hnm| exp[�iĤd
⌫⌫tm�1]Ĥ

od
⌫⌫ |nm�1i · · · hn1| exp[�iĤd

⌫⌫t1]Ĥ
od
⌫⌫ |n0ihn0| exp[�iĤd

⌫⌫t0| 0i. (14)

Here we can see that Ĥd
⌫⌫ introduces pure phases into

each term of the path integral while the o↵-diagonal
terms Ĥod

⌫⌫ induces transitions from one product state
to another. In this equation the sum of all times ti have
a resultant of t, and we have separated the path integral
into terms with a specific number of insertions (indexed
by m) of the o↵-diagonal operators.

In principle one could sample these paths by their abso-
lute magnitudes as is done in many quantum Monte Carlo
(QMC) approaches, in particular diagrammatic Monte
Carlo [69]. If the initial product state connects to many
basis states and the Ĥd

⌫⌫ introduces random phases, the
final state is an incoherent sum of product states. The
o↵-diagonal terms Ĥod

⌫⌫ induce transitions as a series of
spin swaps between one product state and another. Such
a sampling of swaps conserves the expectation value of
Ĵ±, Ĵ3 and J2 of an initial product state since exchanges
of the original spins have the same expectation values of

total and projected spin as the original state.
All permutations of the original spins can be reached

by a series of two-body swaps. For an initial product
state of many neutrinos, we can easily calculate the ex-
pectation value of hĤk

⌫⌫i for small k. These quantities
must be conserved by the time evolution. If the angu-
lar distributions are similar, as they are deep inside a
proto-neutron star, all product states of permutations of
the initial spins should, when averaged over time, have
equal magnitudes of overlaps A. Each permutation of the
initial product state will have approximately the same
hĤd

⌫⌫i, with a variance inversely proportional to the num-
ber of neutrinos since there are N2 terms in the Hamilto-
nian. Unitarity requires that the average of the squared
absolute magnitudes is inversely proportional to the num-
ber of spins.

More generally the time-averaged magnitudes of the
amplitudes are expected to depend on the hĤd

⌫⌫i of the

Write path integral in up/down spin basis describing time evolution: 
Expand in terms of matrix elements of off-diagonal (exchange) operators 

Basis states 
Permutation of N with  N↑

Time←

↓
Off-diagonal H connects  

states with exchange of two 
Anti-parallel spins 

Propagation is product of phases (solid lines) with insertion of swaps (dashed lines) 
Can approximate resulting state as an incoherent sum over all up-down product states 
Random phase approximation for each line gives incoherent sum 
Magnitudes can be defined to reproduce symmetries 



Exact time integrated complex amplitudes 

ai(t + δt) = exp[−iHd(i)t]ai(t) + (−i)∑
j≠i

aj(t)Hod(i, j)δt

Amplitude in up/down state I at time t + δt

Rotation from diagonal Hamiltonian plus

Displacement from off-diagonal transitions


N(N-1)/2 terms in sum, each of same magnitude as 1st term

Rapidly leads to random phases

Assuming   from random gaussian distribution

Yields gaussian distribution

aj(t)



Snapshot of phases, instantaneous and time-dependence
Phases from snapshot at 10 separated times Time-dependent phases



Time-Averaged magnitudes

10  -1μ
100  -1μ

Magnitudes vs. Hd
Magnitudes vs. state index



Note this is for a system initially spatially homogeneous, 

We are looking at time scales for spin exchange

Not yet any spacial information

Starting with an up-down product spin state


Loschmidt Amplitudes: 

   Any antiparallel spin exchange gives zero zero


        1 ~ c 


       

    


Two-point Correlation function


⟨Ψ(t) |Ψ(0)⟩

t⟨Hod⟩ = c t N(N − 1)
μ
N

t = μ−1/N

< ψ(0) |exp[iHt]σz(i)exp[−iHt]σz(i)ψ(0)⟩ = 1 − βt2 ≈ σz,eq(i)

Time Scales 
(For spin problem)

t ∝ μ−1 N
Larger time scales for bigger systems
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FIG. 5. Evolution of h�̂3i for neutrino i = 1 compared to
the prediction utilizing the grand-canonical partition function
(black dotted line) at early time. Inset: h�̂3i as a function of
time for every neutrino on the entire considered time domain.

body flavor content with a timescale which appears insen-
sitive to the total number of spins. The equilibration we
observe in flavor content is subsequent to a development
of one-body entanglement on a timescale which is sim-
ilarly insensitive to N . Our numerical observations are
consistent with a time-to-equilibrium which scales simply
as O(µ�1). In Fig. 6 we show the timescales we extracted
for the equilibration of these quantities for a range of sys-
tem sizes. Because our computational method retains all
amplitudes, we are computationally limited in the system
sizes N we can investigate.

For states that are close to polarized product states
in the ~e3 direction, we can argue that the time-scale
to equilibrium cannot scale to zero as N � 1. In ap-
pendix A, we calculate the first two terms in the Taylor
series for the time evolution of h�̂3,i(t)i, and find that
the expectation value for such states the linear term van-
ishes and the quadratic term scales as µ2/N . We ex-
pect such a Taylor series to have a radius of convergence
scaling as µ�1. Noting h�̂3,i(t = 0)i ⇡ ±1, then trun-
cating the series at quadratic order and estimating when
h�̂3,i(t)i ⇡ 2hĴ3i/N ⌧ 1, we would conclude t ⇠

p
N/µ.

However, such a time-scale is outside the expected region
of convergence for our series, making such a conclusion
not self-consistent. We can, though, conclude that t ! 0
as N � 1 is impossible: the smallness of the quadratic
term, and the suppression of higher orders as t ! 0,
would not allow a self-consistent solution to the equilib-
rium condition in arbitrarily small neighborhoods of the
origin. We intend to follow up these observations with
investigations of these timescales both analytically and
with computational methods which may allow substan-
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FIG. 6. Times for which: the average time (TS , indicated by
black diamonds) the one-body entropies reach 95% of their
maximum; the Loschmidt echo (TL, black squares) reaches
its first local minima; and the average time (TP3 , indicated
by black circles) the the one-body h�̂3i reaches its first turning
point.

tially larger system sizes, such as tensor network meth-
ods.

C. Path integral description of time evolution and
equilibrium distributions

In the results presented in the previous section, it is
striking that at late times each individual neutrino fla-
vor expectation value is approximately given by h�̂3,ii ⇡

2hĴ3i/N . We observe this approximate flavor isotropy
even when there is substantial correlation between the
initial flavor content and momenta of the neutrinos (as
in the initial split configuration of Fig. 4). This is behav-
ior we have observed across a variety of system sizes, and
initial correlations between flavor and momenta. The to-
tal hĴ3i is of course conserved by the Hamiltonian, but
there is no a priori reason to expect all the spins to reach
the same equilibrium value. To clarify this point and
to define the equilibrium values for general systems of
neutrinos (and both neutrinos and anti-neutrinos), we
consider the time evolution in a path integral approach.

The time-evolved expectation value of an operator ex-
pressed as an expansion of overlaps with the initial state
for a system described by the Gaussian Orthogonal En-
semble produces random phases in the o↵-diagonal ele-
ments that would normally be present in Eq. 6. Rewrit-
ing the expectation value as a sum over product states
of ⌫e and ⌫⌧ spins |ni the amplitude of the state in state



Symmetries and Conserved Quantities

•Path integral representation only allows permutations of original spins with arbitrary complex amplitudes


•Any arbitrary sum of permutations of the original state gives correct   <J2>, <Jx>, <Jy>, <Jz>


•Numerical evidence suggests that for non-integrable H phases are random giving an incoherent sum


•Time averages indicate that the time averaged |amplitudes| are smooth function F(E) of <Hd> 
    Initial expectation values of <Hn> can be  calculated from initial state, to get F(E)

Classical swap network swapping spins can easily be implemented to reach large number of spins



Equilibration of 
Neutrinos and anti-neutrinos 
with multiple flavors 

Total # of neutrinos conserved (1 constraint)

Lepton # conservation for 3 flavors (3 constraints)

Need 6 total


 leads to conservation of product 

of neutrino and anti-neutrino densities


 (2 constraints)


νeν̄e ↔ νμν̄μ

ρeρē = ρμρμ̄ = ρτρτ̄
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FIG. 8. Initial (top) and Final (bottom) equilibrium neutrino
distributions for each flavor in a simple calculation assuming
random phases from the diagonal parts of the Hamiltonian.
The product of the number of electron neutrinos and anti-
neutrinos equilibrates with the other flavors, while the di↵er-
ence is maintained for each flavor.

initial conditions are expected to thermalize in the sense
that one-body expectation values will obtain some equi-
librium value from which they stray only transiently, and
which can be predicted from an energy diagonal grand-
canonical thermal distribution.

Artificial impositions of symmetry can categorically
change the nature of the coherent forward scattering
Hamiltonian. We should only make such simplifying as-
sumptions in the pursuit of understanding if doing so
does not qualitatively change the behavior of the system
we are studying. This work strongly encourages more
careful consideration on how to appropriately take a ther-
modynamic limit in these systems.

The evidence we present here strongly suggests that
late-time one-body expectation values can be obtained a
priori from a thermal partition function. While fully di-
agonalizing the Hamiltonian for large N is prohibitively
expensive, even in the lower dimensional block-decimated
invariant subspaces, Monte Carlo methods may be fea-
sibly implemented to evaluate the partition function at
larger values of N . Such a scheme may provide a method
for feasibly determining the late time one-body flavor ex-
pectation values in the fast oscillation regime without ex-
plicitly solving the many-body Schrödinger equation or
numerically diagonalizing the Hamiltonian.

While the time-independent Hamiltonian and initial
conditions we consider here are quite simple, we do not
expect the neglected e↵ects, including non-forward scat-
tering, spatially resolved initial states or time dependence
in the Hamiltonian, to fundamentally increase the co-
herence in the system. In at least some cases a simple
classical picture of equilibrium, as determined by assum-
ing an evolution to an incoherent sum of product states,
should provide an accurate approximation to one-body
observables. In particular, this path integral picture can
be used to define an intriguing equilibrium distribution
for systems of neutrinos and antineutrinos of multiple
flavors.

Furthermore in the near future quantum computers
may provide an avenue for performing the coherent
time evolution of the quantum many-body system (see
e.g. [71, 72] for recent attempts on current generation
devices), and may be capable of evaluating expectation
values using explicit time evolution for similarly large N ,
which can be compared to statistical partition functions
obtained on either classical or quantum computers. As
such, quantum computers may facilitate comparisons be-
tween these two predictions.

Finally, as the number of spins included increases, the
block-decimated subspaces of the Hamiltonian grow com-
binatorially large which we should expect to drive the
system even closer to the predictions made utilizing the
partition function. While we have provided evidence
which suggests that the equilibration we have observed
here will be obtained when Ĥ⌫⌫ dominates the evolution,
a remaining open question is the precise rate at which
this thermal equilibrium is achieved. We generally ob-
serve equilibration on a timescale which is on the order
of ⇠ 10µ�1, however we have not proven that this will oc-
cur on such short time scales generically. The examples
we have studied do not display su�cient sensitivity to
the system size in the equilibration timescale to make a
clear determination of the relationship. We leave a more
thorough investigation of the approach to equilibrium to
future work.
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FIG. 2. Top panel: evolution of the full energy spectrum
in a narrow window of time for the m = 1 subspace (with
9 |⌫1i states). Bottom panel: The evolution of the spectrum
zoomed into the energy and time range indicated by the white
rectangle in the top panel.

with n 6= N neutrinos in the ⌫e state, we require lin-
ear combinations of states from all J

2 subspaces with
J � |n � N

2 |. Thus the initial condition will be dis-
tributed in a given Jz subspace across a range of initial
energy states. To investigate the dynamics which arise
for this category of initial condition we choose all neutri-
nos with !i > 12 as |⌫⌧ i flavor states.

The time dependent Hamiltonian generically exhibits
avoided level crossings in its energy spectrum at times
for which Hvac ⇠ H⌫⌫ . Transiting these crossings nona-
diabatically will result in evolution of the state in the
spectrum, and there is no a priori reason to believe that
under such conditions an initial product state will remain
approximately a product state. We can explicitly con-
sider the spectrum of the RC Hamiltonian in the m = 1
Jz subspace in Fig. 2. The black lines show the evolution
of the energy eigenvalues as a function of time in this
subspace. We note that the gap between the highest en-
ergy state and the rest of the spectrum is consistent with
the observation that fully polarized initial conditions (as
in the previous section) evolve adiabatically in the high-
est energy state in each invariant subspace. In the top
panel the red line represents the average energy in this
subspace of the example state under consideration, while
the red band about the mean represents the one stan-
dard deviation width of the state in the energy spectrum
of this Jz invariant subspace.

FIG. 3. Evolution of the MB and MF neutrino distributions
relative to the total Hamiltonian spectral width. The black
(red) lines represent the average energy of the MB (MF) sys-
tem, while the grey (red) band represents the one-sigma width
of the distribution in the spectrum.

The white bar centered at t = 100!�1
0 and E = 16.4!0

in the top panel of Fig. 2 is a window in time and energy
in the spectrum which we show in detail in the bottom
panel. This shows the presence of a large number of
avoided level crossings in the time evolution of the spec-
trum. In the absence of an extensive set of conserved
charges for the RC case, we do not expect that these
crossings can be transited adiabatically as was argued
for the UC case in Appendix B of [30].
During the evolution, a necessary but not su�cient

condition for good agreement between one-body opera-
tor expectation values of the MF and MB formalisms is
that both the average energy and the variance of the vac-
uum Hamiltonian be in agreement. We observe, however,
that di↵erences in both the expectation value and the
variance of the total Hamiltonian accumulate between
the MB and MF solutions during the time evolution of
the system which we show in Fig. 3. At each time, we
diagonalize the Hamiltonian and recover the largest and
smallest energy eigenvalues Emax and Emin. We then
calculate the di↵erence between the quantum state’s av-
erage energy and Emin relative to the total width of the
spectrum, i.e.

� =
hHi � Emin

Emax � Emin
. (6)

We similarly compute the standard deviation of H and
normalize it to the total width of the spectrum at each
time in order to get a sense of how many energy states
potentially have overlap with the system. If, during the
evolution, the MB system transits avoided level crossings
in the spectrum nonadiabatically, it is a generic expec-
tation that the variance of the Hamiltonian relative to
the width of the spectrum should increase in time for the
interval over which the spectrum is appreciably dynamic.
This is indeed what is observed in Fig. 3.
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relative to the total Hamiltonian spectral width. The black
(red) lines represent the average energy of the MB (MF) sys-
tem, while the grey (red) band represents the one-sigma width
of the distribution in the spectrum.
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that di↵erences in both the expectation value and the
variance of the total Hamiltonian accumulate between
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diagonalize the Hamiltonian and recover the largest and
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normalize it to the total width of the spectrum at each
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potentially have overlap with the system. If, during the
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tation that the variance of the Hamiltonian relative to
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For both models at late time, the MB solution average
energy has separated from the MF solution which im-
plies a di↵erence in the polarizations of the neutrinos in
both the mass and flavor bases. The width of the state
in the energy spectrum of the vacuum Hamiltonian also
indicates that the mass state distributions must vary be-
tween the MB and MF cases. This is because, in the
µ ! 0 limit relevant to late times, the variance of the
Hamiltonian is

�H
2
vac =

1

4

X

i

!
2
i

⇣
1 � h�(i)

z i2
⌘

+
1

2

X

i<j

!i!j

⇣
h�(i)

z �
(j)
z i � h�(i)

z ih�(j)
z i

⌘
. (7)

Thus the variance is sensitive to both one-body expecta-
tion values and two-body quantum correlations. For the
MF case, the two body term is zero by assumption, and
it also vanishes for a statistically mixed state. We note,

however, that the degree of disagreement for h�(i)
z i is not

directly inferable from the first and second moments of
the vacuum Hamiltonian at late time.

In Fig. 4 we show the late-time ⌫1 measurement prob-
ability in both the MF and MB formalisms with the
two di↵erent choices of couplings. For the UC case (top
panel), the final state shows qualitatively good agree-
ment between the MB and MF formalisms. Furthermore,
we observe and confirm (without plotting) that the one-
body von Neumann entropy is largest at the split location
which was a key result of [28].

In contrast, in the RC case we observe substantial dis-
agreement between the MF and MB predictions for the ⌫1
polarization (bottom panel of Fig. 4). We also observe
a near total loss of coherence between the mass states
in the MB formalism. This is because, when the ini-
tial condition is extended in the spectrum of the Hamil-
tonian and the vacuum oscillation frequencies and two-
body couplings are chosen arbitrarily, phases which con-
tribute to the coherence of trace-reduced partitions of the
many-body system may average to zero in the mass ba-
sis. If this occurs, then few-body RDMs will be approxi-
mately statistically mixed states amenable to description
by a few parameter statistical distribution. This dephas-
ing in the mass basis accompanied by relaxation to an
asymptotic state that can be well described using a sta-
tistical ensemble is typical of chaotic systems undergoing
thermalization [31, 32].

In our setup, the presence of a global conserved charge
hJzi suggests that a natural statistical description of the
subsystems would be a grand canonical ensemble. In the
special case of uniform couplings, the system becomes
integrable and the extensive number of conserved charges
can be accommodated in principle using the Generalized
Gibbs Ensemble [33, 34]. For the RC case the one-body
RDM can be approximated by a Boltzmann distribution
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FIG. 4. The initial and final probabilities P⌫1 of each neu-
trino in the MF approximation and the full MB calculation
with the uniform coupling (upper panel) and random cou-
plings (lower panel), respectively. The dashed curves are for
the statistical mixture states described by Eq. (8). The two
gold asterisks indicate the neutrinos which are included in the
one- and two-body trace distance plots in Fig. 5.

of the form

⇢i(�, µ) =
e
�!i/2+µ|⌫1ih⌫1| + e

��!i/2�µ|⌫2ih⌫2|
2 cosh(�!i/2 + µ)

, (8)

where the chemical potential µ and temperature ��1 are
constrained by fixing the total average h�zi and the av-
erage energy hHvaci at late times. The ⌫1 probability
for the statistical mixture state is shown with a dashed
green line in both panels of Fig. 4. For the integrable
model (UC) the presence of an extensive set of conserved
charges prevents dephasing in the mass basis and the pre-
dictions obtained from Eq. (8) deviate significantly from
the correct (MB) results. On the other hand, for the RC
model the MB results are successfully captured by the
statistical ansatz.
To quantify the di↵erences between the statistical mix-

ture state, the MF state, and the true evolution of
the MB state, we show in Fig. 5 the trace distance

T (⇢, ⇢0) = 1
2Tr

⇣p
(⇢ � ⇢0)†(⇢ � ⇢0)

⌘
between the RDMs

for two representative neutrinos at both the one- and
two-body level. The trace distance T (⇢, ⇢0) characterizes
the maximum observed deviation for general observables
measured in either state. As can be seen from these re-
sults, at late times for the RC system the one and two-
body RDMs can be approximated with a good accuracy
by fitting Eq. (8) to the late time average energy and Jz

polarization of the true MB state. The same does not
hold in the UC case possibly due to integrability pre-
venting dephasing and relaxation to such state. The red

Time-dependent H: MF vs Many-Body
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