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Tier 1 Computing Usage 2010
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New INFN Experiments that need 
Grid Computing

INFN provides computing not only for LHC and it will do in 
the future for experiments:
- Nuclear Physics: PANDA, AGATA
- Particle Physics without accelerators: AMS
- Particle Physics with accelerators: NA62, SuperB

I did my best to collect as many information as possible, if
I  miss something, my apologies. 
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Nuclear Physics Experiments: PANDA
antiProton ANnihilations at DArmstadt

Study strong interaction at  
FAIR, the Facility for Anti-
proton and Ion Research,  
laboratory of Darmstadt. 
Data taking in 2016.

Detector:
-Target spectrometer
-Forward spectrometer 
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Software infrastructure, PANDAroot, based on
FAIRroot

FAIRroot:
-inherit ROOT and
 MC functionalities
- used for detector 
  simulation and 
  offline analysis

Monitor tool based 
on MonALISA

PANDA Code Infrastructure

PANDAroot
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PANDA Computing Model
PANDAroot runs on several platforms  GRID →

Currently expanding AliEN2 GRID network in collaboration 
with Alice 
Complete simulation and analysis chain tested successfully on 
GRID, 10 sites at the moment, we can expect request in Italy.
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Nuclear Physics Experiments: AGATA

Data analysis consists:
Pulse Shape Analysis
to find gamma position
in each detector

Real time analysis on 
Legnaro farm
Data saved at CNAF and
Lyon and accessed by
users for analysis

A 4π gamma spectrometer of Ge detectors to study nuclear 
structure.
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AGATA Data Flow 

Dino 
Bazzacco
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AGATA Data Distribution

Additional tests in progress
Discussion on whether use Grid 

Dino Bazzacco
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Particle Physics experiments w/o 
accelerator: AMS-02 

The Alpha Magnetic Spectrometer is a state-of-the-art 
particle physics detector designed to operate as an external
module on the International Space Station for >10 yrs.
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AMS-02
AMS conceived to search for primordial anti-matter 
(antinuclei), indirect signal of dark matter (positrons, anti-
protons, gammas) and precision measurements of cosmic 
radiations. 
 Detector integration ended in Jul.2010
 Current activities : integration with the shuttle/ISS HW 
interfaces and end-to-end tests to verify shuttle/ISS 
data/electrical interfaces
Expected launch date April 19,2011STS134 shuttle flight.

Italy in AMS-02: 25% of the international collaboration 
co-piship, responsibility of 4 (TRACKER, TOF, ECAL, RICH) 
out of 6  sub-detectors (ACC,TRD) 
AMS-02 Italy & Computing : CNAF as regional center 

Bruna Bertucci
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to be tested
before the flight

AMS SCIENCE DATA DATA FLOW   

CERN, CH-FR

AMS SOC 
Science Operations  centre

Regional Centres

Ciemat, Lyon, NLAA, SEU
CNAF 

6 mbits/s 
≈ 20 TB/year of RAW DATA 

≈ 60 TB/year reconstructed DATA Bruna Bertucci

Payload Operation 
Control Center

Ground Support Computer
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AMS-SOC @ CERN

1)Raw data reconstruction (and future Re-processings)
2)Science Data Quality Monitor
3)Data Analysis
4)MC production

Regional Centers

1)MC production
2)Data Analysis
3)  Support in Re-processings

at CNAF : also MASTER COPY of RAW Data 

Bruna Bertucci
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15

Science Operations Center
Current Status : Farm in B892 @ CERN
-  ~100 Intel 2GHz cores;
- ~300 TB of disk arrays;
- Direct data access protocols (~1GByte/s);
Sufficient capacity to process AMS data for the first 6 
months of operations
 Reduced capacity for analysis
 No capacity for MC production after launch

Significant upgrade foreseen in 06/2011: SOC in CERN 
computing centre. 
1000 Intel 2GHz cores 
1PB of disk arrays
Ongoing work on test-bench to integrate production in the new 

environment.

Bruna Bertucci
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DATA FLOW @CNAF

CNAF

SOC @ CERN 

Data Transfer Facility @ CERN

BoBo MiMi PgPg PiPi RmRm

Data transfer monitoring

MC & DATA downloading MC & DATA downloading 

TRANSFER MONITORINGTRANSFER MONITORING

MC uploadingMC uploading

MC
 handling

Obiettivi di AMS@CNAF:    Copia integrale dei dati RAW (MASTER COPY)
                                            Copia integrale dei dati ricostruiti / MC
                                            Analysis facility

 Produzione MC  

Bruna Bertucci
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Activities at CNAF started in 2003:
- few resources : mainly for MC production and to be prepared to operate in 

the CNAF environment

 Data transfer : ok – tested
 Storage : ok

      Raw data copy : 50 TB of tape allocated and infrastructure tested.

      Reconstructed data : 93 TB disk allocated for 2011, infrastructure tested

CPU: 432 HS06 allocated for 2011 
  Environment : ok , AMS-SW running.
 queues and their priorities to be optimized

 more resources needed (? most probably): depending on the SOC 
functionality  and availability of  NLAA / SEU regional centers for MC 
production.

 

Current Status @CNAF
Bruna Bertucci
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Particle Physics experiments with 
accelerator: SuperB

➢ B-factories improved  Standard Model testing:
   high precision determination of Cabibbo-Kobayashi-Maskawa
➢ Further constrains on Standard Model in this sector need
    factor 50-100 more data respect to B-factories (50-75 ab-1)
➢ This can be achieved with a very high luminosity machine:
      L≥ 1036cm-2s-1  energy E= (4s)-(5s)

➢Two machines:
➢SuperKEKB in Japan, no Italian collaborations
➢SuperB in Italy
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SuperKEKB schedule 
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SuperB accelerator schedule

Search site committee formed



Feb 17, 2011 Donatella Lucchesi 21

SuperB Computing: data model
Computing Model in preparation, information from 
                                                   arXiv:1007.4241v1 [physics.ins-det] Data format:
1. Raw data 
2. Full reconstructed data
3. Mini recons. data: compact form with noise suppression
4. Micro recons. data: only information useful for analysis

Computing resources needed 

For comparison CMS in 2011:
550 Kheps-Spec06  
112 PB
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SuperB: Site Usage
Big effort on simulation: 
➢Fast simulation: simplified detector models and parametric 
   resolution function
➢ Full simulation: detailed detector simulation based 
    on GEANT4 

Luca Tomassetti
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SuperB: distributed production
Simulation production work-flow

1. input file to remote SE
    Distribution
2. job submission via GANGA
3. output stage out to CNAF
    repository
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SuperB: Toward the Computing Model

List from Fabrizio Bianchi superB workshop  Caltech

- Efficient use of multi-core architectures
- Distributed storage
- Job management
- Metadata management
- Event store
- Framework
- Digitization code
- Reconstruction code

Computing funding is part of the project funding
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 Data

Measurement of the very rare K+-> π+νν decay (~10-11) to 
determine with 10% precision |V

td
| 

Data format:
Raw data: from detector
Calib data: calibration
Reco data: output of reconstruction
Thin data: skimmed events
Super-thin data: more skimmed
Meta data: Conf (run configuration)
                  Cond (run condition)

   Cost (calibration)
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NA62 3 
LV-0 106

LV-1 105

LV-2 104? 
5x104 new tape

2.2x105
5 
(without LKr)

220 (103 ?)

P. Valente

Reduced zero
suppression
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 NA62 Computing Model

P. Valente
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Computing Model: Answer No 1 

P. Valente
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 Computing Model: Answer No 2 

P. Valente
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 Computing Model: Answer No 3 

P. Valente
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 Computing Model: Answer No 4 

P. Valente
Italy plays a big role in 
construction, it should do it also in analysis
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 Summary 
Several new experiments of nuclear physics, astro-particle
physics and particle physics have a computing model  
compliant with the Italian infrastructure, some of them
will have  GRID-based infrastructure, others will use the 
resources in a simplified way. 
All of them will need support for computing.

Dino Bazzacco,  Bruna Bertucci,  
Fabrizio Bianchi, Giuseppe Cardella
Paola Gianotti, Patrizia Rossi,
Paolo Valente
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BACKUP 
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Nuclear Physics: New Experiments

New activities at JLAB: upgrade computing facility at the
Laboratory,  everything done on local farm.

Proposed a new experiment:
FARCOS: Femtoscope ARray for COrrelation  and Spettroscopy

Computing model to be done, probably they will use local farm
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SuperKEKB
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SuperKEKB
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SuperB Detector schedule
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