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Outlook

• Data Management activity report from experiments
• Experiments global activities 
• INFN related contribution

• CNAF experience with data management in last year 
of data taking



Overall status of experiment’s data 
management

• Generally speaking data management/access is able to 
cope with the amount of data available at the moment

• Still few open issues: 
• Tape
• Disk usage
• number of accesses per dataset

• Job queue time, site load, etc
• human effort

• Tier3, Tier2 deletion requests
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Dynamic Data Placement
• Problems with pre-placement strategy of early LHC data: 

– Big fraction of data is not used
– Suboptimal usage of network and storage resources: Uninteresting data is preplaced equally to 

the interesting data
• Evolution: PanDA Dynamic Data Placement PD2P

– Data is only preplaced at T1s
– Trigger secondary replication to T2s for used data
– Replication is based on decisions taken by the workload management system. It is not based on 

DDM Popularity 
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1. Data is preplaced at T1s only
2. User submits analysis jobs on a particular dataset
3. PanDA runs analysis jobs in the T1 initially and simultaneously triggers additional 

replication requests to a  T2
– Consideration: PanDA server is centralized
– T2 selection is based on free space, queue depth, past performance…
4. Once the dataset has been replicated to the T2, pending jobs at the T1 can be re-

brokered
5. If the dataset is considered very hot the dataset can be replicated further
– based on the backlog of jobs
6. Cleanup of unused datasets done by Victor (see following slides)
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Automatic site cleaning: Victor

• Fully automated system for cleaning that replaces laborious 
(occasionally error prone) manual work

• Reduction of secondary replicas only
– Downgrading primary to secondary is a decision done by the physics coordination
– In case of disaster data can be re-replicated again (but no disasters have happened so far!!!)

• Running on centrally managed spacetokens
• Allows ATLAS to fully use the deployed storage space
• Built on top of existing DDM components: DDM Storage 

Accounting, DDM Popularity and Centralized Deletion Service
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Atlas Data evolution
•Direct I/O from the storage 
•Remote (WAN) reading (see CMS xrootd activity)
•Broke cloud boundaries => “big tier2” (in italy: napoli e roma)

•Custodial => Tape
•Primary => “Master” copy on disk (not to be deleted)
•Secondary => “Cache” copy on disk (could be deleted)
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CMS performance test - 2011
• New CMS test, new framework, and new configurations: 

• Preparing the new tests to be reported to HEPIX meeting 
in may 2011

• Server:
• Lustre 2.0: 

• 3 RAID5 FS. Stripe-unit size: 128 KB. 5 Data disk each
• Xrootd 3.0.0:

• 13x1TB single disks. EXT3 FS
• hadoop-0.20.2 (from http://newman.ultralight.org/) 

• 13x1TB single disks. EXT3 FS

• Clients: 
• SLC5.4 kernel 2.6.18-194.11.3
• Fuse: fuse-libs-2.7.4-8
• FUSE mount on the client (rdbuffer=32768)

http://newman.ultralight.org/repos/
http://newman.ultralight.org/repos/


Optimising the Single job
• “Hadoop opt”=> rdbuffer=32768
• The CMSSW (cacheHint,readHint,cacheSize) tuning parameters are 

always used and tested until the best result is found
• “blockdev --setra” on each drive, was tuned in order to find the best 

solution
• Lustre is not reported in the plot, but it was 83% of CPU efficiency
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• It is possible to 
obtain the 
same 
performance 
with up to 4-5 
concurrent 
job per single 
native disk 



Performance Tests

• up to 116 concurrent jobs
• production farm used to run the jobs
• Each file on the server is used only by a single job 

• There is no “concurrency” on each file
• A single disk server: 

• 10Gbit/s network card
• deep network testing to assure there are no network 

bottleneck 
• >400MB/s measured disk-to-network bandwidth 



Performance test: hadoop vs xrootd

• Running 56 concurrent cms analysis jobs
• Using 6 disks for xrootd
• Using 13 disks on hadoop installation

• Reading data using “fuse optimized“
• Single server: no “block replica”
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• We have observed huge load on 
the server while running “hadoop 
test”

• tuning “blockdev setra” did not 
improve the situation

• increasing the memory for java 
produced only small 
improvements
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Performance tests: lustre vs xrootd
• Running 116 concurrent cms analysis 

jobs
• Reading ~1TB of data
• Always measuring the CPU efficiency

• This is an interesting parameter both 
from user’s point of view and from a 
site admin 
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• The network usage of the two 
solution is completely different  

• Different configuration were 
tested: it looks like this is the best 
result we can achieve

• In both cases the disk subsystem 
on the server is the bottleneck



Future Works
• Try to run the same tests with new CMSSW based on 

ROOT 5.28
• We have to produce new files to do this test

• Testing also other use cases (different kind of analysis)

• Run tests on dCache using NFS4.1 (LNL will be 
actively involved)

• To start measuring the performance in case of 
“remote” access (both xrootd and NFS4.1)
• With different RTT? 10ms, 50ms,100ms
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Layered deployment
• Xrootd provides only rudimentary management tools 

• e.g. filesystem migration, metadata backup,…
• Also, documentation is scarce

• Several sites need to cater for different requirements
• Multi-VO T2s, consolidated storage for different applications,…
• Or just existing infrastructure to build upon (e.g. Trieste)

• Xrootd is highly efficient, very stable and simple to 
configure
• But only in the “standard” use cases
• Not very flexible. It is intended to be used “as is”

• Solution: xrootd on top of a parallel filesystem
• Both GPFS (CNAF, CT, TS) and Lustre (TO, BA) in use
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In Torino, interim solution waiting 
for more servers: Lustre server and 

client on the same machine.

Triple network connection:

•  Private network to WNs
•  Public network to outside world
•  Internal network to decouple 

traffic between servers



Operational experience
•Xrootd itself needs little maintenance
• See e.g. “native xrootd” deployment al LNL
• Also, getting better with age
• Releases are backward-compatible (no mandatory updates)
• Upgrade is usually painless

• Interaction with underlying FS can be messy
• Cross-optimisation (e.g. readahead conflicts)
• No support for redundant servers
• Space double-counting
• Xrd3cp failures

•At CNAF, e.g.:
• All servers are independent redirectors behind a DNS 

alias



Lustre + Xrootd locale

Gridftp + Xrootd WAN

Gridftp



Various & sundry
• Very conservative data deletion policy in ALICE

• Underlying FS tools allow to create different storage areas for high-
performance and “cheap” storage

• Just something we’re thinking about in Torino

• Xrootd “Virtual Mass Storage” feature
• Allows to create caches e.g. for interactive facilities
• Under study in Torino, but already in use in several proof-based Analysis 

Facilities

• We use StoRM to provide SRM access to data
• On top of Lustre/GPFS, alongside xrootd
• Little integration needed: xrootd writes always as same user
• No idea of performance – not used by ALICE

• Plugin for TSM tape backend at Tier-1
• Manages tape recalls directly from GPFS
• By F. Noferini and v. Vagnoni
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Disk storage at CNAF
 Large number of users with 

independent requirements
 6.4 PB of disk on-line served by 

GPFS 
 5 DDN S2A 9950

 SATA disks of 2 TB for data
 SAS disks of 300 GB for 

metadata
 11 EMC2 3-80
 1 EMC2 4-960

 GPFS disk servers 10 Gbit/s
 26 = 8(Atlas)+6(Alice)+12(CMS)

 GPFS disk servers 1 Gbit/s ~ 60



GPFS: multi-cluster environment
 Version 

 3.2.1-23 and 3.4.0-3 (+efix)
 Multi Cluster environment

 1 cluster for WN (real) diskless
 1 cluster for VWN (virtual) diskless
 6 clusters for the larger experiments (Atlas, 

Alice, BaBar/SuperB, CMS, CDF, LHCb) 
 2 clusters for the other experiments (Argo, AMS, 

Virgo, …)
 2 CNFS clusters (software area, home 

directories)



A typical GPFS cluster
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Mass Storage Sysytem
 CASTOR phased out on 15.02.2011

 GEMSS is in use by all LHC and non-LHC 
experiments

Experiment # tapes used Tape space (TB)
LHCB 165 126.9
CMS 2702 2357.9

ATLAS 555 476.2
ALICE 208 174.5
ARGO 407 381.6
AMS 53 47.7

AGATA 80 74.8
MAGIC 32 27.1

PAMELA 75 68.9
VIRGO 64 (ongoing) 55.6 (+105)



Building blocks of GEMSS system
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Disk-centric system with five building blocks
1.GPFS: disk-storage software infrastructure
✦TSM: tape management system
✦StoRM: SRM service
✦StoRM-­‐TSM-­‐GPFS interface
✦Globus	
  GridFTP: WAN data transfers 
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In the last version the preload 
library is not needed: it is a purely 
posix system for both T1D0 and 
T0D1 



GEMSS layout 



Last year’s statistics

 Native GPFS
(only LAN)

 Several GB/s sustained 
from disk servers to 
worker nodes

 GridFTP
(mostly to/from 
WAN)
 Up to 1 GB/s in 

reads and writes



ATLAS GPFS ATLAS GRIDFTP

ATLAS TAPE TRAFFIC



CMS GPFS CMS GRIDFTP

CMS TAPE TRAFFIC



LHCb GPFS LHCb GRIDFTP

LHCb TAPE TRAFFIC



CNAF GPFS CNAF GRIDFTP

CNAF TAPE (LHC) CNAF TAPE (no LHC)



Conclusions
• Starting from something that works now, it is needed to improve tools 

and strategies to be prepared to the increase in amount of data
• There is room for improvements not only at the computing 

infrastructure level but lot of work can be done in the application 
optimization (lots of things are already happening)

• Man power to keep to infrastructure running should be taken into 
account

• We have at least two “checkpoints” behind:
• small improvements that could be introduced without disrupting the 

production infrastructure (fully in production by the end of 2011)
• production ready after LHC shutdown (~2013-14)

• Xrootd shows a very good shape, but the support in long term should be 
taken into account (it is not a “standard”)
• while it could be easily adopted as the short term solution, in the long 

term we should keep the road open to other solutions

• Maybe INFN could be a bit more “active” in proposing new technologies and 
strategies 


