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LATTICE QCD SIMULATIONS

First principle simulation of strong interactions

Quantum Chromodynamics on a Lattice

4D (spacetime) with O(1010) degrees of freedom

Hybrid Monte Carlo + Molecular Dynamics simulations

Numerical solution of the discrete Dirac Equation
(partial derivative equation → large sparse matrix)

A long list of scientific achievements: reconstruction of 
the hadron spectrum, thermodynamics of strong 
interactions, calculation of hadronic vacuum 
polarization...

(see also D.Cosmai at 15:20, Parallel WP1)



  

An example of a recent community effort where GPUs are making a difference

G
PU

Hadronic vacuum polarization contribution to the muon anomalous magnetic moment (IW)



  

Massive parallelization scheme:  O(100) NODES with O(50) CORES with O(16) AVX REG
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Various strategies studied to adapt to GPU, most promising: AVX REGS → GPU THREADS



  

Typical lattice QCD simulation/measurement scheme

Producing O(100-1000) “configurations” of gluonic fields.

TOOL: Molecular Dynamics + Monte Carlo to evolve configurations of 
gluonic fields, the background in which quark particles “move”.

RESOURCES: 1 configuration ~ O(1-50 GB data) ~ 1 day of simulation on O(5000) cores.
Hundreds of MCorehours gained through national, European & worldwide supercomputing calls.
Similar in spirit to the production of collisions at particle accelerators (tens of TB of data: WP5).

PORTING: Needs a number of different tasks to evaluate “forces” driving the dynamics, the 
most critical can be easily offloaded to GPU (used as accelerators) but not all aspects can be 
easily ported. A few fully ported frameworks are available (see next slides).

A few large collaborations (“big experiments”) with important difference on the discretization. 
Multi-year “Runs”, with statistics & systematics improving in time.

GOOD: cross checks, universality, healthy competition.
BAD: proliferation of codes.



  

Typical lattice QCD simulation/measurement scheme

Propagating O(100) quark on the gluon field backgrounds, take some algebraic combination:

TOOL: Numerical solution of Dirac Equation, tensor algebra to manipulate many spin and 
color degrees of freedom.

RESOURCES: 100 propagator ~ 1 hour of simulation on O(5000) cores.
Similar in spirit to data analysis of collision events. “Smaller” national, European calls.

PORTING: Several efficient numerical solvers for CPU & GPU, tensor algebra more tricky.

More collaborations of smaller scale with more specific problems & more code platforms.

GOOD: the critical task is the same for everybody, solved thanks to efficient libraries on GPU.
BAD: the remaining part of the code can still have a significant cost and is not homogeneous.



  

LATTICE QCD SIMULATIONS 
HARDWARE & SOFTWARE 

A BRIEF HISTORY...



  

1986

EARLY INVOLVEMENT IN BUILDING CUSTOM SUPERCOMPUTERS
(and custom programming language)



  

Comput.Phys.Commun.177:631-639,2007

LATTICE QCD COMMUNITY HAS BEEN LONG ACTIVE IN USING GPU

2007!!!!!



  

2011

ITALIAN  CODE FOR FULL HMC SIMULATIONS: C & CUDA, SINGLE GPU

PRO: already running on GPU more than 10 years ago!
CON: deep coded, CUDA used at the user level, single GPU, no portability...



  

PORTABILITY THROUGH OpenACC, LIMITED MULTIGPU SUPPORT

2018

PRO: portable through GPU/CPU thanks to extended C syntax
CON: limited multigpu parallelism, compiler specific, fixed (suboptimal) memory layout 



  

MORE APPROACHES AND PARADIGMS



  

QUDA LIBRARY – M.Clark et al., since 2009

Heterogeneous collection of solvers for the Dirac equation, with a number of modern and 
adaptative algorithms, supporting various lattice QCD regularizations.

Open Source, actively developed by NVIDIA, through a strong group of former lattice 
QCD researcher. Makes use of all edge cutting GPU technology available. 
Employed by several lattice QCD groups around the world.

PRO
Extremely well performing for the supported tasks 

CON
Cannot perform all typical lattice QCD tasks (no full HMC).
Extremely difficult to adapt to different tasks from supported. 
No portability. 
(+ crazy interface & terrible documentation...)



  

GRID LIBRARY – P.Boyle et al. since 2015

C++ framework for the calculation of correlation functions & full HMC simulations (?)
Targetting a number of Lattice QCD regularization, easy to extend, efficient

Frontend: modern C++ 11 with a bit of metaprogramming + Python interface
Backend: supporting several archtectures: Cuda, HIP, OpenMP, etc (kernel abstraction)

PRO 

Intuitive, multiplatform, reasonably efficient on all platforms, relatively lightweight, 
adopting optimal memory layout transformations to efficiently use the resources.

CON

Reduced community (mostly US/UK oriented), limited expertise available in Italy
Engaging with the developers proved not easy in the past.



  

MILC software stack from USQCD software stack

Large software stack for HMC simulations & measurements.
Mainly used in the US & UK, a few users in Italy.

PRO 

● Large community (in the US),
● Multiplatform.

CON

● Incomplete GPU support (multigpu?)
● Documented? Mhhh...
● Not trivial to setup (quite bloated code),
● Targeting a subset of the lattice interest.



  

NISSA LIBRARY – F.S. since 2011

In use from two major collaborations (LQCD123, PISA group)
Employed within several PRACE projects (PRA17-4394, PRA20-5171, PRA22-5171…)

Frontend: C++ 11 (envisaged migration to pure abstract C++17 metaprogrammed)
Backend: kernel abstraction, linked to several external libraries (including QUDA)

PRO 
● “Large” user platform in Italy.
● Targeting different Lattice QCD regularization, multigpu & multithread.

CON
Missing the memory layout transformations to support more efficiently GPU & vector 
CPU for non-critical but important tasks



  

...AND MORE! (e.g. OpenQCD used in MiB)



  

Historically: Long tradition of involvement in massively paralellization, with success on a 
number of different architecture including custom ones (since the ‘80s).

Typical architectures nowadays: Multithread AVX CPU and GPU.

Porting status: substantial parts of the calculation ported to GPU,
● Very good efficiency for critical tasks on specific architecture (NVIDIA),
● A few frameworks allows full abstraction on multigpu with good efficiency.

Still missing in the fully portable suits:
● several important use cases (e.g. observables in MILC),
● technical  features integration for more efficient usability (e.g. memory layout NISSA),
● training of the users (e.g. GRID).

Future Strategy: selecting one (or more) suites & finalizing the implementation of the missing 
aspects. Choosing a single reference framework would ease work & enhance the impact.

Manpower? Open Calls?

SUMMARY OF THE STATUS
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