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Effect of  vetoπ0
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• Little improvement in signal 


• Removes lot of backgrounds

EECL

after applying  veto:π0

• drop in signal events


•  drop in background events 

29.04 %

57.07 %
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1

2.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1
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cut Loss in signal Loss in bkg

0% 12.09%q2
K > 12

q2
K

q2
K ≡ (pΥ(4S) − pBtag

− pK)22.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.
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signal=> signalMC 
background=> genericMC (MC15rib, )400 fb−1
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2.3. Background Suppression

Figure 2.1.: Pre-cuts on simulated data. The distributions are arbitrarily normalized.

shape parameters (modified Fox Wolfram Moments [16]) and allows for rejecting this 163

kind of background by cutting on the network output of the Btag. 164

Combinatorial Combinatorial background arises from wrong combination of tracks in BB̄ 165

events. 166

Peaking Irreducible peaking background arises from missing KL in the event. This source can 167

be controlled on data reconstructing an additional KS and removing it from the event. 168

This study is described in chapter 4. 169

2.3. Background Suppression 170

For the background suppression a Boosted Decision Tree (BDT) with a gradient boost is 171

chosen. These algorithms have shown exceptionally good results in recent years. They can be 172

used without preprocessing the data. Independent data samples for training and testing of the 173

classifier are used to ensure that no over-fitting is performed. 174

A set of 35 variables which provide reasonable separation between signal and background events 175

is available for classification, depicted in figs. A.1 and A.2. Subsets of variables are chosen to 176

accord to their importance to the classifier. Only the best variables regarding their separation 177

power are kept. A larger set of variables may show better performance but is vulnerable to 178

over-fitting and di↵erences between data and Monte Carlo might have an influence. 179

The agreement between Monte Carlo and data is tested on a sideband in EECL, described in 180

detail in sections 4.1 and 4.1. Due to increasing systematic errors more sensitivity might be 181

lost than gained by the information in variables with bad agreement. Consequently, variables 182

with poor data/MC agreement are removed from the training set. 183

In total 14 variables are kept for the separation between signal and background: 184

7 Draft from April 15, 2016

5.27 5.275 5.28 5.285 5.29 5.295
]2) [GeV/c

tag
 (BbcM

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

En
tri

es
 (n

or
m

al
iz

ed
)

signal
background
bkg of tag side



6

Signal efficiency

with some additional cuts same as Vidya’s,

Efficiency = 6.96 × 10−4 Vidya’s

• 


•  


•  


•  

q2
K > 12

EECL < 0.2

p(l1) < 1.5

M(K+τ−) < 1.8 or M(K+τ−) > 1.9

signal efficiency = 5.03 × 10−4

Efficiency = 8.30 × 10−4

Truth-match:

Signal + self-cross feed:
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• Signal events has pi0 mass  
with NAN value


• signal events reduce by 90% 
on removing them


• we need to understand why it  
has “NAN” values 

Next

Understand NAN  mass valueπ0
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Backup



SignalMC generator

#simulated sample size: 50 million


generator model: BTOSLLBALL


release-06-00-10


globalTag: mc_production_MC15ri_a


bkg: early phase III (release-06-00-05), BGx1
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e− e+Υ(4S)

B−

B+ K+

τ+τ−

ge
ne

ric

generic

later: only  decays to 
, ,  

τ
e−νν μ−νν π−ν



Reconstruction

 is composed of :B+
sig K+, h+, and h′￼−
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, , 


, , 


, , 

K+e+e− K+e+μ− K+e−μ+

K+e+π− K+e−π+ K+μ+μ−

K+μ+π− K+μ−π+ K+π+π−

“tauSignalMissing” flag is built by combining:

1. matching mother, grandmother,.., PDG codes

2. btag_isSignal

e−

D0

π+

K−

e+Υ(4S)

B−

π−

B+ K+

τ+τ−

e+ν̄μ νe

ν̄τ

ντ

μ−

tag side

signal side



Selection
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Charged tracks ( ) cuts:e, μ, K, π
•transverse distance from IP, 

•distance in beam direction from IP, 

•polar angle is with in CDC acceptance 
 (thetaInCDCAcceptance)


• Kaon binary PID, 

• Pion binary PID, 

• Electron PID, 

• Muon PID, 

dr < 0.5
|dz | < 2

ℒ(K/π) > 0.6
ℒ(π/K) > 0.6

ℒ(e) > 0.9
ℒ(μ) > 0.9

Continuum suppression:

• event sphericity 

• cosTBTO

> 0.2
< 0.9

Reconstruct FEI hadronic :Btag

• weight file prefix -  
‘FEIv4_2021_MC14_release_05_01_12’


• most probable  candidates is accepted


• 

• 

• FEI signal probability 


• ROE of  has 3 charged tracks

Btag

Mbc > 5.27
|ΔE | < 0.1

> 0.001
Btag

ROE mask:

• , thetaInCDCAcceptance

•  and 

dr < 0.5, |dz | < 2
E > 0.06 |cluster time | < 20

Analysis globalTag: ‘analysis_tools_light-2203-zeus’
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 in ROE of π0 Υ(4S) signalMC
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tauSignalMissing!=1

remove the events whose ROE  mass peak around 
 actual mass: 

π0

π0 0.130 < M(π0) < 0.139 GeV/c2

•  is built from ROE photons


• Cut on photons:  


• Cut on : 


• Apply mass constraint


• Select one  per event that has 
the nearest mass to the PDG mass 

π0

E > 60 MeV

π0 115 < M < 155 MeV/c2

π0

 veto
π0
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Extra ECL energy signalMC
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 decay modes in  mass windowτ π0

Modes % of signal in pi0 region

7.95

16.23

5.9

8.3

6.09

1.1

τ → Kee

τ → Keμ

τ → Keπ

τ → Kμμ

τ → Kμπ

τ → Kππ

∼ 46 %

0.130 < M(π0) < 0.139 GeV/c2

Modes % of signal in 
pi0 region

12.51

27.06

17.80

15.06

20.78

6.80

τ → Kee

τ → Keμ

τ → Keπ

τ → Kμμ

τ → Kμπ

τ → Kππ

∼ 100 %

without isSignalMissingNeutrino flag with isSignalMissingNeutrino flag


