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The ICSC (or CN1, or Centro Nazionale 1 or Centro Nazionale HPC)
•Funded in the framework of PNRR (Piano Nazionale 
Ripresa e Resilienza) for 3 years

• Financed as one of 5 National Centers aiming to 
foster innovation in selected research fields, via the 
realization of large-scale, state-of-the-art 
infrastructures and labs

• CN1 started its activities on Sept 1st 2022
• Headquarters at the Bologna tecnopolo
• In numbers:

• 34 Universities and Research institutions
• 15 major Italian companies
• 1500 researchers committed + 250 PhD and 250 

LD to hire
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ICSC structure

IFAB



Lo Spoke 2 in ICSC:
Fundamental research 
and space economy

•Spoke Leader: INFN
• Sandra Malvezzi
• Tommaso Boccali

•Spoke co-Leader: INAF
• Antonio Stamerra

•13 Università
•3 privati confermati
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•Activities are organized in 6 work packages (WP)
• 3 are driven by scientific needs (have the need to perform a calculation and search for 

technologies)
• 3 are driven by technological assets (have the technology and search for applications) 



WP 1-2-3
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● WP2.1: Design and development of science-driven tools and innovative algorithms for Theoretical Physics 
○ Main Activities: development of algorithms, codes, and computational strategies for the simulation of 

physical theories and models, towards pre-Exascale and Exascale architectures. Theoretical research projects 
in domains already using HPC solutions. 

● WP2.2: Design and development of science-driven tools and innovative algorithms for Experimental High 
Energy Physics 
○ Main Activities: selection, data reduction, simulation and reconstruction algorithms (either via explicit 

programming or large scale Machine Learning solutions) for HEP experiments (LHC, Future Colliders, KEK, 
IHEP, neutrino experiments...), with applications ranging from innovative triggers to distributed analysis 
techniques. 

● WP2.3: Design and development of science-driven tools and innovative algorithms for Experimental 
Astroparticle Physics and Gravitational Waves 
○ Main Activities: data reduction, reconstruction and time cross-correlation algorithms, data selection and 

simulations of astroparticle and gravitational waves experiments, tools for cross-correlations and pattern 
recognition in multi-messenger physics, including novel implementations using techniques like Machine 
Learning. 



WP 4 - 5 - 6
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● WP2.4: Boosting the computational performance of Theoretical and Experimental Physics algorithms 
● Main Activities: porting of applications to GPUs and heterogeneous architectures (e.g., scalability of scientific codes and applications on GPU/CPU 

many-cores clusters, local and remote offloading, mission-critical algorithms on FPGAs, ...). The solutions and tools implemented during the project 
will be easily extendable to other scientific domains of the Centre and to the industrial partners in the Spoke; moreover, the personnel trained within 
the Centre will help to spread and boost the application of HPC methodologies to Italian academic and industrial fields, for a comprehensive 
advancement of the Italian system. 

● WP2.5: Architectural Support for Theoretical and Experimental Physics Data Management on the Distributed CN infrastructure 

● Main Activities: support for the adaptation of existing applications on the data-lake distributed infrastructure, and via innovative computational 
models (for example sharing of gauge configurations in lattice field theories, long- term data preservation, streaming access to data, tiered storage 
solutions, ...). The solutions implemented will be tailored to the needs of the scientific fields, easily extendible not only to the nearby scientific 
domains in the Centre, but also to all academic and industrial realities where needs to access distributed computing and large amounts of data exist. 
In particular, the industrial partners in the Spoke have expressed interest in using the same technologies for their specific use cases. 

● WP2.6: Cross–domain Initiatives 
● Main Activities: optimization and adaptation of widely used software packages on the national Centre infrastructure, like Geant4 or FLUKA or 

generic high-performance techniques for data access/analysis; statistical and AI-based tools; data-interpretations tools. In the context of the Space 
Economy Italian Strategy, develop and deploy techniques to access, analyse and process the data from the Mirror Copernicus program, creating the 
conditions to enable radically innovative services. In particular, enable thorough and continuous observation programs for global and local 
processes, allowing external partners to operate a large variety of services, including the planning for emergencies, risks and resources. 



Kick-off and current activities
• Kick-off of the spoke 2 on Oct 13th (see the slides for more info)
• Kick-off of the CN1 this weekend with national authorities in 
Bologna

All WPs are currently in an investigative phase, in which use 
cases for the new infrastructure are being polled
Aim and broad brush roadmap:

• Use case identified within year 1
• Testbeds in place by year 2
• Production by the end of the project
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https://agenda.infn.it/event/32786/


“Yes, yes, but what does it do for me?”
• Watch out for job opportunities!
• It gives you a platform to make requests to: come with a use case, 

with a request of resources and a plan, we will try to fit it. (caveat: not 
something you need “tomorrow”)

• Join the discussion and announcement lists 
• https://lists.infn.it/sympa/info/cn1-spoke2-wp2-all (and similar for other WPs)

• Watch the indico category
• https://agenda.infn.it/category/1774/

The CN1 is being shaped right now
We all can contribute shape it 
to match the needs of our field.
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Spoke 2 leaders

https://lists.infn.it/sympa/info/cn1-spoke2-wp2-all


WP2 - how it looks like today

• ~ 75 people expressed interest, i.e. are in the 
mailing list (are you?)

•  Expressed Needs are in terms of
• Algorithms 🡪 Machine Learning, and porting on 

heterogeneous infrastructures  
• Infrastructures → high throughput distributed analysis

Strong interactions with WP4 and WP5
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ML based Simulation - Fast, Faster, Flash (I)
ML-based fast simulation has strong traction (LCHb, 
CMS, ATLAS) in Italy → Can profit massively from ICSC

Massive GPU resources needed in bursts of time, to 
shorten the development cycle.
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Normalizing Flow/GMM

GAN

You’ll learn about this 
in this hackathon

https://agenda.infn.it/event/32786/contributions/182006/attachments/98096/135593/FastSim%40Spoke2.2.pdf


ML based Simulation - Fast, Faster, Flash (I)
Hyperparameter optimization crucial for this application → You’ll learn about it in this hackathon

An extreme use case that could/should be adopted also in other contexts (smaller/simpler networks)

Optimize physics output is a responsibility
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ML based event reconstruction
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Trigger infrastructure

Anomaly detection strategies 
for trigger con uso di FPGA

Porting eterogeneo del codice 
di trigger su GPU

Vertexing e tracking

Graph NN per pattern 
recognition

NN per 4D vertexing

Particle ID

Varie iniziative nel contesto di 
esperimenti attuali e futuri

Pipeline di deep learning
You’ll learn about this 
in this hackathonYou’ll learn about this 

in this hackathon



ML based event classification

Bread & butter in WP2: two main research lines

● S/B fully supervised
○ With domain adaptation → You’ll learn about it in this hackathon

● Anomaly detection
● Innovative architectures

● Parametric NN 
● Adversarial You’ll learn about it in this hackathon

○ With industrial partners
● Graph NN You’ll learn about it in this hackathon

All of these come with hyperparameter optimization needs
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https://agenda.infn.it/event/32786/contributions/182013/attachments/98100/135604/ML_Classification_Techniques.pdf


ML based cross domain initiatives
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Various initiatives active in Italy that are of shared interest with industru

● Explainable AI → You’ll learn about it in this hackathon
● Data Quality monitoring 

HEP is an ideal playground for XAI due to the MC truth availability

DQM leverages temporal series, uncommon in HEP, can use transformers? → You’ll learn 
about it in this hackathon

https://agenda.infn.it/event/32786/contributions/182025/attachments/98098/135596/2022_10_13_XAI_DQM_per_WP2.pdf


WP 3, i.e. the WP2 parallel for Astroparticle/GW
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WP 4 and 5
In a nutshell, WP4 proposes new technologies (e.g. GPU, FPGA 
etc…),  WP 5 scales them up
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WP4 involvement in ML

WP5 involvement in ML



Concluding remarks

Una panoramica delle “condizioni al contorno”

E ora buon lavoro!
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