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A new science… ASTROINFORMATICS

(statistics, machine learning, computer science and 
domain expertise)

Please forget the AI label … there is nothing more stupid than a ML 
algorithm.



Traditional justification for using ML in Science 

• DATA SIZE: modern Instruments and detectors produce data 
flows/streams impossible to handle with traditional
methods

Supervised approaches
Require base of knowledge 

Unsupervised approaches
Few templates

• photometric redshifts
• Galaxy classification

(traditional approach)
• Identifying transients, etc… 
• Etc. …..

• Image segmentation
• Denoising
• Etc. ….. 

Many applications (90%)
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Traditional justification for using ML in Science 

• DATA SIZE: modern Instruments and detectors produce data 
flows/streams impossible to handle with traditional
methods

Very much needed and useful

but… standard !

interesting, not very challenging

Supervised approaches
Require base of knowledge 

Unsupervised approaches
Few templates

• photometric redshifts
• Galaxy classification

(traditional approach)
• Identifying transients, etc… 
• Etc. …..

• Image segmentation
• Denoising
• Etc. ….. 

Many applications (90%)



Better (at least more exciting) justification for ML in Science 

• Data complexity: modern data sets contain complex information (hundreds or thousands of measured parameters) 
which goes beyond the human brain capability to uncover patterns (trends, data structures, ecc…) 

OPS – (Observable/Observed Parameter Space)

Each event (phenomenon, measure, 
ecc.) identifies a point in an N-
dimensional parameter space
(where N is the number of measured
parameters)

Today NN >> 100

Correlations are non trivial structures
in this OPS



Laws of physics

• Empirical laws emerge from 
Identified patterns in the OPS 

• Theory is a compression algorithm
capable to subsume an empirical
law in a formula.

• Criterium for a good theory: 
experimentum crucis (i.e. 
capability to predict new 
phenomena) 

(in ML, from a statistical point of view this
is equivalent at largeto the concept of 
significance and usefulness of a 
correlation). 

VERY SIMPLIFIED EPISTEMOLOGY

Empirical laws are laws that can be confirmed 
directly by empirical observations. The term 
“observable” is often used for any phenomenon 
that can be directly observed, so it can be said 
that empirical laws are laws about observable.

Rudolph Carnap, 1966



THE LINK BETWEEN BIG DATA AND THE SO CALLED A.I.
The discovery process is always 
linked to…

• Enlargements of the parameter 
space

• better sampling or coverage of 
the OPS

Driven by:

• Technological advances

• Better analytical or numerical 
tools



1. We cannot visualize patterns in more than 3-D …. And therefore… 
very few (if any) physical (astrophysical, physiological, etc.)  laws depend
on more that two (max three) independent variables



1. We cannot visualize patterns in more than 3-D …. And therefore… 
very few (if any) physical (astrophysical, physiological, etc.)  laws depend
on more that two (max three) independent variables

2. We do not easily recognize patterns to which we have never been
exposed before…



Question: do we live in a simple universe or, rather, OUR description of the universe is biased by the fact

that it is «OUR DESCRIPTION»?

1. We cannot visualize patterns in more than 3-D …. And therefore… 
very few physical (astrophysical, ecc.)  laws depend on more that two
(max three) independent variables

2. We do not easily recognize patterns to which we have never been
exposed before…

Failure of human brain classifier



Why can ML be useful? 

Introduction of non linear (sigmoid) neurons transform ANN in almost perfect approximators….

Universal Approximation (Pseudo)Theorem (Haykin Pseudo - Theorem)

a neural network with a single layer can approximate any non-linear function to arbitrary accuracy.

Note: while this implies that only a single hidden layer is, in principle, sufficient for any problem, the dimension of this hidden 

layer may become intractably large for complex problems.

Most deep learning architectures (e.g. autoencoders) stem out of the need to solve this problem (but the substance is the same 
as for feedforward fully connected networks) together with the vanishing gradients problem

𝒚 = 𝑓 g h i… ( 𝐗 ) minimize a cost = ℒ(𝒚, ෝ𝒚 ) with respect to the weight matrices Wi 

Which define the functions f,g,h,i, …



Underlying hypothesis

there exist an underlying unknown (often complex) multi-
parametric function (with limited number of degrees (n) of 
freedom) which maps the input space onto the output 
space (target).

Find the proper affine transformation of the input space which
allows to separate the problem

Identify the minimum number (N) of features (complex) which
describe the problem

Usually: N ≥ 𝑛

The ML paradigm

Proper Machine Learning may help 
understanding complex (n>3) 
physics (science in general) and to 
uncover a higher order of 
complexity. 



First Example: Photometric redshifts (supervised problem)

Spectroscopic redshifts
Accurate but troublesome to obtain in 
large quantities especially for distant
galaxies

Photometric redshifts
Less accurate but much much easier to 
obtain



Laurino et al 2011,

Brescia et al. 2019

ML with traditional approach (i.e. Expert 
saying which and how many (4) parameters)

A brute force ML approach (K. Polsterer et al., 2015)
All possible combinations of 4 parameters among a selection of 55

QSOs from SDSS
Training set 300.000

Best combination

umodel –gmodel

gpsf-rmodel

zpsf-rmodel

ipsf-zmodel

Which do not make any
sense to a domain expert !!!



PSF, Petrosian, Total magnitudes + extinction + errors ….. 585 features…. Let us find the best combination of 10, 11, 12 etc… using FEATURE 

ADDITION

For just 10 features ….. 1,197,308,441,345,108,200,000 combinations

Human experts

Human experts

machines

Information reaches a plateau at ca. very complex 10 features (N) 



USE ML IN AN INNOVATIVE WAY: 

• Look at old problems in an innovative way (it is not matter of using the latest ML model), by helping your TEAM to 
redefine the problem.

E.G 

Galaxy classification.

Galaxy evolution
Galaxy dynamics
Galaxy formation
Cosmological models…..

Biased (KB only at optical NIR wav, 
resolution hence z, etc….)
Incomplete
Non physical (merger? AGN?, ecc.)

Still most works focus on reproducing it!



There is an intrinsic error in the KB of 1.8 classification bins !!!!

Almost no one mentions it.



Subproblem:

Let us try to find AGN (especially low luminosity AGN since QSO et al are easy)

Reference persons: Lars Doorenbros (CS), Stefano Cavuoti (Astroinf.), Torbaniuk (AGN expert)    ACCEPTED

Technically simple
Conceptually: far reaching



EfficientNet-b 0 (a type of CNN architecture -Tan & Le 
2019), trained for classification on ImageNet as the 
CNN from which we obtain the features. 

Its penultimate layer consists of 1280 channels, 
leading to a 1280-dimensional feature descriptor for 
each image (features are extracted from the model, 
and were derived from natural images rather than 
astronomical ones. Hence, they are not directly 
interpretable). 

These pretrained features are used by ULISSE to 
identify objects with similar properties. This is done 
by performing a similarity search in the feature space.

Nonetheless, we can get an idea of the patterns 
individual features are looking for, by looking at the 
images in our dataset which most strongly activate 
them





n.2
n.3

n.7



AGN prototypes

Non - AGN prototypes





Results from recursive process on single band 
images

Using this set-up, for the relatively 
unsuccessful prototype #2.

We obtained a total of 89 objects excluding 
duplicates in five iterations, of which 38 are 
AGN (42.7 %, see Table A.5). 

In contrast, the resulting AGN fraction 
setting n = 89 directly for prototype #2 
would only result in 25.8 % AGN.



Second example: Finding and characterizing objects in radiointerferometric data cubes

ALMA 
Atacama Large sub Millimeter Array 

Data cubes
(RA,dec and l)



Old professor (s)

PhD Students: 
Michele delli Veneri

(above…. After finishing
the work and three years
of insomnia ! )

Lukasz Tychoniec
(simulations)

Huge problems:

• Size of the datacube
• Number of data cubes
• Asymmetric beam (lack of u,v coverage)
• Correlated noise structures (artefact of image reconstruction process)
• noise changes with frequency, ecc.), ecc

Technically very complex
Conceptually: traditional (simple) 

Reference person: Michele delli Veneri 



Lack of training data

Trained on 20.000 simulated and realistic
ALMA data cubes





The full pipeline created (not implemented)by delli Veneri et al. 



1-st – DL module – «Blobs finder»

Bounding boxes

Deep Convolutional autoencoder



Encoder: 
• 4 CNN blocks (kernel 3, stride 2, leaky RELU) 

2 D normalization batch
• CNN (stride 1, kernel 3, leaky RELU)

2 dnORMALIZATION BATCH
• Fully connected layer (size 1024)

Decoder
• 4 deconvolutional blocks and a final block (2D bilinear 

interpolation, stride 2, Leaky ReLU, 2D Batch Normalization 
layer (upsampling block)

• 2D Transposed Convolution layer (stride 2, kernel size 3, 
Leaky ReLU, 2D Batch Normalization layer (learnable 
upsampling block). 

• output of the up-sampling block and learnable up-sampling 
block are tconcatenated and passed to a convolutional block 
(2D Convolution layer, stride 2, kernel 3, Leaky ReLU, 2D 
Batch Normalization layer) 

• 2D Convolution layer (stride 1, kernel size 3, ) final block is a 
2D Convolution layer (stride 1, kernel 1) followed by a 
Sigmoid activation function.





2-nd – DL module – Spectral focusing (RNN : DEEP GRU – Gated Recurrent Unit)

The Deep Gated Recurrent Unit denoises the standardized spectra and outputs 1D 
probabilistic maps of source emission lines or cleaned spectra.
i) feed to the ResNets the best possible input image of  potential 
candidates 
(ii) to deblend the sources
(iii) to remove most false positives. 

Flagged for deblending



3-rd – DL module – Parameters estimation (Battery of RESNETs)

















Conclusions: 
• In ML there is a concrete possibility to expand our knowledge not only

quantitatively but also qualitatively (… achieving a higher level of complexity).

• Feature selection and feature interpretation are often ignored but

they likely are the most interesting part of the process

• Better use of simulations may hugely help in obtaining outstanding results

• It is NOT a one man job (every year more than 3000 papers on ML  and 

it is increasing)…. Transition took place around 2010. 

• TODAY: There is NO WAY a DOMAIN EXPERT can become also an Expert in ML . 

At most you can aim at beccoming a practinioner. 

• CHOOSE ON WHICH SIDE OF THE PROBLEM YOU 
WANT TO BE and enjoy it



conclusion

Professor 
is astonished and happy…

PhD 
publishes a paper

Professor 
(domain expert … 
old, knows little
about ML) has
interesting but
rather standard
problem…

Hires a PhD 
(domain expert at
large…,  knows little
about ML but
he/she is young, 
enthusiastic and 
learns fast)

Using off the shelf libraries 
(Github, Kaggle, 
paperswithcode, ecc.) in 
three months puts together
a  code… almost always DL)

Code performs equally
and sometimed better
than humans

But… very often suffers from lack of 
formal understanding of statistical
learning and  ML …. 

Non optimised, quite always
in overfitting (too high 
capacity hence far too
complex for the problem…)  

Personal Notice
It is Almost impossible
for a DL method to 
perform worse than a 
human 


