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Quick reminder of the motivation

An integral 12C(n,p)12B measurement
was first performed, using C6D6 liquid
scintillation detectors and detecting
β-rays from a decay of 12B.

Integral result was found to be higher
than predicted by all available cross
section data (simulated or evaluated).
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Status of the available cross section data
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Setup for the energy-differential measurement

Silicon-telescope principle:
coincidental detection between
∆E and E layers
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Technical publications

Our data require a ”heavy attack”.
To this end we have introduced
some new procedures:
[1] P. Žugec et al., JINST 15 (2020)

P02011
[2] P. Žugec et al., NIMA 983 (2020)

164606
[3] P. Žugec et al., NIMA 1033

(2022) 166686

They are to be implemented in this
order: [2]→[3]→[1].
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Abstract: A new data analysis method is developed for the angle resolving silicon telescope
introduced at the neutron time of flight facility n_TOF at CERN. The telescope has already been
used inmeasurements of several neutron induced reactions with charged particles in the exit channel.
The development of a highly detailed method is necessitated by the latest joint measurement of the
12C(n, p) and 12C(n, d) reactions from n_TOF. The reliable analysis of these data must account for
the challenging nature of the involved reactions, as they are affected by the multiple excited states
in the daughter nuclei and characterized by the anisotropic angular distributions of the reaction
products. The unabridged analysis procedure aims at the separate reconstruction of all relevant
reaction parameters — the absolute cross section, the branching ratios and the angular distributions
— from the integral number of the coincidental counts detected by the separate pairs of silicon
strips. This procedure is tested under the specific conditions relevant for the 12C(n, p) and 12C(n, d)
measurements from n_TOF, in order to assess its direct applicability to these experimental data.
Based on the reached conclusions, the originalmethod is adapted to a particular level of uncertainties
in the input data.
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A B S T R A C T

A simple method is presented for the simultaneous off-line synchronization of the digitally recorded data-
streams from a multi-channel silicon telescope. The method is based both on the synchronization between the
separate pairs of silicon strips and on the synchronization relative to an external timing device. Though only
a reduced subset of these constraints is necessary in ideal circumstances, it is shown that this minimal set of
conditions may not be sufficient for adequate synchronization in all cases. All available sources of information
are therefore considered, in order to constrain the final synchronization as well as possible.

1. Introduction

The synchronization between multiple sampling channels is a com-
mon enough challenge in experimental nuclear physics, as well as
other areas of research and technology. To this end, many different
solutions were developed (see, for example, Refs. [1–5]). Older data
acquisition systems, relying on the analogue electronic units such as
the time-to-digital converters (TDC) and signal discriminators, have
to be synchronized in advance, by a careful adjustment of the delay
lines and the signal intake settings. The more recent types of digital
electronics, such as the fast signal digitizers, profit from the possibility
of implementing the complex on-the-fly or post-processing synchroniza-
tion algorithms (to be applied during or after the signal acquisition).
Naturally, an absolute time calibration requires a timing reference,
typically an external timing device (see Ref. [3] for a concise and
succinct description). Implementation of such on-the-fly algorithms is,
of course, more challenging than of the post-processing ones, as the
additional hardware and signal interlacing requirements need to be
met. We provide here a simple, purely post-processing method that can
be applied after the pulse-processing stage of extracting the physical
data from the registered signals. The obvious practical advantage of
such a posteriori method is that it can be utilized at the very late stage
in the data analysis, without having to reprocess the signals in case
the time offsets between multiple channels were belatedly identified. In

∗ Corresponding author.
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that, the method simultaneously takes into account both the absolute
timing constraints – in respect to the external timing device – and the
relative timing constraints between all admissible pairs of channels.
This feat is based on observing the statistical properties of already
identified pulses, which could hardly be achieved by other means.

Section 2 describes the details of the experimental setup and the
context of the synchronization issues. Section 3 presents the proposed
synchronization method: all the necessary considerations to be taken
into account, as well as the necessary implementation details. Section 4
summarizes the main conclusions of this work.

2. Experimental setup

The neutron time of flight facility n_TOF at CERN is the highly
luminous white neutron source spanning 12 orders of magnitude in
neutron energy — from 10 meV to 10 GeV. Its operation is based on the
20 GeV proton beam from the CERN Proton Synchrotron irradiating a
massive lead spallation target, serving both as the neutron source and
the primary moderator of the initially fast neutrons. The second stage of
moderation takes place in the borated or demineralized layer of water
from the cooling system surrounding the spallation target. The general
features of the n_TOF facility are well documented and may be found
in Ref. [6].
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A B S T R A C T

The paper explores the feasibility of using machine learning techniques, in particular neural networks, for
classification of the experimental data from the joint natC(n,p) and natC(n,d) reaction cross section measurement
from the neutron time of flight facility n_TOF at CERN. Each relevant 𝛥𝐸−𝐸 pair of strips from two segmented
silicon telescopes is treated separately and afforded its own dedicated neural network. An important part of
the procedure is a careful preparation of training datasets, based on the raw data from Geant4 simulations.
Instead of using these raw data for the training of neural networks, we divide a relevant 3-parameter space
into discrete voxels, classify each voxel according to a particle/reaction type and submit these voxels to a
training procedure. The classification capabilities of the structurally optimized and trained neural networks
are found to be superior to those of the manually selected cuts.

1. Introduction

Motivated by an earlier integral cross section measurement of the
12C(n,p) reaction [1,2], an energy-differential measurement of the
natC(n,p) and natC(n,d) reactions [3] was performed at the neutron
time of flight facility n_TOF at CERN. n_TOF is a sophisticated neutron
production facility providing a highly luminous neutron flux spanning
12 orders of magnitude in energy, from 10 meV to 10 GeV. Neutron
production, based on the spallation of Pb nuclei from a massive lead
spallation target, is induced by 20 GeV proton beam from the CERN
Proton Synchrotron. The pulsed beam, with average repetition rate
of 0.4 Hz, allows the time of flight technique to be employed for
determination of the neutron energy dependence of the measured
neutron-induced reactions. Operating since 2001, n_TOF facility is cur-
rently in the third phase of its operation (n_TOF-Phase3), characterized
by parallel utilization of the two experimental areas, referred to as
EAR1 and EAR2. Each experimental area is designed in response to a
specific set of challenges in measuring the neutron-induced reactions.
EAR1 addresses the requirements of the high-energy-resolution as well

∗ Corresponding author.
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as the high-neutron-energy measurements, thanks to the long horizon-
tal distance of 185 m from the spallation target, that ensures a long
time of flight and an excellent neutron energy resolution. EAR2, with a
vertical flight path of 20 m above the same spallation target, is charac-
terized by a significantly increased neutron flux, relative to EAR1, thus
being ideal for measurements of reactions with low cross sections and
measurements with small and/or highly radioactive samples. A general
description of the n_TOF facility and EAR1 in particular can be found
in Ref. [4]. Detailed characteristics of EAR2 are well documented in
Refs. [5–7]. We also refer the reader to the in-depth description of
the neutron flux evaluation in both experimental areas [8,9] and the
concise overview of experimental activities at n_TOF [10].

Experimental setup for the energy-differential measurement of the
natC(n,p) and natC(n,d) reactions consists of two silicon telescopes
placed outside the neutron beam, surrounding a 0.25 mm thick natural
carbon sample. One telescope is parallel to the neutron beam, while
the other is parallel to the carbon sample, which itself is tilted by
45◦ in respect to the beam. This configuration has been specifically
optimized in order to maximize a solid angle coverage and minimize
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Abstract: A new data analysis method is developed for the angle resolving silicon telescope
introduced at the neutron time of flight facility n_TOF at CERN. The telescope has already been
used inmeasurements of several neutron induced reactions with charged particles in the exit channel.
The development of a highly detailed method is necessitated by the latest joint measurement of the
12C(n, p) and 12C(n, d) reactions from n_TOF. The reliable analysis of these data must account for
the challenging nature of the involved reactions, as they are affected by the multiple excited states
in the daughter nuclei and characterized by the anisotropic angular distributions of the reaction
products. The unabridged analysis procedure aims at the separate reconstruction of all relevant
reaction parameters — the absolute cross section, the branching ratios and the angular distributions
— from the integral number of the coincidental counts detected by the separate pairs of silicon
strips. This procedure is tested under the specific conditions relevant for the 12C(n, p) and 12C(n, d)
measurements from n_TOF, in order to assess its direct applicability to these experimental data.
Based on the reached conclusions, the originalmethod is adapted to a particular level of uncertainties
in the input data.


Keywords: Analysis and statistical methods; Detector modelling and simulations I (interaction of
radiation with matter, interaction of photons with matter, interaction of hadrons with matter, etc);
Instrumentation and methods for time-of-flight (TOF) spectroscopy; Si microstrip and pad detectors


1Corresponding author.


c© 2020 CERN. Published by IOP Publishing Ltd on behalf of Sissa
Medialab. Original content from this work may be used under the terms


of the Creative Commons Attribution 3.0 licence. Any further distribution of this work
must maintain attribution to the author(s) and the title of the work, journal citation
and DOI.


https://doi.org/10.1088/1748-0221/15/02/P02011



mailto:pzugec@phy.hr

http://creativecommons.org/licenses/by/3.0/

http://creativecommons.org/licenses/by/3.0/

https://doi.org/10.1088/1748-0221/15/02/P02011





2
0
2
0
 
J
I
N
S
T
 
1
5
 
P
0
2
0
1
1


Contents


1 Introduction 1


2 Method derivation 3
2.1 Partial waves decomposition 7


3 Method implementation 9
3.1 Selecting the excited states 9
3.2 Varying the amount of partial waves 10
3.3 Optimizing the model parameters 12
3.4 Method investigation: 12C(n,p) data 13


4 Method reduction 17


5 Conclusions 18


A Detection probability simulations 19


B Method extension 21


1 Introduction


The neutron time of flight facility n_TOF at CERN is a neutron production facility aiming at measur-
ing the neutron induced reactions. A massive lead spallation target irradiated by the 20GeV proton
beam from the CERN Proton Synchrotron serves as the primary source of neutrons, delivering an
extremely luminous white neutron beam spanning 12 orders of magnitude in energy— from 10meV
to 10GeV. The n_TOF facility features two experimental areas: Experimental Area 1 (EAR1), hor-
izontally placed at 185 m from the spallation target, and the Experimental Area 2 (EAR2) vertically
placed at 20 m above the target. While EAR1 is best adjusted to the high neutron energy and the
high resolution measurements, EAR2 excels at the measurements with small, highly radioactive
samples characterized by low cross sections for the investigated reactions. More details on the
general features of the n_TOF facility and EAR1 itself may be found in ref. [1], while the specifics
on EAR2 are addressed in refs. [2–4]. An overview of the experimental program at n_TOF may be
found in ref. [5]. A general overview ofmany different types of detectors used at n_TOF for themea-
surements of various types of the neutron induced reactions, together with the detailed description
of the procedures for the analysis of electronic signals from these detectors, can be found in ref. [6].


A new, highly sophisticated silicon telescope (SITE) has recently been introduced at n_TOF
for measurements of the neutron induced reactions with charged particles in the exit channel [7].
It consists of two separate and segmented layers of 16 silicon strips, 5 cm × 3 mm each, placed in
parallel between the layers. The detector is shown in figure 1a. Both layers are 5 cm × 5 cm in
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(a) (b)


Figure 1. (a) Experimental setup housing the segmented silicon telescope (SITE), originally used for
the measurement of the 7Be(n, p) reaction. (b) Top: upgraded experimental configuration used for the
measurements of the 12C(n, p) and 12C(n, d) reactions, comprising two silicon telescopes (a caption from
Geant4 simulations). The central object is a carbon sample, as a source of several displayed proton trajectories.
Bottom: closeup of a rear telescope, showing a stripped structure of ∆E and E layers (the strips of alternating
colors, separated by a very thin layer of inactive silicon).


lateral dimensions, distanced by 7 mm. The first (∆E) layer and the second (E) layer are 20 µm and
300 µm thick, respectively. The detector allows to discriminate different types of charged particles
using the ∆E-E telescope method, while also offering the limited angular discrimination, governed
by its geometry and the sample-relative positioning.


Excellent particle discrimination capabilities of this silicon telescope have been clearly demon-
strated [7] and it has already been successfully used in the challenging measurement of the 7Be(n, p)
reaction cross section, highly relevant for the long-standing Cosmological Lithium Problem [8].
This measurement has also been accompanied by the measurement of the 7Be(n, α) reaction cross
section [9], employing a similar type of silicon sandwich detector [10].


Rather recently an integral measurement of the 12C(n, p)12B reaction has been performed at
n_TOF, using two liquid scintillation C6D6 detectors for the detection of β-rays from the decay of the
produced 12B [11, 12]. The results of this measurement have turned out somewhat surprising, lying
entirely outside of values predicted by all earlier datasets available for this reaction (experimental
or otherwise), which are in a rather poor agreement between each other (for a concise review of
these datasets see refs. [11–13]). In order to resolve this conundrum a more advanced energy-
differential measurement of the 12C(n, p)12B and 12C(n, d)11B reactions was proposed [13] and
already performed at EAR1 at n_TOF, using an upgraded SITE configuration displayed in figure 1b.
The upgrade consisted in introducing a second telescope in order to increase the angular coverage
as much as possible, while keeping both of them outside of the neutron beam. We will refer to
these two telescopes as front and rear, the front one being parallel to the sample and covering
the forward angles, with the rear one being parallel to the neutron beam and mostly covering the
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backward angles (see figure 1b). The analysis of the experimental data on the 12C(n, p) and the
12C(n, d) reaction is under way, pending the development of a new analysis method for extracting
the relevant reaction parameters. Most important among these is the absolute cross section. The
angle-differential cross sections for the reaction flow via the separate excited states of a daughter
nucleus (11B [14] or 12B [15]) would also be highly desirable. However, the reliable decoupling of
these states might not be possible at the level of statistics expected from the latest measurement.


The purpose of this paper is twofold. The first is to develop the necessary formalism for
the analysis of the data obtained with the multi-channel telescope (section 2). The second is to
investigate its applicability on the artificially generated dataset resembling the first experimental
dataset from n_TOF to which the method is to be applied at a later date: that of the 12C(n, p)
reaction (section 3). In doing this we aim (1) to provide the future users of the method with all the
necessary steps and considerations to be taken into account in extracting the optimal set of physical
parameters from a givenmeasurement; (2) to provide an honest assessment of the direct applicability
of the method to a dataset of a given level of uncertainties, in particular the one expected from
the 12C(n, p) measurement, and (3) to provide alternative solutions in case the direct application
proves to be unreliable due to the level of uncertainties in the extracted results (section 4). Since
we develop the method having a specific 12C(n, p) reaction in mind, it cannot be overemphasized
that the procedure is aimed at and designed for the particular detector setup, based on the ∆E-E
telescoping principle, rather than for the particular reaction of even the type of reaction. Therefore,
at no point should the method be considered as limited to this specific (type of) reaction, nor should
the conclusions regarding a particular 12C(n, p) measurement from n_TOF be misinterpreted for
some general limitation of the method itself.


2 Method derivation


Let θ be the angle of proton emission in the center of mass frame (of the incoming neutron and
12C nucleus before the reaction, and of the outgoing proton and the 12B nucleus after the reaction),
relative to the direction of the neutron beam. We immediately introduce:


χ ≡ cos θ (2.1)


as a relevant variable. For simplicity of terminology we still refer to χ as the angle of the proton
emission. Let Ni j be the total number of protons detected in coincidence by the (i, j)-pair of strips,
with the first index i denoting someof the thin∆E-strips and the a second index j denoting someof the
thickE-strips fromany telescope (front or rear). LetE be the energy of the incident neutron. The pro-
ton produced by the neutron of sufficiently high energy might be emitted leaving the 12B nucleus in
any of the energetically accessible states. Thus, the proton energy is clearly contingent on the daugh-
ter nucleus’ excited states. Denoting these states by x (x = 0 being the ground state), we define the
probability εi j(x, E, χ) for the coincidental detection— by the (i, j)-pair of strips — of protons pro-
duced by the neutrons of energy E and emitted under an angle χ leaving the 12B nucleus in a state x:


εi j(x, E, χ) ≡
d2Ni j(x, E, χ)
d2N(x, E, χ)


, (2.2)
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Figure 2. Examples of the coincidental detection probabilities for protons from the 12C(n, p) reaction induced
by 20MeV neutrons, leaving the 12B nucleus in the ground state. The probabilities are shown for an arbitrary
(i-th) ∆E-strip in coincidence with the several closest E-strips.


with d2Ni j(x, E, χ) as the number of the detected protons and d2N(x, E, χ) as the number of pro-
tons emitted under such conditions. These probabilities may easily be obtained from the dedicated
simulations, described in appendix A. It should be noted that they reflect the properties of the
experimental setup itself, and are independent of the angular distribution of the emitted protons.


Only for illustration purposes, figure 2 shows the coincidental detection probabilities
εi j(0, 20 MeV, χ) for protons produced by 20MeV neutrons, leaving the 12B nucleus in the ground
state (x = 0). The probabilities are shown for some arbitrarily selected, i-th ∆E-strip in coinci-
dence with the several closest E-strips. During the method implementation these curves, i.e. their
smooth(ed) forms never have to be constructed, as their integrals can be calculated as the weighted
sum of the simulated counts. The issue is further addressed in appendix A.


The number of protons emitted under the described specific conditions may be decomposed as:


d2N(x, E, χ) = φ(E)µ(E)
%(x, E, χ)
Σtot(E)


(
1 − e−ηΣtot(E)


)
dEdχ, (2.3)


with φ(E) as a time-integrated energy dependent neutron flux irradiating the sample:
φ(E) = dΦ(E)/dE , dΦ(E) being the total number of neutrons of energy E intercepted by the
sample. The multiple scattering factor µ(E) describes an increase in the neutron flux at an energy
E due to the energy loss of higher-energy neutrons by means of the multiple scattering inside
the sample itself. With %(x, E, χ) as the partial cross section for the 12C(n, p) reaction, i.e. for a
particular reaction of interest, Σtot(E) is the total cross section for any neutron induced reaction
in the carbon sample. Finally, η is the areal density of the sample, as encountered by the neutron
beam, in the number of atoms per unit area. While the term 1 − e−ηΣtot(E) gives a probability for
any neutron reaction to occur (the exponential term itself being the transmission probability), the
differential ratio %(x, E, χ)/Σtot(E) governs the probability of that reaction being the one of interest.
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The differential cross section may now be decomposed as:


%(x, E, χ) = σ(E) ρ(x, E) A(x, E, χ), (2.4)


with σ(E) as the total cross section for the 12C(n, p) reaction, ρ(x, E) as the energy-dependent
branching ratios for the reaction flow via the particular excited state of 12B, and A(x, E, χ) as the
angular distribution of protons specific to that state.


From eq. (2.3) we now isolate all the terms that are independent of the detector setup, while
being available from the experiment, simulation or any evaluation database:


w(E) ≡
1 − e−ηΣtot(E)


Σtot(E)
φ(E)µ(E). (2.5)


The neutron flux φ(E) at EAR1 (as well as the flux at EAR2 [16]) is available from the dedicated
measurements at n_TOF [17]. Even in a general case of a thick sample, themultiple scattering factor
could be obtained from the dedicated simulations if the total cross section Σtot(E) and the elastic
scattering cross section Σel(E) for carbon were known with sufficient precision, which they are [12].
However, as the very thin carbon sample was used during the energy-differential measurement —
0.25 mm [13], with the thickness of 0.35 mm, i.e. an areal density of η = 4×10−3 atoms/barn being
intercepted by the neutron beam due to the sample tilt of 45◦ (figure 1b) — a thin sample approx-
imation becomes highly appropriate. In this approximation the deviation of the multiple scattering
factor from unity is completely negligible: µ(E) ≈ 1, while the full fractional term from eq. (2.5)
approximates to η due to ηΣtot(E) � 1 within the entire neutron energy range of interest. Hence:


w(E) ≈ ηφ(E). (2.6)


Using eqs. (2.4) and (2.5), eq. (2.3) may now be rewritten as:


d2N(x, E, χ) = w(E)σ(E) ρ(x, E) A(x, E, χ) dEdχ. (2.7)


We now take into account that due to the energy spread of the neutron beam the experimental data
must be analyzed within the energy intervals of finite width. We use the following notation for one
such interval:


E ≡ [Emin, Emax], (2.8)


meaning that all the later quantities denoted by E are either integrals or averages over E, or that they
may be separately and independently selected for each such energy interval. Since any particular
method implementation requires a weighted averaging over w(E), we immediately introduce the
following norm:


WE ≡
∫
E
w(E)dE . (2.9)


Returning to the differential number of protons d2Ni j(x, E, χ) detected by a particular pair of strips
and recalling that there may be multiple excited states of the daughter nucleus contributing to the re-
action, wemaywrite the expression for the total number of protons detected by the (i, j)-pair of strips:


N (E)i j =


XE∑
x=0


∫
E


dE
∫ 1


−1
dχ


d2Ni j(x, E, χ)
dEdχ


, (2.10)
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with XE as the highest excited state affecting the data from the energy interval E. It should be noted
that the total detected counts N (E)i j taken for analysis will also be dependent on the energy deposition
cuts imposed on the experimental data. We will consider this dependence implicitly absorbed
within the terms N (E)i j and, consequently, the corresponding detection probabilities εi j(x, E, χ).


We now define an arbitrary bijective mapping:


(i, j) 7→ α, (2.11)


allowing us to write eq. (2.10) in a single index, which will soon become useful in bringing the
system to an appropriate matrix form. This bijection never needs to be explicitly constructed. Using
this formal manipulation in conjunction with applying eqs. (2.2) and (2.7) to eq. (2.10), we arrive
at the master equation:


N (E)α =
XE∑
x=0


∫
E


dE
∫ 1


−1
dχ εα(x, E, χ)w(E)σ(E)ρ(x, E)A(x, E, χ). (2.12)


Our goal is now to bring this equation into the matrix form:


®N (E) = EE ®P (E) (2.13)


by constructing the vector ®N (E) of total detected counts N (E)α , by designing an appropriate matrix
EE and by isolating the sought parameters of the partial cross section within the vector ®P (E). We
will obtain this matrix form by decomposing the angular distributions into partial waves (Legendre
polynomials).


Before proceeding further let us put forth the tools and considerations common to any particular
implementation of themethod. Let us denote byRE the number of relevant pairs of strips composing
the experimental dataset from ®N (E) and by PE the number of the partial cross section parameters
from ®P (E). Then we can select at most RE parameters to reconstruct:


RE ≡ dim
[
®N (E)


]
PE ≡ dim


[
®P (E)


] }
⇒ PE ≤ RE. (2.14)


When PE < RE, the best solution to this system may be found by means of the weighted least
squares method [18]:


®P (E) =
(
E>EV−1


E EE
)−1E>EV−1


E
®N (E), (2.15)


with VE are the covariance matrix of the input data, allowing for the propagation of experimental
uncertainties in order to obtain the covariance matrixVE of the reconstructed parameters and their
respective uncertainties δP(E)β as:


VE =
(
E>EV−1


E EE
)−1


⇒ δP(E)β =
√
[VE ]ββ . (2.16)


From the raw results obtained from eq. (2.15) wewill have to calculate various consequent quantities
— the total reaction cross section, branching ratios and the angular distribution parameters—while
dealing with the high uncertainties and possible correlations in the reconstructed ®P (E). Therefore,
we are well advised to take into account the effects of the full covariancematrix upon the propagation
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of uncertainties. Let any of these quantities be the scalar function of ®P (E) that we generally denote
as: FE ≡ F


(
®P (E)


)
. Then the respective uncertainty δFE may be expressed as:


δFE =
√


JFVE J>F =


√√√√ PE∑
β=1


PE∑
β′=1


∂FE
∂P(E)β


∂FE
∂P(E)β′


[VE ]ββ′, (2.17)


with JF indicating the conventionally defined Jacobian matrix of the function F.


2.1 Partial waves decomposition


We start by decomposing the angular distributions into the selected number of partial waves, i.e.
Legendre polynomials Pl(χ):


A(x, E, χ) ≈
LE(x)∑
l=0


al(x, E) Pl(χ), (2.18)


with the maximum wave number LE(x) freely adjustable to any given excited state, within the
constraints of the total number RE of the available data points. Eq. (2.12) may now be rewritten as:


N (E)α ≈
XE∑
x=0


LE(x)∑
l=0


∫
E
w(E)σ(E) ρ(x, E) al(x, E) dE


∫ 1


−1
εα(x, E, χ)Pl(χ) dχ


= 2WE
XE∑
x=0


LE(x)∑
l=0


〈
σρal


〈
εα


〉
l


〉
E
,


(2.19)


where we recognize the appearance of the weighted averages 〈·〉E and 〈·〉l, with w(E) and Pl(χ)


as the respective weighting functions. We now approximate the average product by the product of
averages: 〈


σρal
〈
εα


〉
l


〉
E
≈ ¯̄ε(E)


αxlσ̄
(E) ρ̄


(E)
x ā(E)xl , (2.20)


with the single and double averages appearing as:


σ̄(E) ≡
1


WE


∫
E
w(E)σ(E) dE, (2.21)


ρ̄
(E)
x ≡


1
WE


∫
E
w(E) ρ(x, E) dE, (2.22)


ā(E)xl ≡
1


WE


∫
E
w(E) al(x, E) dE, (2.23)


¯̄ε(E)
αxl ≡


1
2WE


∫
E
w(E) dE


∫ 1


−1
εα(x, E, χ) Pl(χ) dχ. (2.24)


In analogy to eq. (2.11) we introduce another arbitrary bijective mapping:


(x, l) 7→ β, (2.25)


never having to be explicitly constructed, but allowing for a unique-index labeling. In that, β spans
the range of all free parameters, i.e. the total number of coefficients ā(E)xl : β = 1, . . . ,PE. As it holds:
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PE =
∑XE


x=0[LE(x) + 1], from eq. (2.14) we have the following constraint upon the distribution of
Legendre coefficients among the relevant exited states:


1 + XE +
XE∑
x=0
LE(x) ≤ RE. (2.26)


Equation (2.19) is now recast as:


N (E)α ≈ 2WE
XE∑
x=0


LE(x)∑
l=0


¯̄ε(E)
αxlσ̄


(E) ρ̄
(E)
x ā(E)xl = 2WE


PE∑
β=1


¯̄ε(E)αβσ̄
(E) ρ̄


(E)
β ā(E)β , (2.27)


having thus been brought into the matrix form from eq. (2.13), with the appropriate definitions:[
EE


]
αβ
≡ 2WE ¯̄ε(E)αβ, (2.28)


P(E)β ≡ σ̄
(E) ρ̄


(E)
β ā(E)β . (2.29)


The entire solution ®P (E) and the corresponding uncertainties are now easily found from eqs. (2.15)
and (2.16).


Applying the normalization condition
∫ 1
−1 A(x, E, χ)dχ = 1 to eq. (2.18), we find that:


a0(x, E) = 1/2 ⇒ ā(E)x0 = 1/2, (2.30)


i.e. all the 0th terms are fixed and carry the entire angular distribution norm. Plugging this result
into eq. (2.29): P(E)x0 = σ̄


(E) ρ̄
(E)
x /2 and combining it with the normalization condition


∑XE
x=0 ρ̄


(E)
x = 1,


we find:


σ̄(E) = 2
XE∑
x=0


P(E)x0 . (2.31)


The next step consists of identifying the branching ratios as:


ρ̄
(E)
x =


2P(E)x0
σ̄(E)


=
P(E)x0∑XE


y=0 P(E)y0


, (2.32)


culminating in the separation of the angular coefficients:


ā(E)xl =
P(E)xl


σ̄(E) ρ̄
(E)
x
=


1
2


P(E)xl


P(E)x0


. (2.33)


The uncertainties δσ̄(E), δρ̄(E)x and δā(E)xl follow directly from eq. (2.17), according to the full
covariance matrixVE from eq. (2.16) .


When the total number of the relevant excited states becomes so large that the total number
PE of required parameters becomes comparable to the total number RE of available data points,
and/or when these points are affected by large uncertainties, the coefficients ā(E)xl exhibit substantial
uncertainties themselves and the contributions from the particular excited states can not be reliably
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separated. In this case onemay attempt to reconstruct the “global” partial wave coefficients averaged
over the excited states:


¯̄a(E)
l
=


XE∑
x=0


ρ̄
(E)
x ā(E)xl fLE(x)−l =


∑XE
x=0 P(E)xl fLE(x)−l


2
∑XE


y=0 P(E)y0


, (2.34)


hoping for a manageable uncertainty in the total contribution to a given partial wave. The factors
f` ,defined as:


f` ≡


{
0 if ` < 0
1 if ` ≥ 0


(2.35)


simply take into account whether a given partial wave was adopted for a given excited state. As all
the 0th terms are fixed by eq. (2.30), we immediately have ¯̄a(E)0 = 1/2 and δ ¯̄a(E)0 = 0.


3 Method implementation


We illustrate the implementation of the method by applying it to the 12C(n, p) data artificially
generated by the Geant4 simulations. We consider here the data from 1MeV wide energy range
E = [19.5 MeV, 20.5 MeV], approximately where this reaction’s cross section is expected to reach
its maximum. The branching ratios and the angular distributions for each relevant excited state were
arbitrarily constructed.


3.1 Selecting the excited states


The excited states contributing to the reaction within the given neutron energy range E need to
be clearly identified, as the method requires them to be known in advance. For the 12C(n, p)
reaction, there are total of 15 states in the 12B daughter nucleus with the energy threshold Ethr below
the upper limit of the considered neutron energy range (Ethr < 20.5 MeV) [15]. Their excitation
energies together with the correspondingQ-values and the energy thresholds in the laboratory frame
are listed in table 1. While all these states contribute to the reaction, not all of them necessarily
contribute to the totality of the detected counts, especially those very close to the reaction threshold.
The reason is threefold: (1) the very low reaction cross section close to the threshold; (2) the
pronounced forward boost of the produced protons in the laboratory frame, making them miss most
of the detection setup; (3) the low proton production energy causing them to be stopped by the
sample itself, never reaching the detectors at all. Therefore, it needs to be estimated in advance
which states may be excluded from the analysis of the experimental data. As the exact evaluation of
the expected amount of the detected counts from each state is, of course, impossible without the prior
knowledge of the partial cross sections for each separate state (their branching ratios and angular
distributions), one needs to rely on some reasonable estimate. One such useful figure of merit is the
approximate probability estimator ε̃(E)x for the coincidental detection by any pair of the ∆E-E strips:


ε̃
(E)
x ≡


1
2WE


∑
α


∫
E
w(E)dE


∫ 1


−1
εα(x, E, χ)dχ, (3.1)


constructed by assuming — in the absence of any prior information — the isotropic angular dis-
tribution of protons in the center of mass frame: A(x, E, χ) ≈ 1/2, and applying the same energy
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Table 1. States in the 12B nucleus relevant for the selected demonstration example. The table lists their
excitation energies Ex [15], the corresponding Q-values and the energy thresholds Ethr for the 12C(n, p)
reaction in the laboratory frame.


x Ex [MeV] Q [MeV] Ethr [MeV]
0 0.00 12.59 13.65
1 0.95 13.54 14.68
2 1.67 14.26 15.46
3 2.62 15.21 16.49
4 2.73 15.31 16.60
5 3.39 15.98 17.32
6 3.76 16.35 17.72
7 4.00 16.59 17.98
8 4.30 16.89 18.31
9 4.46 17.05 18.48
10 4.52 17.11 18.55
11 4.99 17.56 19.05
12 5.61 18.20 19.73
13 5.73 18.31 19.85
14 6.00 18.59 20.15


deposition cuts as are to be applied to the experimental data. Figure 3 shows thus obtained prob-
ability estimates for the relevant 12B states. Although the portion N (E)x of the produced protons
still remains entirely unknown, the observed decrease in ε̃(E)x together with the expected decrease in
N
(E)
x for the higher states allows one to make informed estimates about the relevance of the expected


partial contributions N (E)x to the detected counts: N (E)x ≈ ε̃
(E)
x N


(E)
x . From these considerations ap-


plied to figure 3 we elect to include only the first 11 states (up to the 10th excited one, i.e. XE = 10)
for further analysis. The artificial data to be analyzed were, of course, simulated by including all
15 states with the energy thresholds below the upper limit of the considered neutron energy range.


It must be pointed out that this exclusion of higher states from the analysis may, in principle,
affect the cross section normalization, as the branching ratios of the excluded states become unob-
tainable. However, as already discussed, the cross sections around the energy thresholds for these
states are expected to be negligible and so is their impact upon the total reaction cross section. Still,
if there were reasonable indications to the contrary, one should be aware that the reconstructed cross
section σ̄(E) is only partially contributed by those states that were kept for the analysis.


3.2 Varying the amount of partial waves


The highest wave numbers LE(x) for each excited state are evidently the method’s adjustable
parameters. For the total of RE relevant pairs of strips from eq. (2.14), there is a total of


(
RE
XE+1


)
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Figure 3. Figure of merit: estimated probabilities for the coincidental detection of protons from the 12C(n, p)
reaction by any pair of ∆E-E strips, dependent on the excited state x that the daughter nucleus 12B was left
in. The considered neutron energy range is E = [19.5 MeV, 20.5 MeV].


selections ofLE(x) satisfying the constraint from eq. (2.26), with
(
·


·


)
denoting a binomial factor. For


RE = 60, as used later, and XE = 10 this amounts to approximately 3.4 × 1011 combinations. If we
were to impose some maximum admissible wave number LE that may be assigned to any particular
state — implying, for purpose of these simple estimates, that the selection of LE itself must be such
that (LE + 1)(XE + 1) ≤ RE, in order for each of XE + 1 states to be allowed LE + 1 waves — then
the number of possible selections for LE(x) reduces to (LE + 1)XE+1. For example, the maximum
value LE = 4 compatible with RE = 60 and XE = 10 yields approximately 4.9 × 107 combinations.
However, the following physical argument helps us in reducing the number of possible combinations
even further, by keeping only the physically sensible selections of LE(x). We consider that close
to the reaction threshold the nuclear reactions are expected to be isotropic (in the center-of-mass
frame), while the anisotropy is expected to appear (and possibly intensify) with increasing incident
particle energy. This suggests that the higher excited states — characterized by a higher threshold
— should not be assigned more partial waves than the lower states, i.e.:


LE(x1) ≥ LE(x2) for x1 < x2. (3.2)


For the maximum admissible wave number LE, the number of combinations consistent with this
constraint is now reduced to


(LE+XE+1
XE+1


)
. For example, the maximal value LE = 4 compatible with


RE = 60 and XE = 10 leaves the total of 1365 combinations. All we need now is the algorithm for
constructing such combinations. For the maximum wave number LE to be assigned to any state,
the particular combination of nonincreasing LE(x) values may be uniquely defined by the set of
LE states Λ` (` = 1, . . . , LE) at which the maximum wave number LE(x) increases by 1. In other
words, Λ` form a set of states such that LE(x) = ` ends at x = Λ` , i.e.:


LE(x) = ` for Λ`+1 < x ≤ Λ`, (3.3)
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with additional fixed boundariesΛ0 = XE andΛLE+1 = −1, defined for the convenience of the imple-
mentation. The algorithm now reduces to generating all combinations (LE-tuples) of Λ` such that:


Λ`+1 ≤ Λ` with Λ` ∈
{
− 1, . . . ,XE


}
for ` = 1, . . . , LE. (3.4)


It is easy to confirm that if Λ` = −1 for all `, then LE(x) = 0 for all x, i.e. all the states are assigned
only the isotropic component. The other extreme is Λ` = XE for all `, meaning that LE(x) = LE for
all x, i.e. all the states are assigned the maximum allowed number of partial waves.


3.3 Optimizing the model parameters


The obvious question now is how to select an optimal combination of the wave numbers LE(x). We
propose here a simple— and by no means unique— selection principle. As the variations in LE(x)
directly affect the number of themodel parameters: PE =


∑XE
x=0[LE(x) + 1], the reduced chi-squared


estimator X2 lends itself easily to a quick and efficient evaluation of the goodness of the fit:


X2 =


(
®N (E) − EE ®P (E)


)>V−1
E


(
®N (E) − EE ®P (E)


)
RE − PE


'
1


RE − PE


RE∑
α=1


(
N (E)α −


∑PE
β=1


[
EE


]
αβ


P (E)β
)2(


δN (E)α
)2 . (3.5)


The rightmost expression holds when the covariance matrix VE of the input data is diagonal, i.e.
when the correlations between the components of ®N (E) are negligible. As opposed to the goodness
of fit — which will for large RE systematically improve by increasing the number of partial waves,
as long as PE does not closely approach RE — the reliability of the fit, reflected through the un-
certainties in the reconstructed ®P (E), rapidly degrades with increasing number of parameters. For
estimating this reliability we propose a simple calculation of the uncertainty δX2 in the chi-squared
value from eq. (3.5) by means of eq. (2.17), since X2 is sensitive to all the fitted parameters —
unlike, for example, the reconstructed cross section σ̄(E) from eq. (2.31). In the context of our
problem the minimization of X2 and its uncertainty δX2 seem to be opposing objectives. Therefore,
we propose to minimize their product X2δX2 as the simplest estimator that should at its minimum
provide the optimal tradeof between the goodness and the reliability of the fit.


There are additional issues to consider. For the number of partial waves too inadequate for
a given set of the experimental data, some of the branching ratios ρ̄(E)x from eq. (2.32) may turn
out to be negative or greater than unity — a clear signature of the badness of the fit, going beyond
the particular values of X2. These fits should be immediately rejected as physically unsound, i.e.
disqualified from any kind of optimization procedure, be it the minimization of X2δX2 or some
alternate technique.


Yet another quality control mechanism consists of checking if the reconstructed angular distri-
butions for each angular state:


Ā(E)x (χ) ≡


LE(x)∑
l=0


ā(E)xl Pl(χ) =
1
2


LE(x)∑
l=0


P(E)xl


P(E)x0


Pl(χ) (3.6)


become negative at any point. If so, such fits may also be immediately rejected, regardless of
their goodness. One should be wary, however, in making such rejections when there are prior
indications that some states may indeed feature the very low branching ratios or highly anisotropic
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angular distributions that locally come close to zero. In this case any statistical fluctuation in the
input data may easily drive the reconstructed results toward the negative values, while the results
do remain reasonably reliable representations of the true reaction parameters. It should be noted
that the reconstructed branching ratios may discard all fits as unphysical, if every combination of
wave numbers LE(x) produces at least one negative ρ̄(E)x . On the other hand, the isotropic angular
distributions will always pass the negativity test, so that the fully isotropic fit (LE(x) = 0 for all x)
will always be accepted, based on the positivity of the angular distributions themselves.


Prior to calculating X2, δX2 or any consequent quantity to be used in judging the suitability
of the fitted result, one may also consider manually eliminating from the set of fitted parameters
those P(E)xl that, according to eq. (2.33), yield the angular coefficients too small (|ā(E)xl | � 1) or
unreasonably large (|ā(E)xl | � 1) in magnitude. For the associated β, this is most easily done by
setting P(E)β = 0 and [VE ]ββ′ = [VE ]β′β = 0 for all β′ within the covariance matrix from eq. (2.16).
This procedure helps in regularizing the fit, as the exceedingly small |ā(E)xl | are commonly the
sporadic results caused by the finite precision data, while the distinctly large |ā(E)xl | are expected to
appear as the consequence of overfitting the statistical fluctuations in the input data. One should, of
course, be prepared for the closer inspection and the critical evaluation of the results if the optimal
set of parameters happens to be precisely thus manipulated set. However, what is expected from
this procedure is the artificially induced increase in the fit suitability estimator X2δX2, such that
some alternative set of parameters takes precedence as the optimal one.


In summary, we propose to identify the optimal combination of the maximum wave numbers
LE(x) by minimizing the product X2δX2 — or any such estimator balancing between the goodness
and the reliability of the fit — while taking into account the physical soundness of the results,
whether by immediately rejecting those physically inadmissible or by appropriately penalizing
them during the optimization procedure.


3.4 Method investigation: 12C(n,p) data


We now test the method on a particularly challenging example of the artificially generated 12C(n, p)
data, as means of appraising its applicability to the experimental data from n_TOF. The simulated
dataset — the set of counts N (E)α detected by a particular pair of strips — was obtained from the
same Geant4 simulations as used for obtaining the coincidental detection probabilities, i.e. the
central design matrix EE . The neutron energies were sampled within the 1MeV wide interval
E = [19.5 MeV, 20.5 MeV], all 15 states from table 1 were used in constructing the dataset, while
only the first 11 states from figure 3 were considered for the reconstruction. For the buildup of the
test counts an arbitrarily constructed branching ratios ρ(x, E) for each of the 15 states were used (rep-
resented by later figure 5), together with the angular distributions A(x, E, χ) arbitrarily constructed
for each state, which were all designed from the three lowest Legendre polynomials (P0, P1, P2).


Figure 4 shows the relevant set of coincidental counts recorded by different∆E-E pairs of strips,
ordered by magnitude. While there are (16 E-strips)×(16 ∆E-strips )×(2 telescopes) = 512 possible
pairs of strips in the used SITE configuration from figure 1b, one can see from figure 4 that only the
tenth of those are characterized by a sufficient coincidental detection probability to be considered
for analysis. It should be noted that the counts from figure 4 were constructed from an exceedingly
large dataset, featuring the negligible statistical fluctuations. In order to easily generate the statis-


– 13 –







2
0
2
0
 
J
I
N
S
T
 
1
5
 
P
0
2
0
1
1


α
0 20 40 60 80 100


  
α


N
   


/ m
ax


α
N


0.0


0.2


0.4


0.6


0.8


1.0


(𝔼
)


(𝔼
)


Graph


Figure 4. Artificial set of the coincidentally detected counts obtained from an exceedingly large dataset
generated by Geant4 simulations, virtually unaffected by the statistical fluctuations. The numbers of counts
are ordered by their magnitude and scaled relative to their maximum value (from the most efficient ∆E-E
pair of strips). The values for the analysis are constructed by first scaling these counts to a desired level
of statistics and then generating the appropriate Poissonian fluctuations. Only the counts above 5% of the
maximum value (the dashed threshold) are kept for the analysis.


tical variations in the dataset to be taken for analysis, we first scale these counts to a desired level
of statistics (thus constructing their statistically expected values) and then generate the appropriate
Poissonian fluctuations. For purposes of this demonstration we keep only those coincidental counts
N (E)α that are higher than 5% of the maximum value (the dashed threshold from figure 4). Depending
on a particular realization of the Poissonian fluctuations, around RE = 60 relevant pairs of strips
meet this condition. The statistical uncertainties are then assigned to these counts by setting the
diagonal elements of the input covariance matrixVE from eqs. (2.15) and (2.16) to: [VE ]αα = N (E)α .


In order to vary the maximum wave numbers LE(x) for each excited state we follow the
procedure from section 3.2, adopting the maximum supported value LE = 4. We choose the number
of counts from the most efficient pair of strips to be: max


[
N (E)α


]
= 106, making the total number


of counts detected across all kept pairs:
∑RE
α=1 N (E)α = 2 × 107. The reason behind this selection is


rather simple and carries the critical repercussions for the analysis of the experimental data from
n_TOF: at lower statistics basically all the fits are discarded due to the appearance of the negative
branching ratios. In other words, for almost all generated instances of Poissonian fluctuations all
the fits (for any combination of state boundariesΛ`) produce at least one negative ρ̄(E)x . One must be
careful at this point not to confuse max


[
N (E)α


]
= 106 with some minimum intrinsic level of reliable


statistics. Instead, it reflects an amount of excited states at play: a high number of states naturally
requires high statistics if they were to be reliably disentangled one from the other.


We now appraise the method based on the accuracy and uncertainty of the reconstructed
parameters. For a condensed demonstration of the results on the reconstructed angular distributions,
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Figure 5. Typical example of the reconstructed set of branching ratios, recovered by an optimal set of wave
numbers assigned to each excited state. Only the first 11 states were considered for the reconstruction, as the
rest of them hardly contribute to the detected counts or not at all.


we use the overall distribution AE(χ), averaged over all excited states:


AE(χ) =
1


WE


X+E∑
x=0


∫
E
w(E) ρ(x, E) A(x, E, χ) dE


'


XE∑
x=0


ρ̄
(E)
x


LE(x)∑
l=0


ā(E)xl Pl(χ) =


∑XE
x=0


∑LE(x)
l=0 P(E)xl Pl(χ)


2
∑XE


x=0 P(E)x0


.


(3.7)


The reference distribution stems from the arbitrarily constructed distributions A(x, E, χ) for each
of the 15 states contributing to the reaction (X+E = 14; see table 1). The reconstructed distribution,
as denoted by ', is contributed by the reduced number of states taken for the analysis (XE = 10).
After applying the method to the different realizations of Poissonian fluctuations, our conclusions
are rather simple and straightforward. The fits yielding an unphysical set of branching ratios
also grossly misidentify the overall angular distribution AE(χ) and, in general, the reconstructed
cross section σ̄(E), reflecting the absolute normalization of the data. As such, they should indeed
be immediately rejected. Among the physically admissible fits (if there are any at all) the ones
identified as optimal do seem to reasonably reconstruct both the overall angular distribution and
the cross section, at least under the level of statistics adopted here out of necessity. However, the
set of reconstructed branching ratios themselves most often seems to be unrepresentative of the
true results, as illustrated by a typical example from figure 5. The example from figure 5 also
shows that their uncertainties may also be grossly underestimated and unrepresentative of their
error. Therefore, the reconstructed branching ratios should be taken with maximum caution.


At the adopted level of statistics most often there seems to be little difference in the results
obtained byminimizingX2 or the proposed productX2δX2, as the physicality of the branching ratios
serves as themain discriminator of the unreliable fits. Figure 6 shows an examplewhen the difference
in the reconstructed overall angular distributions obtained by minimizing X2 or X2δX2 turns out to
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Figure 6. Overall angular distribution recovered from an optimal set of wave numbers for each excited state,
obtained by minimizing either X2 (the goodness of the fit) or X2δX2 (the tradeoff between the goodness and
the reliability).


be appreciable. This example clearly illustrates the superiority of optimizing the tradeoff between he
goodness and the reliability of the fit. The power of this procedure lies not in reducing the uncertain-
ties per se, but in penalizing the overfitting, i.e. in rejecting the sporadic parameters that unnecessar-
ily and disproportionately increase the uncertainties in all other parameters, besides introducing their
own excessive ones. Indeed, while the reference angular distribution from figure 6 was constructed
as a linear combination of the 3 lowest Legendre polynomials, the one identified by minimizing X2


allows for 5 of them (the maximum amount supported by LE = 4; a clear symptom of overfitting),
while the minimization of X2δX2 finds the combination of 4 partial waves as the optimal one.


Let us recall that with so many exited states at play, the physicality of the branching ratios
serves as the primary discriminator of unreliable fits. For a significantly reduced number of states,
this method of assessment becomes much more insensitive or even entirely unavailable in case
of a single relevant, ground state. In that case the quality tradeoff between the goodness and the
reliability of the fit remains the crucial, if not the only available method for identifying the optimal
set of the fit parameters.


Finally, at the adopted level of statistics the relative uncertainty in the reconstructed cross section
σ̄(E) appears to be around 10%. As the statistically expected uncertainty scales as


(
N (E)tot


)−1/2 with
the total number N (E)tot of the detected counts, one can easily estimate the expected level of uncertainty
at any level of statistics, provided that the available data produce any acceptable fit in the first place.
Considering that the experimental n_TOF data on the 12C(n, p) reaction are expected to provide 4 to
5 orders of magnitude less statistics than adopted for this demonstration [13], even if they could be
fitted without all fits failing the physicality test, the uncertainty in σ̄(E) is thus expected to be at least
an order of magnitude grater than reconstructed cross section itself! Hence, the direct application
of the full reconstruction method presented up to this point is ill-adjusted to these experimental
data, due to the particularly unfavorable combination of the available statistics and the amount of
excited states at play. This outcome should not be confused with some intrinsic shortcoming of the
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method itself, as there is a limit to the quality of the results that could be extracted from the data of
a finite statistical precision. Fortunately, this eventuality was foreseen in advance of the experiment
and the experimental setup was specially optimized so as to minimize the systematic effects due
to the alternative approach to the analysis of these data. This approach consists of utilizing the
reduced variant of the method, by adopting a priori information on the branching ratios and the
angular distributions from an outside source — such as the TALYS theoretical model [19], adjusted
to the preexisting experimental data — and aiming solely at the reconstruction of the absolute cross
section σ̄(E). This reduced variant is addressed in the following section.


4 Method reduction


Even when the full unfolding procedure may not be meaningfully applied due to the uncertainties
in the input data limiting the usefulness of the output results, the method formalism from section 2
still remains relevant, as it clearly establishes the connection between the measured observables
and the underlying reaction parameters. Furthermore, the coincidental detection probability of
the experimental setup must be characterized — most appropriately by means of the dedicated
simulations described in appendix A — regardless of the particular approach to the data analysis.
Starting from eq. (2.12), one may derive any particular variant of the unfolding procedure, be it
the reduction of the one from section 2.1 or even some further extension, shortly addressed in
appendix B. Motivated by the status of the experimental n_TOF data on the 12C(n, p) reaction, we
consider here the adoption of a priori information on the branching ratios and angular distributions,
aiming solely at the reconstruction of the absolute cross section. Assuming that information to be
available from an independent source, eq. (2.12) may be linearized as:


®N (E) ≈ ®ε (E)σ̄(E), (4.1)


with the vector ®ε (E) (as a matrix of a reduced dimensionality) standing in place of the design matrix
EE from eq. (2.13) and the single unknown σ̄(E) replacing the previous set ®P (E) of underlying
reaction parameters. While the definition of σ̄(E) stays the same as in eq. (2.21), ®ε (E) is now defined
by components as:


ε
(E)
α ≡


XE∑
x=0


∫
E


dE
∫ 1


−1
dχ w(E) ρ(x, E) A(x, E, χ) εα(x, E, χ), (4.2)


where the branching ratios ρ(x, E) and angular distributions A(x, E, χ) are taken from an outside
source of information. Applying eqs. (2.15) and (2.16) — while taking the covariance matrix VE
to be diagonal and composed of the uncertainties δN (E)α in the detected counts: [VE ]αα =


(
δN (E)α


)2


— the final solution for the sought cross section may now be written in a rather simple closed form:


σ̄(E) =
(
δσ̄(E)


)2
RE∑
α=1


ε
(E)
α N (E)α(
δN (E)α


)2 , (4.3)


with the associated uncertainty:


δσ̄(E) =
©­«
RE∑
α=1


(
ε
(E)
α


δN (E)α


)2ª®¬
−1/2


. (4.4)
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It should be noted that this procedure still makes full use of all the experimentally available
information from separate pairs of ∆E-E strips. This feature is in clear opposition with the
more extreme reduction of the method, taking only the total number N (E)tot =


∑RE
α=1 N (E)α of coin-


cidental counts detected across an entire detection setup, in conjunction with its total detection
probability ε (E)tot =


∑RE
α=1 ε


(E)
α in order to obtain the absolute cross section overly simplistically as


σ̄(E) = N (E)tot /ε
(E)
tot , thus defeating any benefit of having used a high-end telescope — in particular, its


sophisticated dissociation into multiple strips.
Evidently, the main challenge with thus reduced method is the estimation of the systematic un-


certainties brought on by the out-of-necessity adopted branching ratios and angular distributions. An
indication of those uncertainties — and a conservative one, at that — may be obtained by adopting
all the involved angular distributions as isotropic: A(x, E, χ) = 1/2, and recalculating σ̄(E). The dif-
ference between the externally provided and all-isotropic distributions is to be taken as representing
the extreme case of the possible disparity with the true angular distributions. Another possibility is
taking among the externally provided distributions only the branching ratios or the angular distribu-
tions as given, and unfolding the data with the other type of distributions unconstrained. Comparing
these alternative results for σ̄(E) allows for an informed estimate of the systematic uncertainties.


5 Conclusions


A new angle resolving stripped silicon telescope (SITE) has recently been introduced at the neutron
time of flight facility n_TOF at CERN for the measurements of the neutron induced reactions with
the charged particles in the exit channel. Its outstanding detection properties have already been
demonstrated in the challenging measurement of the 7Be(n, p) reaction, relevant for the famous
Cosmological Lithium Problem. The joint energy-differential measurement of the 12C(n, p) and
12C(n, d) reactions has also been recently performed at n_TOF, using the upgraded and specially
optimized detector configuration consisting of the two separate silicon telescopes. As the nature of
these reactions poses significant challenges for the meaningful data analysis — being affected by
the multiple excited states in the daughter nuclei and featuring the anisotropic angular distributions
of the reaction products — we have established a clear and detailed formalism behind the measured
observables: the total number of the coincidental counts detected by any combination of ∆E-E pairs
of silicon strips. From this formal connection we have developed and tested the unfolding procedure
for the reconstruction of the underlying reaction parameters, consisting of the absolute reaction cross
section, the branching ratios and the angular distributions of the reaction products for each excited
state in the daughter nucleus. We have also addressed the finer points of the method implementation,
thus providing the consistent and reliable methodology for obtaining the optimal set of the output
parameters. Though the method may, in principle, reconstruct all these quantities separately, its
performance may be severely limited by the amount of parameters — determined by the number of
excited states and the level of anisotropy— as well as the level of uncertainties in the input data. By
testing themethod on the artificially generated dataset resembling the n_TOFmeasurement the of the
12C(n, p) reaction, we have found little hope that the full unfolding procedure could be meaningfully
applied to these particular experimental data, precisely due to the highly unfavorable combination of
the large number of the excited states and the reduced level of statistics expected from the experiment.
This unfortunate outcome should not be misinterpreted for the inherent deficiency of the method
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itself, as at some point all considered reaction parameters must be fully taken into account if the
experimental data are to be properly described and reliably analyzed. Precisely the clarity of the
formalism behind the method allows for its many alternative variants to be developed. One of these,
to be applied to the measured 12C(n, p) and 12C(n, d) data, is the reduced procedure relying on the
independent source of information on the branching ratios and angular distributions, aiming at the
reconstruction of the absolute cross section as the central reaction parameter of interest. It is worth
noting that thus reducedmethod still takes advantage of the distribution of the detected counts across
the separate∆E-E pairs of strips, as opposed to considering only the total number of counts across all
of them. Thus retained angular sensitivity opens the possibility for the estimation of the systematic
effects due to the adopted outside information (branching ratios and/or angular distributions),
allowing for the informed assessment of the systematic uncertainties in the final results.
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A Detection probability simulations


We describe the detection probability simulations and the use of the simulated data in the construc-
tion of the design matrix EE from eq. (2.28). For specificity, we again keep the 12C(n, p) reaction
in mind. The reaction details — except for its basic kinematics — are assumed unknown. The
reaction itself or its basic details may not even be (properly) implemented in the used simulation
package. Therefore, the simulations need to start by generating the exit products (protons), based
on the energy and the spatial distribution of the primary reaction-inducing particles (neutrons).


For each separate excited state x in the daughter nucleus (12B; see table 1) the neutron energy
E is sampled from some preselected energy distribution ϕ̂E(x, E), where we use the hat-notation ·̂
to indicate the simulated (as opposed to the later determined, experimental) quantities. These
distributions are best selected as uniform or isolethargic, for the simplicity of later analysis. The
produced proton direction in the center-of-mass frame is then sampled from a preselected angular
distribution Â(x, E, χ), which is best selected as isotropic. The proton energy in the center-of-
mass frame is calculated based on the Q-value for a particular excited state. The proton energy
and direction are then boosted into the laboratory frame by the proper (in our case relativistic)
transformations. As for the initial proton position, its radial distribution relative to the direction of
the neutron beam must be sampled according to the known neutron beam profile; alternatively, the
data need to be properly reweighed according to the same beam profile during the later construction
of the EE matrix. The sampling (or the later data reweighing) of the initial proton position along the
neutron beam direction depends on the properties of the simulated sample and may vary between
extremely simple and rather involved. In case of the thin sample — implying the combination of
the geometric thickness and the total cross section such that ηΣtot(E) � 1, as discussed in a context
of eq. (2.6) — the longitudinal proton distribution may be sampled uniformly, as the neutron beam
attenuation along the sample is negligible. This was the case with our setup. Otherwise, if the
beam losses are known to be considerable, then the relative proton production probability along
the sample must be properly accounted for. In case of the homogeneous and geometrically regular
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sample this correction amounts to the factor 1 − e−ηΣtot(E)×d/D with d as the proton production
depth and D as the sample thickness along the neutron beam direction; however, this procedure still
does not take into account the multiple scattering effects. For more complex samples the correction
involves its full spatial characterization.


Each coincidental proton detection by any pair of∆E-E strips needs to be recorded by outputting
the relevant physical parameters of that particular event. The necessary data consist of: (1) the
primary neutron energy E; (2) the proton emission angle χ from the center-of-mass frame; (3) the
unique designation of the activated ∆E-E pair of strips; (4) the energy deposited in those strips.
In addition, the excited state x, the sampled neutron energy distribution ϕ̂E(x, E) and the proton
angular distribution Â(x, E, χ), together with the total number N̂E(x) of generated protons within
the sampled neutron energy interval E also have to be documented for a complete and meaningful
utilization of the simulated data. By the virtue of eq. (2.2), the elements of the design matrix EE
from eq. (2.28) may be treated as the integrals over the detected counts, so that by identifying the
amount d2N̂(x, E, χ) of generated protons as:


d2N̂(x, E, χ) = N̂E(x) ϕ̂E(x, E) Â(x, E, χ) dEdχ (A.1)


we may write: [
EE


]
αβ
=


∫
E∈E


∫
χ∈[−1,1]


w(E)Pl(χ)


ϕ̂E(x, E) Â(x, E, χ)
d2N̂α(x, E, χ)
N̂E(x)


. (A.2)


This formalism allows us to construct the sought integrals directly on a count-by-count basis,
without ever having to build the full coincidental detection probability distributions εα(x, E, χ),
such as those shown in figure 2. This is achieved simply by taking a weighted sum of all detected
counts: [


EE
]
αβ
'


1
N̂E(x)


N̂
(E)
αx∑


q=1


w(Eq)Pl(χq)


ϕ̂E(x, Eq) Â(x, Eq, χq)
. (A.3)


Here ' symbolically denotes the representation of the integrals from eq. (A.2), with the index q
enumerating all the appropriately detected counts: N̂ (E)αx of them caused by the protons leaving the
daughter nucleus in the excited state x and being coincidentally detected by the α-th pair of strips.
In exactly the same manner, the design vector elements from eq. (4.2) may be expressed as:


ε
(E)
α =


XE∑
x=0


∫
E∈E


∫
χ∈[−1,1]


w(E) ρ(x, E) A(x, E, χ)
ϕ̂E(x, E) Â(x, E, χ)


d2N̂α(x, E, χ)
N̂E(x)


(A.4)


and thus constructed on a count-to-count basis:


ε
(E)
α '


XE∑
x=0


1
N̂E(x)


N̂
(E)
αx∑


q=1


w(Eq) ρ(x, Eq) A(x, Eq, χq)


ϕ̂E(x, Eq) Â(x, Eq, χq)
, (A.5)


where the branching ratios ρ(x, E) and angular distributions A(x, E, χ) are now taken to be known
from an independent source of information.


We remind that the energy deposition cuts used in the analysis of the experimental data are
to be implemented precisely at this point, in the construction of the matrix EE or the vector ®ε (E),


– 20 –







2
0
2
0
 
J
I
N
S
T
 
1
5
 
P
0
2
0
1
1


thus directly affecting the numbers N̂ (E)αx of the acceptable counts. It is also worth noting that
the weighting function w(E) is determined by the actual experimental conditions, as opposed to
the arbitrary sampling distributions ϕ̂E(x, Eq) and Â(x, Eq, χq). In that, it is evident that both the
simulations and the computational procedures from eqs. (A.3) and (A.5) are immensely simplified
when the uniform neutron energy distributions ϕ̂E(x, E) = 1/|E| and the isotropic proton angular
distributions Â(x, E, χ) = 1/2 are used.


B Method extension


We shortly comment on the possibility of the further method generalization that may be applicable
under specific conditions, namely the high statistics and at least a partial separation of the excited
states in the deposited energy spectra. For the silicon telescope consisting of ∆E and E-layers, the
entire two-dimensional∆E-E spectra may be considered in the most general case, as we do here. For
simplicity, figure 7 illustrates the basic idea on the schematic example of the one-dimensional, e.g.
(E + ∆E)-spectrum. Evidently, if the excited states are sufficiently far apart in energy (as determined
by the detector resolution), the spectra shapes may serve as an additional source of information to
be exploited. In this case one defines the differential coincidental detection probability:


ξi j(x, E, χ,E(1),E(2)) ≡
d4Ni j(x, E, χ,E(1),E(2))
d2N(x, E, χ)dE(1)dE(2)


, (B.1)


starting from the number of counts d4Ni j(x, E, χ,E(1),E(2)) characterized by the energy E(1) de-
posited in the i-th ∆E-strip and the energy E(2) deposited in the j-th E-strip. The master equation
for the total number of counts N (E)i j ı  detected within the ı-th E(1)-interval of width E(1)ı and the -th


  [a.u.]depE
0 1 2 3 4 5 6 7 8 9 10


C
ou


nt
s 


de
ns


ity
  [


a.
u.


]


0


1


2


3


4


5


6


7


8


9


10


  1. state
  2. state
  3. state
  Total


h0


Figure 7. Illustrative example: the reaction products leaving the daughter nucleus in any of its excited states
may leave a clear signature in the deposited energy spectrum if the energy separation of the excited states is
sufficient.
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E(2)-interval of width E(2) is easily rewritten as:


N (E)i j ı  =


XE∑
x=0


∫
E


dE
∫ 1


−1
dχ


∫
E(1)ı


dE(1)
∫


E(2)
dE(2)


× ξi j(x, E, χ,E(1),E(2))w(E)σ(E) ρ(x, E) A(x, E, χ)


(B.2)


where the binning of the deposited-energy distributions, i.e. the set of bin widths E(1)ı and E(2) is
entirely arbitrary and may, in the most general case, depend on the particular (i, j)-pair of strips and
the neutron energy interval E. In place of the earlier bijective mapping from eq. (2.11), an entire
set of indices i, j, ı,  is now to be mapped onto the unique index α:


(i, j, ı, ) 7→ α, (B.3)


allowing the extended design matrix EE :[
EE


]
αβ
≡


∫
E


dE
∫ 1


−1
dχ


∫
E(1)ı


dE(1)
∫


E(2)
dE(2) × ξi j(x, E, χ,E(1),E(2))w(E) Pl(χ) (B.4)


to be used in bringing eq. (B.2) to the matrix form from eq. (2.13), with ®P (E) staying the same as in
eq. (2.29).
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A B S T R A C T


A simple method is presented for the simultaneous off-line synchronization of the digitally recorded data-
streams from a multi-channel silicon telescope. The method is based both on the synchronization between the
separate pairs of silicon strips and on the synchronization relative to an external timing device. Though only
a reduced subset of these constraints is necessary in ideal circumstances, it is shown that this minimal set of
conditions may not be sufficient for adequate synchronization in all cases. All available sources of information
are therefore considered, in order to constrain the final synchronization as well as possible.

. Introduction


The synchronization between multiple sampling channels is a com-
on enough challenge in experimental nuclear physics, as well as


ther areas of research and technology. To this end, many different
olutions were developed (see, for example, Refs. [1–5]). Older data
cquisition systems, relying on the analogue electronic units such as
he time-to-digital converters (TDC) and signal discriminators, have
o be synchronized in advance, by a careful adjustment of the delay
ines and the signal intake settings. The more recent types of digital
lectronics, such as the fast signal digitizers, profit from the possibility
f implementing the complex on-the-fly or post-processing synchroniza-
ion algorithms (to be applied during or after the signal acquisition).
aturally, an absolute time calibration requires a timing reference,


ypically an external timing device (see Ref. [3] for a concise and
uccinct description). Implementation of such on-the-fly algorithms is,
f course, more challenging than of the post-processing ones, as the
dditional hardware and signal interlacing requirements need to be
et. We provide here a simple, purely post-processing method that can


e applied after the pulse-processing stage of extracting the physical
ata from the registered signals. The obvious practical advantage of
uch a posteriori method is that it can be utilized at the very late stage
n the data analysis, without having to reprocess the signals in case
he time offsets between multiple channels were belatedly identified. In


∗ Corresponding author.
E-mail address: pzugec@phy.hr (P. Žugec).


1 www.cern.ch/ntof.


that, the method simultaneously takes into account both the absolute
timing constraints – in respect to the external timing device – and the
relative timing constraints between all admissible pairs of channels.
This feat is based on observing the statistical properties of already
identified pulses, which could hardly be achieved by other means.


Section 2 describes the details of the experimental setup and the
context of the synchronization issues. Section 3 presents the proposed
synchronization method: all the necessary considerations to be taken
into account, as well as the necessary implementation details. Section 4
summarizes the main conclusions of this work.


2. Experimental setup


The neutron time of flight facility n_TOF at CERN is the highly
luminous white neutron source spanning 12 orders of magnitude in
neutron energy — from 10 meV to 10 GeV. Its operation is based on the
20 GeV proton beam from the CERN Proton Synchrotron irradiating a
massive lead spallation target, serving both as the neutron source and
the primary moderator of the initially fast neutrons. The second stage of
moderation takes place in the borated or demineralized layer of water
from the cooling system surrounding the spallation target. The general
features of the n_TOF facility are well documented and may be found
in Ref. [6].

ttps://doi.org/10.1016/j.nima.2020.164606
eceived 2 April 2020; Received in revised form 31 August 2020; Accepted 31 Aug
vailable online xxxx
168-9002/© 2020 The Author(s). Published by Elsevier B.V. This is an open acce
http://creativecommons.org/licenses/by/4.0/).

ust 2020


ss article under the CC BY license



https://doi.org/10.1016/j.nima.2020.164606

http://www.elsevier.com/locate/nima

http://www.elsevier.com/locate/nima

http://crossmark.crossref.org/dialog/?doi=10.1016/j.nima.2020.164606&domain=pdf

mailto:pzugec@phy.hr

http://www.cern.ch/ntof

https://doi.org/10.1016/j.nima.2020.164606

http://creativecommons.org/licenses/by/4.0/





P. Žugec, M. Barbagallo, J. Andrzejewski et al. Nuclear Inst. and Methods in Physics Research, A 983 (2020) 164606


a
e
u
o


E
f
s
i
d
a
p
e
d
i
i
t


s
A
s
r
r
r
t
i
w


Fig. 1. Top: detector configuration from the joint measurement of the 12C(𝑛, 𝑝)
nd 12C(𝑛, 𝑑) reactions, comprising two identical silicon telescopes (all widths are
xaggerated). At the center is the bearing structure for the LiF calibration sample (we
se these calibration data in this work). Bottom: SITE close-up. The striped structure
f 𝛥𝐸-layer (shown here) is clearly visible.


Today the n_TOF facility accommodates two experimental areas:
xperimental Area 1 (EAR1) located at the horizontal distance of 185 m
rom the spallation target [6] and the Experimental Area 2 (EAR2)
ituated 20 m above the same target [7–9]. Each experimental area
s specially suited to the particular set of challenges in measuring the
ifferent types of neutron induced reactions: from the neutron capture
nd the neutron induced fission to the reactions with the light charged
articles in the exit channel [10]. EAR1 offers an excellent neutron
nergy resolution and allows for the high neutron energy measurements
ue to the increased neutron flight path. Thanks to the extremely high
nstantaneous neutron flux EAR2 provides the unprecedented capabil-
ties for measuring very low neutron reaction cross sections, including
he measurements with very small and/or highly radioactive samples.


Many different types of detectors are employed at n_TOF, each
pecially suited to the measurements of the particular type of reaction.


general review of these detectors and the associated signal analy-
is procedures may be found in Ref. [11]. One of these detectors –
elevant to this work – is the multi-channel silicon telescope (SITE),
ecently introduced at n_TOF for measurements of the neutron induced
eactions with the light charged particles in the exit channel, such as
he (𝑛, 𝑝), (𝑛, 𝑑), (𝑛, 𝑡), (𝑛, 𝛼) reactions [12]. This detector was first used
n the highly challenging measurement of the 7Be(𝑛, 𝑝) reaction [13],
hich was also accompanied by the measurement of the 7Be(𝑛, 𝛼)


reaction [14], relying on the similar type of the silicon sandwich de-
tector [15]. Both of these measurements, of central importance for the
famous and as yet unresolved Cosmological Lithium Problem, became
feasible only with the successful construction of EAR2.


Two such multi-channel telescopes were recently used in the joint
energy-differential measurement of the 12C(𝑛, 𝑝) and 12C(𝑛, 𝑑) reac-
tions [16], performed at EAR1 of the n_TOF facility. This measurement
was motivated by the unexpected results from an earlier integral mea-


12

surement of the C(𝑛, 𝑝) reaction [17,18], yielding an integral cross


2


Fig. 2. Pulse from one of the SITE strips and the optimally adjusted numerical pulse
shape. The amplitude and the timing properties are determined from the fit.


section higher than indicated by any past dataset. The analysis of
the data from the latest 12C(𝑛, 𝑝) and 12C(𝑛, 𝑑) measurements is under
way, and the special analysis procedure has already been developed
in order to properly take into account the challenging nature of these
reactions [19]. The geometric configuration of the used detector setup
is shown in Fig. 1. We refer to the top telescope as the front SITE
and the bottom one as the rear SITE. In short, each SITE consists of
two segmented layers of silicon strips, each layer comprising 16 strips,
all of them oriented in the same direction (rather than perpendicular
between the layers). Both layers are 5 cm × 5 cm, with active strips of
5 cm × 3 mm separated by a thin layer of inactive silicon. The two
layers – the first, 𝛥𝐸-layer and the second, 𝐸-layer – are distanced
by 7 mm. Their respective thicknesses are 20 μm and 300 μm. Further
details about the telescope construction and readout may be found in
Ref. [12].


The signals from two SITE were recorded and digitized at 125 MS/s
sampling rate with a 14-bit resolution. They were analyzed by the
pulse shape fitting procedure described in Ref. [11] – specifically, by
adjusting a numerical pulse shape to the baseline-corrected pulses and
extracting the pulse amplitude and timing properties from such fit. An
example of the SITE pulse, together with the adjusted pulse shape is
shown in Fig. 2.


Another detector of importance to this work is the Wall Current
Monitor (WCM) [20] – an induction device specifically designed for
registering the proton pulses delivered by the Proton Synchrotron.
WCM offers a reliable response to a proton pulse, registering with high
fidelity the intensity of the beam, as well as the arrival time of the
pulse.


The main purpose of this work is to provide a simple method for
a simultaneous synchronization of the digitally recorded data-streams
from all involved detector channels, i.e. from all silicon strips. The
proper temporal synchronization of all channels is crucial for the proper
identification of the coincidental pulses between the two (𝛥𝐸 and 𝐸)
layers, signaling the detection of a charged particle. The basic idea has
already been used to determine the synchronization between the entire
𝛥𝐸-layer and entire 𝐸-layer in measurement with the 7Be sample [12],
and to determine the appropriate coincidence window width for the
7Be(𝑛, 𝑝) data. However, no notable time offsets within a given layer
were observed, so it was sufficient to consider only a single spectrum
of time differences between the pulses from any silicon strip in 𝛥𝐸-
layer and any strip in 𝐸-layer (the overall distribution of differences),
immediately yielding the data-recording time offset between the two
layers as the mean value of this distribution. During the joint 12C(𝑛, 𝑝)
and 12C(𝑛, 𝑑) measurement the time offsets between several strips from
within the same layer were observed. The reason may be as simple
as using transmission lines of mismatched length in transmitting the
signals from the particular strips to the digital data recording system.
There may also be other, unaccounted sources of time offset within the
entire data acquisition chain. In regard to the 7Be measurement, it must


be taken into account that a different acquisition chain was used – the
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one dedicated to EAR2, as opposed to the one from EAR1 in case of the
12C measurement – thus justifying the difference in the synchronization
issues between the two experiments. Therefore, we expand here the
basic idea from Ref. [12], providing the general procedure for the
simultaneous synchronization of all data channels, taking into account
any and all timing information available in order to constrain the time
offsets between the particular strips and some external clock as well as
possible.


For purposes of energy calibration of the silicon strips, a measure-
ment of the 6Li(𝑛, 𝑡) reaction was performed during the 12C campaign,
using the 6Li-enriched LiF calibration sample. The synchronization
issues, i.e. the time offsets between multiple channels are, of course,
independent of the used sample and/or the measured reaction. In this
work we show the data from the 6Li(𝑛, 𝑡) measurement for a simple
reason: they yield slightly more presentable plots. In addition, if the
synchronization procedure needs to be repeated in a course of some
other campaign, the main reaction of interest will change. On the other
hand, the 6Li(𝑛, 𝑡) measurement is a standard calibration procedure em-
loyed at n_TOF, so that by presenting these particular data we provide
he possibility for the fully consistent check against the measurement
hat is repeated between different campaigns.


Incidentally, the time offsets – which, in our case, are mostly
ontained below 100 ns – would not, if left uncorrected, notably affect
he time of flight spectra of the 12C(𝑛, 𝑝) and 12C(𝑛, 𝑑) reactions, as their


relevant energy range around 20 MeV (aimed by the measurement from
n_TOF) corresponds to EAR1 time of flight to of approximately 3 μs.
However, the identification of coincidences between the strips does
critically depend on the adequate synchronization, as the offsets may
become comparable to or larger than the appropriate coincidence win-
dows. In addition, if the reactions of interest were taking place at higher
neutron energies, or even if the intermediate-energy measurements
were performed at shorter flight paths – such as EAR2 of the n_TOF
facility – the measured time of flight spectra might become severely
affected even by the time offsets in excess of tens of nanoseconds.


3. Synchronization method


Let 𝑛 enumerate the relevant events, be it the instance of some reac-
tion of interest or some separate event. Let 𝑠 enumerate the particular
ilicon strips (of which there are 32 in a single SITE from n_TOF). Then
he time instant 𝑡𝑛𝑠 of the 𝑛th event, as registered by the 𝑠th strip may
e expressed as:


𝑛𝑠 ≃ 𝑇𝑛 + 𝜏𝑠, (1)


ith 𝑇𝑛 as some reference time of that event, and 𝜏𝑠 as this particular
trip’s offset relative to the timing device yielding 𝑇𝑛. For simplicity of
otation we use throughout this paper the symbol ≃ (to be read as ‘‘is
xpected to be’’) to indicate the statistically expected values, in a sense
hat ⟨𝑡𝑛𝑠⟩ = ⟨𝑇𝑛 + 𝜏𝑠⟩. It is our goal to determine the offsets 𝜏𝑠, taking
nto account the maximum amount of information available from the
xperimental data, thus constraining the set of 𝜏𝑠 as well as possible.


There are two types of pulses regularly recorded by any detection
ystem adopted at n_TOF. One is the so-called 𝛾-flash pulse, caused
y an intense burst of 𝛾-rays and ultrarelativistic particles from the
pallation process producing the neutron beam. The other type consists
f the those pulses following the 𝛾-flash, related to the detection of the
eutron-induced reactions of interest, and to the background processes
aused by the competing neutron reactions and the environmental
adioactivity. We will use the first type – the 𝛾-flash pulses – for
he absolute timing calibration, together with the second type – the
oincidental pulses from the detection of the neutron-induced reactions
for the relative calibration of the strip offsets 𝜏 .

𝑠


3


.1. Absolute calibration


For the reference time instants 𝑇𝑛 of the particular 𝛾-flashes one
ould consider the 𝛾-flash pulses from one selected silicon strip. How-
ver, due to the insensitivity-by-design (in order for a detector not to
e blinded by the 𝛾-flash) individual strips have a low efficiency for
etecting the 𝛾-flash. This is also the reason why, following each 𝛾-
lash, no strip can be consistently calibrated relative to its own 𝛾-flash


pulse, thus necessitating the external timing information. As an external
timing device we use the WCM, whose reliable response to each and
every proton pulse is immediately followed by the release of the 𝛾-flash.
Thus, we take the instant 𝑇𝑛 of the proton beam delivery, as registered
y WCM, as the reference point for the absolute time calibration of
ilicon strips.


Let us define the time offset:


𝑛𝑠 ≡ 𝑡𝑛𝑠 − 𝑇𝑛 (2)


or the 𝑛th 𝛾-flash pulse registered at 𝑡𝑛𝑠 by the 𝑠th strip. We will
ake into account the fidelity of the 𝛾-flash detection by the particular
trip (or its proper recognition during the pulse shape analysis of
lectronic signals) by weighting its contribution by the 𝛾-flash pulse


amplitude 𝐴𝑛𝑠, as registered by that strip. The choice of the weighting
factors – these particular ones having been selected for the conceptual
simplicity – is essentially arbitrary, as the final results are rather
insensitive to a wide class of alternative selections (e.g. 𝐴1∕2


𝑛𝑠 ), provided
that the selected function of 𝐴𝑛𝑠 (here linear) is neither pathological
nor inordinately selective of any particular range of amplitudes. As
opposed to the later unweighted procedure – related to Eq. (8) and
motivated therein by the amplitude variations reflecting an intrinsically
meaningful spectrum – weighting the strips’ response to a 𝛾-flash is
justified by the registered 𝛾-flash amplitudes indeed being a measure of
the reliability of this response. The reason in twofold: (1) the intensity
of the proton beam from the Proton Synchrotron – as the primary cause
of the 𝛾-flash – is well defined and usually limited to one of the two
particular values (the lower and higher intensity, known internally as
the parasitic and dedicated mode), with very little variations, while
there are broad amplitude variations in each strip’s response; (2) there
are broad variations in different strips’ response to the same 𝛾-flash.


For those strips that did not register the 𝛾-flash, or the registered
pulse was rejected for any reason during the data analysis, one simply
takes 𝐴𝑛𝑠 = 0 as the weighting factor. Defining, for convenience of
notation:


(𝑠)
1 ≡


∑𝑁0
𝑛=1 𝐴𝑛𝑠 and (𝑠)


2 ≡
∑𝑁0


𝑛=1 𝐴
2
𝑛𝑠, (3)


with 𝑁0 as the total number of proton pulses delivered, we may express
the weighted averaged offset for the 𝑠th strip as:


𝛥𝑠 ≡
∑𝑁0


𝑛=1 𝐴𝑛𝑠𝛥𝑛𝑠


(𝑠)
1


, (4)


together with the unbiased estimator of its weighted variance:


Var𝑠 𝛥 =


(


∑𝑁0
𝑛=1 𝐴𝑛𝑠𝛥2


𝑛𝑠


)


−(𝑠)
1 𝛥2


𝑠


(𝑠)
1 −(𝑠)


2 ∕(𝑠)
1


. (5)


n that, Var𝑠 𝛥 is the sample variance (related to the width of the
istribution of 𝛥𝑛𝑠), as opposed to the variance of the mean 𝛥𝑠, which


equals: Var𝑠 𝛥 = Var𝑠 𝛥 ×(𝑠)
2 ∕


(


(𝑠)
1
)2.


The black plot from Fig. 3 shows a total distribution of offsets 𝛥𝑛𝑠
from all 64 silicon strips, related to the 6Li(𝑛, 𝑡) calibration measure-
ment. One can clearly observe that the average offset between the
WCM and SITE signals is approximately 350 ns. The root-mean-square
(RMS) of the distributions for particular strips varies between 30 ns and
280 ns. The rest of the plots from Fig. 3 will be discussed later.


From the definition of offsets 𝛥𝑛𝑠 by Eq. (2) and the central relation
from Eq. (1) it is evident that the mean offsets 𝛥𝑠 provide a set of
estimators for the sought offsets 𝜏𝑠:


𝜏 ≃ 𝛥 . (6)

𝑠 𝑠
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Fig. 3. Overall distribution of differences between the 𝛾-flash instants as registered
by a particular silicon strip and as registered by an external timing device (WCM).
The synchronization procedure aims at identifying the set of offsets 𝜏𝑠 such that the
condition from Eq. (6) is satisfied, i.e. that the mean of the corrected spectra is as
close to zero as possible. The full synchronization procedure takes into account further
requirements from Eqs. (10) and (13).


This is a first set of equations for 𝜏𝑠, one that apparently immediately
provides the entire set of 𝜏𝑠. However, we shall soon observe that this
set of conditions is of insufficient quality. The reason is precisely the
occasional inaccuracy in the 𝛾-flash pulse recognition within some of
the silicon strips. In the presence of competing pulses in the immediate
vicinity of the supposed 𝛾-flash pulse, an erroneous pulse may be
assigned a status of a 𝛾-flash pulse. These sporadic misidentifications
propagate into the calculation of the average 𝛥𝑠, thus making these
estimators prone to a certain degree of error. We will therefore use
additional sources of information. In conjunction with these, the con-
ditions from Eq. (6) will be shown to behave only as the good initial
estimates for 𝜏𝑠.


3.2. Relative calibration


The additional constraints upon the set of offsets 𝜏𝑠 may be obtained
by observing the time differences between the pairs of pulses from any
pair of strips. From entirely uncorrelated pulses one would expect a
flat or featureless contribution to the spectrum of time differences. On
the other hand, coincidental pulses gather around a well defined value,
corresponding to a relative offset between the strips, thus forming a
recognizable spectral peak.


Let 𝛼 and 𝛽 denote the two strips either from the same or separate
(𝛥𝐸 or 𝐸) silicon layer. We now consider the time differences between
all the pulses registered during the particular measurement. In this case
the index 𝑛 from Eq. (1) denotes all detected counts – as opposed to
the sole 𝛾-flash pulses from Section 3.1 – while 𝑇𝑛 corresponds to an
instant of the 𝑛th detected event as it would have been registered by an
external timing device (WCM) if this device were used for the detection
of these events. Simply put, it is the detection time according to an
external clock. Defining the time difference between the coincidental
counts from strip 𝛼 and strip 𝛽:


𝛿𝑛𝛼𝛽 ≡ 𝑡𝑛𝛼 − 𝑡𝑛𝛽 , (7)


one immediately observes that it will be invariant of 𝑇𝑛 and will provide
an estimator for the relative offset 𝜏𝛼 − 𝜏𝛽 between the two strips.


It should be noted that by plotting the distribution of time differ-
nces between any and all pairs of pulses from a particular pair of strips,
ne in general observes the differences 𝑡𝑛𝛼 − 𝑡𝑚𝛽 between the separate
𝑛th and 𝑚th) events. However, by recognizing and selecting only the
ounts from the coincidental spectral peak, one ensures that both time


nstants from Eq. (7) belong to the same (𝑛th) event. Of course, when


4


Fig. 4. Distribution of the registered-time differences between the counts detected in
coincidence by several arbitrarily selected (𝛼, 𝛽)-pairs of strips either from the same (𝛥𝐸
or 𝐸) or separate (𝛥𝐸 and 𝐸) silicon layers. In legend the designation F/R indicates
either the front (F) or rear (R) telescope (see the top scheme from Fig. 1). Numbers
are strip designations from a given layer (1–16), with the layer itself being identified
by the superscript 𝛥𝐸 or 𝐸.


there are reasonable indications for the expected relative offset 𝜏𝛼 − 𝜏𝛽 ,
one does not need to consider all the possible pairs of pulses from the
separate strips. Otherwise, the procedure is apt to become extremely
computationally inefficient, especially when the recorded data-stream
(signal waveform) is much longer than the expected offset between the
strips, which is certainly the case at n_TOF (∼100 ms waveform vs.
max𝛼𝛽 |𝜏𝛼 − 𝜏𝛽 | ≈100 ns). Instead, one just considers the pairs of pulses
within the appropriate time window. Alongside the response to the 𝛾-
flash, the physical cause for the coincidences between the strips from
separate (𝛥𝐸 and 𝐸) silicon layers is self-evident, as it constitutes the
working principle of the silicon telescope – it is the detection of a
charged particle passing through both layers (tritons from the 6Li(𝑛, 𝑡)
reaction in case of the energy calibration data used in this work).
Moreover, even for the certain immediate pairs of strips from the same
silicon layer there are available coincidental counts, caused either by
the 𝛾-flash or by the signal separation between the neighboring strips
due to the charge particle passing close to their shared boundary. This is
certainly a source of information to be further exploited. Fig. 4 shows
the coincidental peaks in the distribution of time differences 𝛿𝑛𝛼𝛽 for
several arbitrarily selected (𝛼, 𝛽)-pairs of strips either from the same or
separate silicon layers. Among the coincidences within the same layer,
those from 𝐸-layer are more frequent than those from 𝛥𝐸-layer due to
the thinner strips’ increased insensitivity to the 𝛾-flash.


Similarly to the calibration relative to the external timing device
(WCM), we will consider the mean value 𝛿𝛼𝛽 as the relevant estima-
tor for the inter-strip offset. However, this time we adopt a simple
unweighted mean:


𝛿𝛼𝛽 =
∑𝑁𝛼𝛽


𝑛=1 𝛿𝑛𝛼𝛽
𝑁𝛼𝛽


, (8)


with 𝑁𝛼𝛽 as the total number of coincidental counts detected by the
(𝛼, 𝛽)-pair of strips. This selection is motivated by the coincidental
counts caused by the detection of charged particles produced in the
sample. They are characterized by an extensive deposited-energy spec-
trum, affected by the intrinsic spectrum of the measured nuclear re-
action(s) and by the interaction of charged particles with the silicon
detector. The amplitude of these counts is thus a consistent and phys-
ically meaningful quantity, rather than the measure of the reliability
of the detector response. As such, these amplitudes may no longer
be considered as the weighting factors affecting the significance of
particular inputs 𝛿 to Eq. (8). In that, the unbiased estimator of the

𝑛𝛼𝛽
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Fig. 5. Overall distribution of averaged 𝛾-flash instants from Eq. (11), as registered
by separate silicon strips. Already the partially synchronized spectrum – accounting
only for the set of conditions from Eq. (6) – satisfies to a high degree the expectation
from Eq. (12). Full synchronization considers this as an explicit requirement, alongside
Eqs. (6) and (10).


sample variance:


Var𝛼𝛽 𝛿 =


(


∑𝑁𝛼𝛽
𝑛=1 𝛿2𝑛𝛼𝛽


)


−𝑁𝛼𝛽𝛿2𝛼𝛽
𝑁𝛼𝛽 (𝑁𝛼𝛽 − 1)


(9)


s also directly related to the variance of the mean value from Eq. (8)
s: Var𝛼𝛽 𝛿 = (Var𝛼𝛽 𝛿)∕𝑁𝛼𝛽 .


From Eqs. (1) and (7) it is now evident that the averages 𝛿𝛼𝛽 serve
s the inter-strip offset estimators:


𝛼 − 𝜏𝛽 ≃ 𝛿𝛼𝛽 , (10)


hus providing a second set of constraints upon the sought offsets 𝜏𝑠, in
ddition to the one from Eq. (6). One is, of course, well advised to use
nly the constraints from those pairs of strips that feature a statistically
ignificant number 𝑁𝛼𝛽 of coincidental counts and/or acceptably low
ariance Var𝛼𝛽 𝛿 of the obtained mean values.


.3. Additional constraints


If necessary, one can also attempt to construct additional linearly
ndependent constraints, alongside those from Eqs. (6) and (10). We il-
ustrate here one such example that may be of further help in obtaining
s accurate values of 𝜏𝑠 as possible.


For the total of 𝑆 available silicon strips we define a weighted
verage �̄�𝑛 of already synchronized 𝛾-flash instants, as registered by
eparate strips:


̄𝑛 ≡
∑𝑆


𝑠=1 𝐴𝑛𝑠(𝑡𝑛𝑠 − 𝜏𝑠)
∑𝑆


𝑠=1 𝐴𝑛𝑠
(11)


and demand that their average deviation from the 𝛾-flash instants
egistered by an external timing device (WCM) vanishes:
𝑁0
𝑛=1(�̄�𝑛 − 𝑇𝑛) ≃ 0, (12)


with 𝑁0 as the total number of proton pulses, just as in Section 3.1.
The black plot from Fig. 5 shows a distribution of 𝛾-flash instants
without correction for time offsets, averaged over all available strips,
i.e. the distribution of terms ∑𝑆


𝑠=1 𝐴𝑛𝑠𝑡𝑛𝑠
/
∑𝑆


𝑠=1 𝐴𝑛𝑠, serving as the basis
of Eq. (11). The rest of the plots will be discussed later.


One needs to be mindful of the reliability of conditions like Eq. (12),
since there are sporadic misidentifications in the 𝛾-flash instants 𝑡𝑛𝑠
xtracted from particular strips (see Section 3.1). However, a massively
ecreased width of the distributions from Fig. 5 (RMS of 22 ns), relative
o the ones from Fig. 3 (RMS for particular strips from 30 ns to 280 ns)

5


confirms that the misidentified pulses are of low amplitude. Thus, their
contribution to the average �̄�𝑛 is heavily suppressed by the weighting
procedure.


Eq. (12) may now be rewritten as:
∑𝑆


𝑠=1 𝑤𝑠𝜏𝑠 ≃ 𝜏, (13)


with the following terms, easily obtained upon its careful rearrange-
ment:


𝑤𝑠 =
1
𝑁0


𝑁0
∑


𝑛=1


𝐴𝑛𝑠
∑𝑆


𝜎=1 𝐴𝑛𝜎
, (14)


𝜏 = 1
𝑁0


𝑁0
∑


𝑛=1


∑𝑆
𝜎=1 𝐴𝑛𝜎𝛥𝑛𝜎
∑𝑆


𝜎=1 𝐴𝑛𝜎
. (15)


Evidently, Eq. (13) is an additional constraint upon the set sought 𝜏𝑠,
linearly independent of Eqs. (6) and (10). While the independence from
the set of Eqs. (10) is self-evident, as they refer to a different dataset,
the independence from the set of Eqs. (6) is demonstrated in Appendix.


3.4. Simultaneous synchronization


By Eqs. (6), (10) and (13) we constructed an overdetermined set of
constraints for the set of sought offsets 𝜏𝑠. This entire system of linear
equations may be put into a matrix form:


𝐌𝜏 = 𝜇 (16)


and it is easily solved in a least-squares sense, by weighted fitting.
Let us illustrate the structure of the design matrix 𝐌 on an artificial
example of a single SITE comprising three strips in 𝛥𝐸-layer (𝑠 = 1, 2, 3)
and three strips in 𝐸-layer (𝑠 = 4, 5, 6), while assuming that only
the coincidences between the closest strips within the same layer are
available, together with the closest and next-to-closest strips between
separate layers:


⎡


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎢


⎣


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


1 −1 0 0 0 0
0 1 −1 0 0 0
0 0 0 1 −1 0
0 0 0 0 1 −1
1 0 0 −1 0 0
1 0 0 0 −1 0
0 1 0 −1 0 0
0 1 0 0 −1 0
0 1 0 0 0 −1
0 0 1 0 −1 0
0 0 1 0 0 −1


𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6


⎤


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥
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⎥


⎥


⎥


⎥


⎥
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⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎥


⎦


⎡


⎢


⎢


⎢


⎢


⎢
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⎣


𝜏1
𝜏2
𝜏3
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𝜏5
𝜏6


⎤


⎥


⎥


⎥
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⎥
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The vertical dashed line separates the matrix coefficients for the strips
from the opposing layers (𝛥𝐸-layer on the left, 𝐸-layer on the right).
The first horizontal block is formed by a set of equations from Eq. (6).
The lowest horizontal block incorporates Eq. (13). The middle horizon-
tal block (bounded by double dashed lines) subsumes the constraints
from Eq. (10), with the first sub-block corresponding to the coinci-
dences within the same (𝛥𝐸 or 𝐸) layer and the second sub-block to
the coincidences between the pairs of strips from opposing layers. The
structure of vector 𝜇 from Eq. (16) is also evident.
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Fig. 6. Set of offsets between each particular silicon strip and an external timing
device (WCM), obtained either by the partial synchronization from Eq. (6), or the
full synchronization accounting for Eqs. (6), (10) and (13).


In order to perform a weighed fitting, one needs to construct the
appropriate weight matrix 𝐖. We use a simple diagonal matrix and
consider the reliability of specific constraints to be determined by
the sample variance of the components contributing to 𝜇, i.e. by their
istribution widths (Figs. 3 and 4). The reason is that the variance of
he mean is sensitive to the amount of statistics (going as 𝑁−1∕2 with
he number of counts in the unweighted case). On the other hand, the
everity of the time offsets between the particular strips is independent
f the accumulated statistics, which is better reflected through a sample
ariance, it being an intrinsic property of the relevant distributions.
elying on Eqs. (5) and (9), while using a notation 𝐖𝑘𝑘(⋅) in a sense that


the 𝑘th diagonal element corresponds to the argument in parentheses,
we thus define the weighting factors as:


𝐖𝑘𝑘(𝛥𝑠) = 1∕Var𝑠 𝛥, (17)


𝐖𝑘𝑘(𝛿𝛼𝛽 ) = 1∕Var𝛼𝛽 𝛿, (18)


𝐖𝑘𝑘(𝜏) = 1
/
∑𝑆


𝑠=1 𝑤
2
𝑠 Var𝑠 𝛥. (19)


or simplicity, in Eq. (19) we use the variance estimate based on
he coupling of Eqs. (6) and (13). In the actual implementation one
ishes to keep only the statistically significant and otherwise reliable


onstraints – based, for example, on the observation of the total number
f events (𝑁0 or 𝑁𝛼𝛽) forming the underlying distributions and/or the
ariance of their means (Var𝑠 𝛥 or Var𝛼𝛽 𝛿).


Finally, defining the covariance matrix 𝐕 =
(


𝐌⊤𝐖−1𝐌
)−1, the so-


ution to the weighted fitting may be expressed as:


𝜏 = 𝐕𝐌⊤𝐖−1𝜇, (20)


ogether with accompanying variances Var 𝜏𝑠 = 𝐕𝑠𝑠, thus fully resolving
synchronization problem.


Fig. 6 shows the difference between the set of offsets obtained
y a full synchronization method from Eq. (20) and those obtained
irectly from Eq. (6). We refer to the former set of offsets as fully
ynchronized and to the latter as partially synchronized. Earlier Figs. 3
nd 5 also show their respective spectra after being corrected by
ither of these two sets of offsets. The corrected spectra for each
articular strip, contributing to the overall distributions from Fig. 3,
re expected to satisfy the requirement 𝛥𝑠 − 𝜏𝑠 ≃ 0 from Eq. (6), either
xactly in case of the partial synchronization or as well as possible
n case of the full synchronization, considering the complementary
equirements from Eqs. (10) and (13). The corrected spectra from
ig. 5 aim at fulfilling the condition from Eq. (12). One can clearly
bserve that – for purposes of assessing the quality of synchronization,
.e. for discriminating the quality of partial and full synchronization


the difference between the corrected spectra from Figs. 3 and 5 is


nconclusive. This is precisely due to the fact that requirements from


6


Fig. 7. Overall distribution of time differences between coincidental pulses from the
measurement of the 6Li(𝑛, 𝑡) reaction, registered by any pair of silicon strips. The partial
synchronization based solely on Eq. (6) exacerbates the time offsets between the strips.
The inset shows the plots in the logarithmic scale, facilitating the selection of ±100 ns
as a window width for the identification of coincidental pulse.


Eqs. (6) and (13) are not of sufficient quality by themselves, thus having
to be complemented by further rigorous constraints from Eq. (10). In
that, Fig. 7 shows the overall distribution of time differences between
the pairs of coincidental pulses detected by any pair of silicon strips.
These spectra clearly show the effects and the quality of two considered
types of synchronization, confirming that these are the relevant spectra
for the assessment of the synchronization procedure. The uncorrected
spectrum is, in essence, an overlap of spectra from Fig. 4, but taking
into account all available pairs of strips. The spectrum obtained by a
partial synchronization not only reconfirms that conditions from Eq. (6)
are insufficient, but reveals that they are even inadequate by themselves,
as the offsets between the strips are further exacerbated. The full
synchronization expectedly manages to achieve an optimal adjustment
between the pulses (i.e. the entire signal waveforms) from the separate
strips, as per explicit requirement from Eq. (10). It should be noted that
the width of the fully synchronized distribution from Fig. 7 is the basis
for selecting the coincidental window width for the identification of
coincidental pulses during the analysis of the experimental data from
the latest joint measurement of the 12C(𝑛, 𝑝) and 12C(𝑛, 𝑑) reactions
from n_TOF. We select it as ±100 ns.


4. Conclusions


We presented a simple method for a simultaneous off-line syn-
chronization of the digital data-streams from a multi-channel silicon
telescope (SITE). An absolute synchronization is performed relative to
the external timing device. A Wall Current Monitor (WCM) – used for
the detection of an instantaneous proton beam from the CERN Proton
Synchrotron – is adopted as the external timing device at n_TOF. The
proton-pulse-coincidental pulses from SITE strips are caused by their
response to an intense 𝛾-flash caused by the instantaneous burst of 𝛾-
rays and ultrarelativistic particles from a spallation process producing
the neutron beam. A procedure for obtaining the constraints upon the
WCM-relative strip offsets was described, revealing that the minimal
necessary subset of these conditions is insufficient for a quality synchro-
nization. Therefore, a relative synchronization between the separate
silicon strips was also included into procedure. The relative synchro-
nization is based on observing the coincidental pairs of pulses caused by
the detection of charged particles from the neutron induced reactions,
alongside the strips’ response to the 𝛾-flash. The full synchronization
method was thus expanded to account for the maximum achievable
amount of information, in order to constrain the sought offsets as well
as possible. Upon completion, a successful synchronization procedure
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provides an objective evaluation of the coincidental window width to
be used in identifying the coincidental pulses during an off-line analysis
of the experimental data.
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ppendix. Linear independence of constraints


We demonstrate here the linear independence of constraint (13)
rom the set of constraints (6). It should be noted that the requirement
f their independence is not related to the invertibility of Eq. (16), as
his system of equations is already overdetermined, i.e. carries suffi-
ient information for finding the set of time offsets 𝜏𝑠. In other words,
ntroducing the linearly dependent term into Eq. (16) does not make the
atrix 𝐌 singular because 𝐌 is larger than the square matrix (carrying
inimal amount of information) necessary for obtaining 𝜏, so that the


oncept of singularity is not even strictly applicable. Rather, linear
ependence must be avoided because it acts as a repeated inclusion
f already accounted constraints.


Let us first define a set of terms 𝑠, obtained by extracting the
common denominator from Eq. (6):


𝑠 ≡
∑𝑁0


𝑛=1 𝐴𝑛𝑠(𝛥𝑛𝑠 − 𝜏𝑠). (A.1)


The set of constraints (6) is then equal to 𝑠 ≃ 0. Let us now carefully
rite out the left hand side of Eq. (12), which is equivalent to Eq. (13):


𝑁0


𝑛=1
(�̄�𝑛 − 𝑇𝑛) =


𝑁0
∑


𝑛=1


∑𝑆
𝑠=1 𝐴𝑛𝑠(𝛥𝑛𝑠 − 𝜏𝑠)
∑𝑆


𝜎=1 𝐴𝑛𝜎
. (A.2)
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The demonstration of linear (in)dependence boils down to showing
if Eq. (A.2) can be expressed as a linear combination of terms from
Eq. (A.1):
𝑆
∑


𝑠=1
𝛼𝑠𝑠 =


𝑁0
∑


𝑛=1


∑𝑆
𝑠=1 𝐴𝑛𝑠(𝛥𝑛𝑠 − 𝜏𝑠)
∑𝑆


𝜎=1 𝐴𝑛𝜎
, (A.3)


hat is, if we can find such set of coefficients 𝛼𝑠 that Eq. (A.3) is
satisfied. By writing out the left hand side and rearranging the sums
from both sides of equation:
𝑁0
∑


𝑛=1


𝑆
∑


𝑠=1
𝛼𝑠𝐴𝑛𝑠(𝛥𝑛𝑠 − 𝜏𝑠) =


𝑁0
∑


𝑛=1


𝑆
∑


𝑠=1


1
∑𝑆


𝜎=1 𝐴𝑛𝜎
𝐴𝑛𝑠(𝛥𝑛𝑠 − 𝜏𝑠) (A.4)


we clearly see that the following should apply:


𝛼𝑠 = 1
/
∑𝑆


𝜎=1 𝐴𝑛𝜎 . (A.5)


However, the right hand side of Eq. (A.5) is a function of the neutron
pulse 𝑛, while the strip-dependent coefficients 𝛼𝑠 cannot be! Therefore,
a linear dependence from Eq. (A.3) – i.e. between Eqs. (6) and (13) –
cannot be established.
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A B S T R A C T


The paper explores the feasibility of using machine learning techniques, in particular neural networks, for
classification of the experimental data from the joint natC(n,p) and natC(n,d) reaction cross section measurement
from the neutron time of flight facility n_TOF at CERN. Each relevant 𝛥𝐸−𝐸 pair of strips from two segmented
silicon telescopes is treated separately and afforded its own dedicated neural network. An important part of
the procedure is a careful preparation of training datasets, based on the raw data from Geant4 simulations.
Instead of using these raw data for the training of neural networks, we divide a relevant 3-parameter space
into discrete voxels, classify each voxel according to a particle/reaction type and submit these voxels to a
training procedure. The classification capabilities of the structurally optimized and trained neural networks
are found to be superior to those of the manually selected cuts.

. Introduction


Motivated by an earlier integral cross section measurement of the
2C(n,p) reaction [1,2], an energy-differential measurement of the
atC(n,p) and natC(n,d) reactions [3] was performed at the neutron
ime of flight facility n_TOF at CERN. n_TOF is a sophisticated neutron
roduction facility providing a highly luminous neutron flux spanning
2 orders of magnitude in energy, from 10 meV to 10 GeV. Neutron
roduction, based on the spallation of Pb nuclei from a massive lead
pallation target, is induced by 20 GeV proton beam from the CERN
roton Synchrotron. The pulsed beam, with average repetition rate
f 0.4 Hz, allows the time of flight technique to be employed for
etermination of the neutron energy dependence of the measured
eutron-induced reactions. Operating since 2001, n_TOF facility is cur-
ently in the third phase of its operation (n_TOF-Phase3), characterized
y parallel utilization of the two experimental areas, referred to as
AR1 and EAR2. Each experimental area is designed in response to a
pecific set of challenges in measuring the neutron-induced reactions.
AR1 addresses the requirements of the high-energy-resolution as well


∗ Corresponding author.
E-mail address: pzugec@phy.hr (P. Žugec).


1 www.cern.ch/ntof


as the high-neutron-energy measurements, thanks to the long horizon-
tal distance of 185 m from the spallation target, that ensures a long
time of flight and an excellent neutron energy resolution. EAR2, with a
vertical flight path of 20 m above the same spallation target, is charac-
terized by a significantly increased neutron flux, relative to EAR1, thus
being ideal for measurements of reactions with low cross sections and
measurements with small and/or highly radioactive samples. A general
description of the n_TOF facility and EAR1 in particular can be found
in Ref. [4]. Detailed characteristics of EAR2 are well documented in
Refs. [5–7]. We also refer the reader to the in-depth description of
the neutron flux evaluation in both experimental areas [8,9] and the
concise overview of experimental activities at n_TOF [10].


Experimental setup for the energy-differential measurement of the
natC(n,p) and natC(n,d) reactions consists of two silicon telescopes
placed outside the neutron beam, surrounding a 0.25 mm thick natural
carbon sample. One telescope is parallel to the neutron beam, while
the other is parallel to the carbon sample, which itself is tilted by
45◦ in respect to the beam. This configuration has been specifically
optimized in order to maximize a solid angle coverage and minimize
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Fig. 1. Top: schematic diagram of the experimental setup, consisting of two silicon
telescopes surrounding the carbon sample (tilted by 45◦ relative to the neutron beam).
Silicon layers are exaggerated in width. Bottom: close-up of a single telescope, showing
a stripped structure of a 𝛥𝐸-layer.


systematic effects in data analysis [3]. Fig. 1 shows a schematic diagram
of the experimental setup and a close-up of a single silicon telescope.
The excellent charged particle response properties of such telescope
configuration are reported in Ref. [11]. In short, each telescope consists
of two (𝛥𝐸 and 𝐸) silicon layers – 20 μm and 300 μm thick, respectively,
and 7 mm apart. Every layer is 5 cm × 5 cm in lateral dimensions, each
comprising 16 silicon strips, 3 mm wide and separated by a thin layer
of inactive silicon. The strips in two layers are oriented in the same
direction.


Electronic data from two telescopes (64 channels in total) were
digitally recorded at 125 MS/s sampling rate with a 14-bit resolution
and analyzed offline by dedicated pulse shape fitting procedures de-
scribed in Ref. [12]. The shape of the electronic signals is reported in
Refs. [11,13].


One telescope has already been successfully used in an extremely
challenging measurement of the 7Be(n,p) reaction at n_TOF [14]. Due
to the central importance to as yet unresolved Cosmological Lithium
Problem, this experiment was also accompanied by a measurement of
the 7Be(n, 𝛼) reaction [15], performed by using a similar type of a
silicon sandwich detector [16].


Unlike the 7Be(n,p) measurement performed at EAR2, a joint
natC(n,p) and natC(n,d) measurement was performed at EAR1, thus re-
lying on a different data acquisition chain. In the latter case some time
offsets were observed between separate data acquisition channels, each
corresponding to a particular silicon strip. In order to correct for this
in the offline analysis, a simple but effective synchronization method
has been developed [13]. Furthermore, due to the challenging features
of the natC(n,p) and natC(n,d) reactions – in particular the sensitivity to
excited states in daughter nuclei and the expected anisotropy in angular

2


distributions of the reaction products – a special method was devel-
oped for the analysis of the experimental data, aiming at the optimal
extraction of energy-differential cross sections [17]. What remains is
a classification of the experimental counts according to the reaction
type (i.e. the reaction products), in order for the above method to be
correctly applied to proper datasets. Such classification, its feasibility as
well as its optimal implementation, is the subject of this work. We aim
to investigate the feasibility of applying machine learning techniques
for this purpose and to put forward all the necessary steps for their
implementation.


This work is a part of the ongoing efforts to introduce machine
learning techniques into a widespread practice at n_TOF [18,19], as
they naturally lend themselves to a wide variety of the classification
and inference problems. Their amenability to physical sciences has
long since been recognized, especially within the nuclear and particle
physics [20]. As such, they are widely used in the experimental neutron
physics [21–23], heavy ion collisions [24] and are famously adopted
in various Higgs boson related analyses [25–27], to name just a few
applications.


A beautiful example (unrelated to n_TOF) of the particle identifica-
tion using a 𝛥𝐸 − 𝐸 technique may be found in Ref. [28]. The general
shape of 𝛥𝐸 − 𝐸 patterns is well understood from a theoretical point
of view [29]. Expectedly, one can find earlier applications of neural
networks for the particle identification in the silicon-detector based
measurements [30,31]. A quite interesting example is a neural network
based method that does not require learning [32]. Understandably, our
analysis features its own specific requirements, warranting a careful
documentation of issues and used methods. Of course, neural networks
have also been used for the particle identification by means other than
𝛥𝐸 −𝐸 discrimination, using the detectors different from silicon-based
ones. One recent example may be found in Ref. [33].


Section 2 lays out the motivation for adopting machine learning
techniques. Section 3 describes the preparation of the training datasets.
Section 4 reports the details of the neural network optimization and
examines the quality of the obtained classification. Section 5 sums up
the main conclusions of this work.


2. Motivation


In the analysis of the natC(n,p) and natC(n,d) data recorded by two
silicon telescopes, each relevant 𝛥𝐸 − 𝐸 pair of silicon strips must be
separately taken into account. The relevance of a particular pair of
strips is established on a basis of the rate of signals in coincidence
(within a time window of ±100 ns [13]) caused by the detection of
charged particles passing through that particular pair. These pairs
mostly include the closest and next-to-closest strips from the oppos-
ing 𝛥𝐸 and 𝐸 layers of a given silicon telescope. In a context of a
oint natC(n,p) and natC(n,d) measurement these particles include pro-
ons, deuterons, tritons and 𝛼-particles from different types of neutron-
nduced reactions on carbon. In that, 𝛼-particles are of no importance


to this work as they are not the subject of current experimental in-
vestigation and are well separated from other particle patterns in the
coincidence spectra.


Among procedures to be separately applied to each relevant 𝛥𝐸 − 𝐸
pair of strips is a particle recognition, i.e. an identification of a charged
particle causing a coincidence of signals in the silicon strips. This is
done by observing a distinct spectral signature of specific particles.
Based on their mass and charge, each particle type yields separate and
recognizable correlations between energies (𝛥𝐸 and 𝐸) deposited in
two silicon layers. The spectral 𝛥𝐸 − 𝐸 patterns also depend on the
nergy 𝐸𝑛 of incident neutrons. A mechanism behind this dependence


is clear: the neutron energy 𝐸𝑛 determines the energy of released
reaction products, thus affecting both the details of their interaction
with the silicon detectors and the available energy to be deposited
between the silicon layers. Each coincidence is therefore characterized
by three parameters – energies 𝛥𝐸 and 𝐸 deposited in two silicon
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layers, and the neutron energy 𝐸𝑛 – requiring a characterization of
he particle-specific patterns in a 3-dimensional parameter space. In
hat, the neutron energy 𝐸𝑛 is inferred from the neutron time of flight,
xtracted from the signal time relative to reference time provided by a
o-called 𝛾-flash [4,13].


Although similar between different 𝛥𝐸 − 𝐸 pairs of strips, these
atterns are by no means identical. One of the reasons for these
iscrepancies is geometric in nature: particles incident on different
airs of strips leave the sample under different exit angles (affecting
he path-length through the sample) and impinge on pairs of strips
t angles dependent on the strip position (affecting the path-length
hrough given strips). The other reason is kinematic: pairs of strips at
ifferent positions around the sample intercept the reaction products
ith different angle-energy correlations due to their kinematic boost


rom the center of mass frame of the incident neutron and the target
ucleus. This affects the correlation between the incident neutron
nergy 𝐸𝑛 and the energies 𝛥𝐸 and 𝐸 deposited in different pairs of
trips.


Therefore, we are faced not only with the task of fencing the
ortions of a 3-parameter space (𝛥𝐸,𝐸,𝐸𝑛) corresponding to different
article types – i.e. of identifying the optimal 2-dimensional boundaries
eparating these parameter subspaces – but also of doing that separately
or each relevant pair of silicon strips. Adjusting these boundaries
anually with hope of achieving an optimal separation is a daunting


hallenge even for a single pair of silicon strips, let alone for a multitude
f them. Fortunately, machine learning techniques are an appropriate
oll for such task. They excel at complex classifications that would
therwise require a massive manual effort, such as having to identify a
roper (analytical or otherwise) form for a multidimensional boundary
ithin a multidimensional parameter space, where the separation of
ata into desired classes might not even be easily visualized. On the
ther hand, machine learning techniques usually require a careful
reparation and advance investigation of how well they can applied to
task at hand; it is by no means guaranteed that they can yield an op-


imal or even satisfactory solution to a particular problem. In this work
e describe these preparatory considerations and analyze the applica-
ility of neural networks to our particle classification problem. Many of
hese preliminary procedures – e.g. preparing a quality training dataset
y means of detailed simulations and implementing the methods for
ssessing the quality of particle classification – need to be performed
egardless of a selected approach to a problem. This will soon become
lear, as we will also attempt a simple manual classification in order to
udge it against the results obtained from the trained neural networks
nd to justify a selection of one procedure over the other. We note
hat this work presents a self-contained proof of concept that machine
earning techniques may be used for a high-fidelity classification of data
btained by silicon telescopes, with discrimination quality superior to
hat of the manual classification procedures. The experimental data
rom a joint measurement of the natC(n,p) and natC(n,d) reactions are
ending the completion of several analysis procedures, required before
he application of classification techniques described herein.


. Training dataset preparation


.1. Geant4 simulations


We use Geant4 simulations of the experimental setup, comprising
realistic software replica of the natural carbon sample and of two


ilicon telescopes, in order to obtain the 3-dimensional coincidence
pectra for all relevant 𝛥𝐸 − 𝐸 pairs of strips, and for each relevant
article type (p, d, t) from the separate neutron induced reactions. As


the natural carbon consists of 98.9% of 12C and 1.1% of 13C, for each of
these isotopes we consider four types of reactions – (n,p), (n,np), (n,d)
and (n,t) – making a total of eight reactions. 𝑄-values of these reactions
and their energy thresholds in the laboratory frame, where the carbon


target is at rest, are listed in Table 1. i


3


Table 1
Relevant neutron induced reactions on the 12C and 13C isotopes, charac-
terized by their 𝑄-value and the corresponding energy threshold in the
laboratory frame, where the carbon target is at rest prior to reaction.
Reaction 𝑄 [MeV] 𝐸thr [MeV]
12C(𝑛, 𝑝)12B −12.59 13.64
12C(𝑛, 𝑛𝑝)11B −15.96 17.30
12C(𝑛, 𝑑)11B −13.73 14.89
12C(𝑛, 𝑡)10B −18.93 20.52
13C(𝑛, 𝑝)13B −12.65 13.64
13C(𝑛, 𝑛𝑝)12B −17.53 18.89
13C(𝑛, 𝑑)12B −15.31 16.49
13C(𝑛, 𝑡)11B −12.42 13.38


Angular distributions of these reactions do not affect the basic
shapes of the 3-dimensional coincidence patterns, as these shapes are
determined by the kinematics of reaction products and their interaction
with the materials in their path. In other words, a spectral place of a
given coincidence event, i.e. of a triple (𝛥𝐸,𝐸,𝐸𝑛) corresponding to a
given particle/reaction, is almost fully (apart from fluctuations related
to the particle interaction with surrounding materials) determined by
the initial energy and the emission angle of this particular reaction
product. However, the angular distributions do affect the heights of
these spectra, i.e. the occupancy of specific portions of a 3-parameter
space. Since the specific particle/reaction spectra are expected to over-
lap, at least in part, these occupancies become relevant in determining
which particle/reaction not only occupies, but dominates a given sec-
tion of a parameter space – a consideration relevant for the later
analysis. Thus, some care must be taken not only in implementing
the kinematics of simulated reaction products, but also in implement-
ing the statistical distributions governing their emission. The relevant
distributions include (1) the angular distribution of reaction products,
(2) the distribution of energy thresholds (related to the existence of
excited states in daughter nuclei), and (3) the distribution of energy
among reaction products when there are more than two products in the
exit channel. Naturally, one should use accurate distributions, provided
they were available. In case of the neutron induced reactions on carbon
isotopes, many of the distributions are poorly known. For this reason
we assume the simplest form of these distributions – uniform whenever
possible – as the most unbiased course of action in the absence of reli-
able preexisting data. We describe the role of each relevant distribution
below.


We simulate each reaction from Table 1 separately. For the initial
neutron energy 𝐸𝑛 we generate the relevant reaction products: protons,
deuterons or tritons. The neutron energies are sampled within a rele-
vant energy range from the reaction threshold up to 30 MeV, several
MeV above initially estimated upper limit for the reliable analysis of
experimental natC(n,p) and natC(n,d) data [3]. The initial kinematic
arameters of reaction products are calculated from the manually
mplemented (relativistic) kinematics, based on emission angle and
mission energy sampled from relevant distributions. In that, we also
ccount for their spatial sampling along the width and depth of the
arbon sample, in accordance with the neutron beam profile.


All daughter nuclei from Table 1 – 10B [34], 11B [35], 12B [36] and
3B [37] – feature a rich spectrum of excited states. As a consequence,
ach listed reaction may leave a daughter nucleus either in the ground
tate or in any of its available excited states. For a nucleus left in an
xcited state, the 𝑄-value is lower and the energy threshold is higher
han those from Table 1, which correspond to a daughter nucleus left
n the ground state. Furthermore, due to considerable overlap of many
xcited states because of their large energy widths, there is a continuum
f energy thresholds, rather than just a few discrete values. In the
bsence of detailed information on branching ratios of these states,
t would make little sense trying to implement other details of these
tates in the sampling of reaction products. Instead, after sampling the


nitial neutron energy 𝐸𝑛, we uniformly sample a reaction threshold
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Fig. 2. Simulated 𝛥𝐸 −𝐸 patterns for an arbitrarily selected pair of silicon strips, showing a detector response to protons from the 12C(n,p) and 12C(n,np) reactions, to deuterons
rom the 12C(n,d) and to tritons from the 13C(n,t) reaction, at a neutron energy of 𝐸𝑛 = 27 MeV. All spectra are smeared by the energy resolution of silicon strips and are normalized
uch that the highest-content pixel is set to 1. The meaning of displayed manual cuts is discussed in the main text.

(


etween the lowest threshold from Table 1 and the available energy
𝑛, corresponding to a selection of a daughter nuclei state between


he ground state and the highest one energetically available. In other
ords, for a given neutron energy we sample a continuous and uniform
istribution of branching ratios.


For the (n,p), (n,d) and (n,t) reactions with two particles in the
xit channel, the selected neutron energy and the selected reaction
hreshold uniquely determine the energy of reaction products in the
enter-of-mass frame. Thus, we have yet to sample only their emission
ngle. We select an isotropic emission in the center-of-mass frame.
y means of manually implemented particle kinematics we boost the
inematic parameters of reaction products into the laboratory frame
nd generate a relevant particle (p, d, t) with thus obtained energy and
mission angle.


For the (n,np) reaction with three particles in the exit channel an
dditional sampling is required. This is due to the fact that for more
han two particles in the exit channel, the energy distributions of reac-
ion products are continuous, even in the center-of-mass frame. Again,
n the absence of detailed information on these energy distributions, we
niformly sample a proton energy in the center-of-mass frame, between
and the maximum kinematically allowed value. As before, proton’s


inematic parameters are then boosted into the laboratory frame, and
proton is generated.


In order to investigate a possibility of background counts from other
eactions besides (n,np) and (n,t), we have run an independent batch
f Geant4 simulations, generating incident neutrons and observing a
etection of reaction products from three different inelastic cascade
odels: Binary cascade, Bertini cascade and INCL++/ABLA model


INCL intranuclear cascade coupled to the ABLA deexcitation model).
xcluding the counts from the (n,np) and (n,t) reactions, the back-
round from other reactions was found completely negligible within
relevant portion of a 3-parameter space, i.e. it is well separated from


he patterns of the (n,p) and (n,d) reactions.
Fig. 2 shows examples of simulated 𝛥𝐸 − 𝐸 patterns for differ-


ent particle/reaction types, corresponding to the neutron energy of
𝐸𝑛 = 27 MeV – an arbitrarily selected slice through a 3-parameter
space, from an arbitrarily selected 𝛥𝐸 − 𝐸 pair of silicon strips. All

4


simulated data have been smeared by the energy resolution of silicon
strips — relative resolution of 3% FWHM for 𝛥𝐸-strips and 0.5% FWHM
for 𝐸-strips [11]. Proton spectra of the (n,p) and (n,np) reactions and a
deuteron spectrum of the (n,d) reaction are shown for 12C. For visual
reasons related to a high energy threshold of the 12C(n,t) reaction
see Table 1), a triton spectrum of the (n,t) reaction is shown for 13C.


The patterns of remaining particle/reaction types are equal in shape
between 12C and 13C. For display purposes all spectra are normalized
such that the highest-content pixel is set to 1.


Solid lines from Fig. 2 show the manual cuts that will later be judged
against trained neural networks. They also serve as a guide for the
eye in a visual analysis of spectra from separate plots. A unique set
of manual cuts was determined for all 𝛥𝐸 − 𝐸 pairs of silicon strips,
by observing the projected spectra of all counts, from all pairs of
silicon strips and from all neutron energies. It is, of course, an entirely
fortunate circumstance that such unique set of cuts can be identified
at all (at least approximately), implying that the variation of these
cuts across the neutron energy and among silicon pairs is not drastic.
However, it is expected that this simplified set should not be optimal.
It is precisely the goal of machine learning techniques to alleviate both
the technical limitations of manual cuts – such as the necessity for
simple analytic forms, preferably independent of 𝐸𝑛 – and to obviate
the manual repetition of finding the cuts for each pair of silicon strips
separately.


Manual cuts from Fig. 2 are clearly labeled in the first plot, that of
the 12C(n,p) reaction. Beyond cuts A and E the amount of data from
relevant reactions is negligible or entirely nonexistent. One can mostly
find the background counts below cut A. Above cut E is the spectrum
of 𝛼-particles from the (n, 𝛼) reactions, which is well separated from
proton, deuteron and triton spectra, hence not being of interest to this
work. For this reason all data beyond cuts A and E will be manually
discarded, both from neural networks training procedure and from
analysis of the experimental data. Cut B separates proton data from
deuteron data. Above cut D the amount of deuteron counts is negligi-
ble. Cut C was visually estimated as an optimal separation boundary
between deuteron and triton spectra. The ordering of cuts C and D
indicates a certain overlap between deuteron and triton spectra, clearly
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demonstrating a necessity of finding an optimal separation boundary
between them.


3.2. Training approach


After obtaining the sets of counts corresponding to specific parti-
cle/reaction types we are, at least in principle, ready to apply classifi-
cation methods directly to these raw data, on a count-by-count basis.
However, there are several technical issues to consider. The first one is
the expected processing time required for training the neural networks,
as the amount of counts to be taken for a reliable training should be
quite large. At the same time, training needs to be repeated for each
relevant pair of silicon strips separately. In that, we will consider 72
pairs of strips in this work, consisting of the relevant closest and next-
to-closest 𝛥𝐸−𝐸 neighbors. Though training time issues are not crucial
o the quality of training results, it is certainly desirable to reduce
his time as much as possible and even to make it independent of a
onsidered amount of counts.


The second issue, of much greater impact on the quality of results,
s related to a statistical significance of specific counts. The first, most
asic measure of this significance is the amount of counts of a specific
ype. We wish that separation of 𝛥𝐸 − 𝐸 patterns be at all neutron
nergies 𝐸𝑛 in equal measure affected by training data from the cor-
esponding neutron energy. However, despite a uniform 𝐸𝑛 sampling


the number of detected coincidences may differ significantly between
separate 𝐸𝑛-slices. This may be due to low energy of reaction products
at a given neutron energy or due to their angular distribution affecting
the emission rate into a solid angle covered by a specific pairs of silicon
strips. Since, at the end of training, an optimized boundary between
specific particle/reaction counts will be continuous in a 3-parameter
space, a separation of 𝛥𝐸 − 𝐸 patterns from certain 𝐸𝑛-slices may be
disproportionately affected by a larger number of counts from other
slices. Nevertheless, we do not wish to perform a separate training
for each 𝐸𝑛-slice, as the separation boundaries would discontinuously
fluctuate between slices, while a well-behaved boundary should be
continuous throughout the entire parameter space.


For these reasons we take different approach to constructing a train-
ing dataset, aiming to solve both issues at once. We divide a relevant
portion of a 3-dimensional parameter space into discrete volumetric
units – voxels. Based on a statistical significance of specific counts
we determine to which particle/reaction type each voxel (dominantly)
belongs. Then we submit these voxels, instead of single counts, to a
neural network training procedure. This approach evidently solves the
training time issue, since (for statistically significant amount of counts)
the number of filled voxels is considerably smaller than and approxi-
mately independent of the number of counts occupying the parameter
space. On the other hand, a statistical significance of counts within and
between 𝐸𝑛-slices is easily affected by manual manipulations during the
voxel-type assignment procedure.


3.3. Training dataset construction


A relevant portion of a parameter space that we consider spans
from 0 MeV to 2 MeV in 𝛥𝐸, from 0 MeV to 10 MeV in 𝐸, and from
10.5 MeV to 30.5 MeV in 𝐸𝑛. Other details of its partitioning are listed
in Table 2. Since we expect to analyze the experimental data from
joint natC(n,p) and natC(n,d) measurement within the neutron energy
windows of 1 MeV [3], we adopt for 𝐸𝑛 somewhat finer neutron energy
resolution of 3 bins per MeV. In total, we divide a parameter space
into 3×105 voxels (the same partitioning as displayed in Fig. 2). Only a
subset of all these voxels will be submitted to a neural network training
procedure.


In order to determine which particle/reaction type (if any at all)
dominates specific voxels, we need to manually estimate each type’s
detection yield within a given voxel, since each particle/reaction was


simulated separately. For simplicity of notation, we enumerate voxels
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Table 2
Parameters defining a relevant portion of a 3-parameter space and its partitioning into
voxels.


Minimum Maximum Bins Bin width


𝛥𝐸 0 MeV 2 MeV 50 0.04 MeV
𝐸 0 MeV 10 MeV 100 0.1 MeV
𝐸𝑛 10.5 MeV 30.5 MeV 60 0.33 MeV


by a triple (𝛥𝐸,𝐸,𝐸𝑛) of energies relevant to that voxel (e.g. energy
coordinates of its center). In that, we are not interested in absolute
detection yields but only in relative contributions between different
particle/reaction types. Thus, for each particular type of reaction  –
(n,p), (n,np), (n,d) or (n,t) – on each particular carbon isotope  (either
12C or 13C;  = 12, 13), detected in coincidence by each particular
𝛥𝐸 − 𝐸 pair of silicon strips  , we define a simpler quantity 𝑥()


, that
is proportional to a true detection yield,2 up to the areal density of a
sample as an omitted multiplicative factor. For simplicity and clarity
we still refer to this quantity as detection yield throughout the paper.
For each voxel we estimate these specific detection yields as:


𝑥()
,(𝛥𝐸,𝐸,𝐸𝑛) ≈


𝑁 ()
,(𝛥𝐸,𝐸,𝐸𝑛)


N,(𝐸𝑛)
𝐴 �̄�,. (1)


,(𝐸𝑛) is a simulated number of reaction products, generated for the
eaction  on the carbon isotope  within the neutron energy window
t 𝐸𝑛. 𝑁 ()


,(𝛥𝐸,𝐸,𝐸𝑛) is a number of reaction products detected
ithin a given voxel of the parameter space by the silicon pair  .
 are natural abundances of relevant carbon isotopes (𝐴12 = 98.9%
nd 𝐴13 = 1.1%). �̄�, are the roughly estimated cross section av-
rages within neutron energy intervals spanning from a particular
eaction threshold up to 30 MeV. Since evaluated data on these cross
ections show large variations between available libraries – both in
ange and in values – the cross section estimates were obtained from
eant4 simulations, by averaging the cross sections predicted by three
ifferent inelastic cascade models: Binary cascade, Bertini cascade
nd INCL++/ABLA model (INCL intranuclear cascade coupled to the
BLA deexcitation model). Energy dependence of each reaction cross
ection was first extracted from Geant4 simulations using a method
rom Ref. [2], described in Appendix. For each reaction an energy
ependence was averaged between three cascade models and the
verages �̄�, within the energy intervals up to 30 MeV were estimated.
e obtained the following values: �̄�12,(𝑛,𝑝) = 22 mb, �̄�12,(𝑛,𝑛𝑝) = 15 mb,


�̄�12,(𝑛,𝑑) = 27 mb, �̄�12,(𝑛,𝑡) = 8.5 mb, �̄�13,(𝑛,𝑝) = 3.3 mb, �̄�13,(𝑛,𝑛𝑝) = 15 mb,
�̄�13,(𝑛,𝑑) = 16 mb, �̄�13,(𝑛,𝑡) = 14 mb. Absolute values of these cross sec-
ions are of no importance to this work, only their relative magnitude.
n addition, we have confirmed that these values do not play a crucial
ole in the upcoming analysis of our data, i.e. a voxel classification is
ather insensitive to variations in thus obtained �̄�,.


Due to similar reaction thresholds for 12C and 13C (Table 1), re-
ction products of the same type from two carbon isotopes cannot
e experimentally distinguished, as they occupy the same portions of
parameter space. Therefore, for each reaction type  we continue


bserving a joint contribution from both carbon isotopes, in accordance


2 For thin samples, a reaction yield (the amount of reaction products per
ncident neutron) equals 𝑌,(𝐸𝑛) = 𝜂𝜎,(𝐸𝑛), with 𝜎,(𝐸𝑛) as the reaction
ross section and 𝜂 = 𝐴𝜂 as an areal density of a particular carbon isotope
in number of atoms per unit area), 𝐴 and 𝜂 being an isotopic abundance and
total areal density of carbon sample. A true detection yield 𝑋()


, is then:
()
,(𝛥𝐸,𝐸,𝐸𝑛) = 𝜖()


,(𝛥𝐸,𝐸,𝐸𝑛)𝑌,(𝐸𝑛)


= 𝜂
𝑁 ()


,(𝛥𝐸,𝐸,𝐸𝑛)


N,(𝐸𝑛)
𝐴𝜎,(𝐸𝑛),


with 𝜖()
, as a detection efficiency, corresponding to a fractional term from


Eq. (1). A simplified definition of detection yield from Eq. (1) differs only by
a factor 𝜂 from true detection yield.
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Fig. 3. Assignment of the reaction types at 𝐸𝑛 = 27 MeV, for an arbitrarily selected pair of silicon strips from Fig. 2. The types are determined based on the reactions shown in
ig. 2 and four more reactions not shown there: 13C(n,p), 13C(n,np), 13C(n,d) and 12C(n,t). Left panel: all voxels originally determined as of (n,p), (n,d) or background type (none
anually rejected). Right panel: voxels remaining after rejecting 1% of total detection yield from this particular 𝐸𝑛-slice. White voxels are of the undecided type (empty, of unclear


lassification or rejected).
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ith their natural abundance. From this point on, each quantity char-
cterized by  and not by  refers to the natural carbon, as used
n a joint measurement of the natC(n,p) and natC(n,d) reactions. Joint


contributions to a detection yield follow simply as:


𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛) = 𝑥()


12,(𝛥𝐸,𝐸,𝐸𝑛) + 𝑥()
13,(𝛥𝐸,𝐸,𝐸𝑛). (2)


For each voxel from every silicon pair we now observe the relative
ontributions 𝑟()


 from specific reaction types:


()
 (𝛥𝐸,𝐸,𝐸𝑛) =


𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛)


∑


′ 𝑥()
′ (𝛥𝐸,𝐸,𝐸𝑛)


, (3)


and classify the voxels, i.e. assign to each of them one of four labels
using the following rules:


• if the relative yield of the (n,np) and (n,t) reactions exceeds
50%: 𝑟()


(𝑛,𝑛𝑝)(𝛥𝐸,𝐸,𝐸𝑛) + 𝑟()
(𝑛,𝑡)(𝛥𝐸,𝐸,𝐸𝑛) > 50%, label a voxel as


the background type;
• if the relative yield of the (n,p) reactions exceeds 50%:
𝑟()
(𝑛,𝑝)(𝛥𝐸,𝐸,𝐸𝑛) > 50%, label a voxel as the (n,p)-type;


• if the relative yield of the (n,d) reactions exceeds 50%:
𝑟()
(𝑛,𝑑)(𝛥𝐸,𝐸,𝐸𝑛) > 50%, label a voxel as the (n,d)-type;


• otherwise, if empty of counts or not satisfying any of the previous
conditions (i.e. if being of unclear classification), label a voxel as
the undecided type.


Left panel from Fig. 3 shows an example of thus assigned types
within the 𝐸𝑛-slice at 27 MeV, corresponding to the data from Fig. 2
(keep in mind that four other reactions have been taken into account,
besides those shown in Fig. 2). Let us consider the effect on the
quality of neural network training, caused by such arrangement of
voxel types. There are some sporadic voxels far away from the main
pattern corresponding to a specific voxel type, most prominently on a
left side of the plot, where several isolated (n,d) and background voxels
mix with the main (n,p) pattern. Furthermore, there is an entire island
of (n,d) voxels closed off by the (n,p) pattern. From Fig. 2 we make two
important observations. The first is that these voxels are statistically
insignificant, relative to the main pattern of their type. The second is
that the primary reason for these voxels not to have been assigned the
(n,p) type is not so much the fact that non-(n,p) counts from these voxels
dominate over the (n,p) counts, but rather that there are no (n,p) counts
in these voxels at all. If the neural networks were trained on such set of
voxels, a 3-parameter boundary between the reaction types would be
disproportionately affected by these voxels, considering their statistical
(in)significance. For this reason we employ a simple method to exclude
such insignificant voxels from interfering with training procedure, in
order to ensure greater robustness of boundaries between the reaction
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types. A method consists in rejecting from each 𝐸𝑛-slice the voxels with
the lowest detection yield, until a predefined portion (specifically, 1%)
of total yield from that particular 𝐸𝑛-slice has been removed. Formally
stated, for each voxel let 𝑥()(𝛥𝐸,𝐸,𝐸𝑛) be a joint detection yield from
all reactions:


𝑥()(𝛥𝐸,𝐸,𝐸𝑛) =
∑


 𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛). (4)


Furthermore, for each 𝐸𝑛-slice let �̂�()
𝑖 (𝐸𝑛) be an ordered, increasing


array of joint yields from within the same 𝐸𝑛-slice, where index 𝑖
substitutes (𝛥𝐸,𝐸) pairs of parameters, ordered according to increasing
voxel content. The number 𝜅()(𝐸𝑛) of ordered voxels from a given 𝐸𝑛-
lice, that we label as empty, i.e. as the undecided type, is the maximum
()(𝐸𝑛) for which it holds:
∑𝜅()(𝐸𝑛)


𝑖=1 �̂�()
𝑖 (𝐸𝑛)


∑


𝛥𝐸,𝐸 𝑥()(𝛥𝐸,𝐸,𝐸𝑛)
≤ 1%. (5)


n other words, we reject at most 1% of total detection yield from each
𝑛-slice.


Right panel from Fig. 3 shows the result of such elimination of
uperfluous voxels from the left panel. Statistical insignificance of
ejected voxels is to be appreciated, as they make up almost half of
ll initial voxels, while carrying only 1% of a statistical norm.


. Neural network training


We use the neural network training capabilities of TMultiLayer-
erceptron class from ROOT. The sets of voxels that are submitted


o a training procedure are represented by right panel from Fig. 3. Input
ata consist of the triples (𝛥𝐸,𝐸,𝐸𝑛), i.e. of parametric coordinates
f each voxel. Output data consist of each voxel’s type: (n,p)-type,
n,d)-type or background type. Voxels of the undecided type are not
ubmitted to a training procedure at all. Considering the undecided
oxels as separate relevant type would overly restrict the boundary
etween the (n,p)/(n,d) patterns and the empty portions of param-
ter space, effectively causing the undecided type to behave as the
ackground type. Background type indicates that certain portions of
arameter space are decidedly not dominated either by the (n,p) or
n,d) reaction. On the other hand, the purpose of the undecided type
s to allow the generalization and extension of specific type-patterns
nto the portions of parameter space that are not covered by training
ata.


Though the default Broyden–Fletcher–Goldfarb–Shanno (BFGS)
raining method from TMultiLayerPerceptron class performs
easonably well, we have found that the stochastic minimization with
anually optimized internal hyperparameters 𝜏 = 5 and 𝜂 = 0.01, and
efault values of 𝜂 = 1, 𝛿 = 0 and 𝜖 = 0 converges faster (in fewer

decay
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Fig. 4. Structure of the adopted neural networks for each pair of 𝛥𝐸−𝐸 strips. Inputs
re the coordinates (𝛥𝐸,𝐸,𝐸𝑛) of each voxel remaining after the rejection procedure
rom Eq. (5). Outputs are reaction labels 1 ,2 ,3 ∈ {0, 1}. 1 stands for the (𝑛, 𝑝)
eaction, 2 for the (𝑛, 𝑑) reaction and 3 for the background reactions. Since the
ndecided voxels are excluded from training procedure, each submitted voxel has
xactly one of the labels equal to 1 and the remaining ones equal to 0.


raining iterations) and requires only about half of processing time per
teration, in comparison with the BFGS method with default settings.
herefore, in this work we use a stochastic minimization with the listed
yperparameter values. For hidden neurons a sigmoid function was
sed as an activation function.


We have found that the optimal network structure consists of 2
ayers of neurons, each composed of 10 neurons. An important require-
ent in identifying this optimized structure was that both the quality


nd the consistency of trained boundaries remain stable even when
ntroducing variations in the input data, e.g. by varying a rejection level
rom Eq. (5). In conclusion, we employ a 2-layer neural network with
0 neurons in each layer. The adopted network structure is displayed
n Fig. 4.


Though of secondary importance, a voxel rejection procedure from
q. (5) further reduces the amount of voxels to be submitted to a
raining procedure (thus further reducing a training time) since the
ndecided voxels are not submitted at all. For 72 pairs of silicon strips
hat we consider in this work, consisting of the relevant closest and
ext-to-closest 𝛥𝐸 − 𝐸 neighbors, a number of specific-type voxels per
ilicon pair varies between approximately 47 000 and 87 600 in case of
o voxel rejection (represented by left panel from Fig. 3). After rejecting
% of the lowest voxel content (right panel from Fig. 3), between
9 000 and 47 500 voxels remain per pair. These numbers should also
e compared against the initial 3 × 105 voxels composing an entire
arameter space.


In order to recover a voxel classification from trained networks, we
etermine the voxel’s type simply by checking which of the output neu-
ons (see Fig. 4) provides a maximum result. We have, of course, tested
ore stringent conditions such as insisting that 𝑖 > 0.5 > 𝑗 +𝑘 for
given voxel to be classified as 𝑖-type (otherwise it is left undecided).
owever, these stricter conditions do not significantly affect the overall
oxel-type recovery rate (reported below). Within a relevant portion
f a parameter space these conditions only result in a few sporadic
ndecided voxels between the specific reaction patterns (similar to the
mpty voxels between (𝑛, 𝑝) and (𝑛, 𝑑) patterns from the right plot of
ig. 3). In light of no notable improvement in the classification rate, we
ind this behavior to work against the desired classification outcome.
or this reason we adopt the simplest classification recovery scheme
by finding the maximum 𝑖) as the most efficient one.


We now demonstrate the quality of trained neural networks and
ompare it with the quality of manual cuts from Figs. 2 and 3. While the


onvergence of network weights is satisfactory already after a couple of
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undred iterations, we use in this work 104 iterations.3 For this demon-
tration we consider the portions of a detection yield that are correctly
true positive) or incorrectly (false positive) classified as  = (𝑛, 𝑝) or
 = (𝑛, 𝑑) type. We first define the true-positive contributions T()


 to a
particular reaction type:


T()
 (𝛥𝐸,𝐸,𝐸𝑛) =


{


𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛) if classified as 


0 otherwise
, (6)


together with the false-positive contributions F()
 :


()
 (𝛥𝐸,𝐸,𝐸𝑛) =


{


∑


′≠ 𝑥()
′ (𝛥𝐸,𝐸,𝐸𝑛) if classified as 
0 otherwise


. (7)


We further define the correctly and incorrectly classified portions P()
T


and P()
F of a reaction-specific detection yield:


P()
T (𝐸𝑛) =


∑



∑


𝛥𝐸,𝐸 T()
 (𝛥𝐸,𝐸,𝐸𝑛)


∑



∑


𝛥𝐸,𝐸 𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛)


, (8)


P()
F (𝐸𝑛) =


∑



∑


𝛥𝐸,𝐸 F()
 (𝛥𝐸,𝐸,𝐸𝑛)


∑



∑


𝛥𝐸,𝐸 𝑥()
 (𝛥𝐸,𝐸,𝐸𝑛)


. (9)


Though these portions may be defined for each 𝛥𝐸−𝐸 pair  of silicon
strips separately, for demonstration purposes we have defined them as
averaged over 72 relevant pairs of strips.


Fig. 5 shows thus defined portions of true-positive and false-positive
classifications. Left column and right column of plots correspond to
the (n,p) and (n,d) reactions, respectively. Top row shows the true-
positive portions P(𝑛,𝑝)T and P(𝑛,𝑑)T . Middle row shows the false-positive
portions P(𝑛,𝑝)F and P(𝑛,𝑑)F . Bottom row shows the total amount of positive
classifications, i.e. the sum of true-positive and false-positive classifi-
cations for both types of reactions. The most important comparison is
that between the trained neural networks and the laboriously selected
manual cuts. A quality of these two classification schemes is also
compared with the initial classification based on the raw detection yield
data (an example from the left plot of Fig. 3), which we refer to as
the original classification. The original classification shows how much
of a reaction-specific detection yield could be successfully recovered
if every single voxel could be correctly recognized (e.g. by overfitted
neural networks), thus serving as a reference point for evaluating the
quality of any other type of classification. It should be noted that
one does not wish to use the original classification for the analysis
of experimental data, because it does not lend itself to any kind of
generalization outside the initially identified patterns. In other words,
it cannot resolve the type of any (experimentally obtained) count which
falls within originally undecided voxels.


It can be readily appreciated that the classification quality of trained
neural networks barely deviates from the quality of original classifi-
cation. A deviation of the original classification from 100% in true
positives and from 0% in false positives is due to the fact that within
some voxels there might have been counts from multiple reactions –
e.g. a mixture of (n,p) and (n,d) counts – while each voxel is assigned
only a single reaction type at the end of the classification procedure. It
should be noted that the level of a reaction type recovery from original
classification depends on the adopted voxel size, since the overlap of
counts decreases by decreasing the voxel size. Therefore, one needs to


3 We used the parallel processing capabilities of TProof class from ROOT
in order to distribute the training jobs for separate 𝛥𝐸 − 𝐸 pairs of strips
between available CPU cores. For training we have used a table computer
based on Intel Xeon E5-1603 v3(2.80 GHz) processor, which (for the reported
network structure of 10 × 10 neurons) takes approximately 2 × 10−7 minutes
per voxel and per training iteration. For the reported number of submitted
voxels (between 29 000 and 47 500 per 𝛥𝐸 −𝐸 pair) it takes between 55 and
90 min for 104 training iterations to be completed for a given pair of 𝛥𝐸 − 𝐸
strips.
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Fig. 5. Portions of a reaction-specific detection yield classified correctly or incorrectly, either by the trained neural networks, or by applying the manual cuts, or by the original voxel
lassification based on the raw detection yield data. Top row: true-positive portions P()


T (𝐸𝑛); middle row: false-positive portions P()
F (𝐸𝑛); bottom row: sum of both contributions


to the positive reaction-specific classification. Left column: (n,p) reaction; right column: (n,d) reaction.

p
c


ensure that the adopted voxel density is not too dissimilar from the one
used in the analysis of experimental data.


In general, one aims for as high as possible portion of true-positive
classifications, and as low as possible portion of false-positive clas-
sifications. The fact that at least up to 25 MeV both the original
classification and the neural network classification keep close to 100%
in true positives (top row) and to 0% in false positives (middle row),
suggests that the experimental data from a joint natC(n,p) and natC(n,d)
measurement can be reliably analyzed (at least) up to 25 MeV. Based on
these results, one can expect an uncertainty in the identification within
a few percent when using the optimized neural networks.


The results from trained neural networks are clearly superior to
those from manual cuts, at least up to the relevant limit of 25 MeV.
Even when manual cuts seem to outperform trained networks, which
appears to be the case for true-positive (n,p) classifications, they do so
at the price of performing poorly at the complementary task, that of
minimizing false-positive classifications. This is clearly seen from the
total portion of positive classifications (bottom row) for both types of
reactions. The desired outcome in these plots is to be as close to 100%
as possible. Trained networks clearly outperform manual cuts in the
overall positive classification.


Total portions of positive classification close to 100% also suggest
an accidental – not to be relied upon – but possibly favorable type of
outcome to be expected in the analysis of experimental data. When one
starts losing portions of the correctly classified yield due to a decrease
in true-positive classifications, a simultaneous increase in false-positive
classifications may lead to a partial cancellation of these opposing
effects and at least a partial restoration of a reaction-specific detection
yield. For example, a portion of deuterons misclassified as protons
may partially recover the portion of protons misclassified as deuterons,
and vice versa. While each departure of true-positive classifications
from 100% and of false-positive classifications from 0% is a negative
effect in itself, their combined effect opens a possibility for a more
optimistic outcome, conditional on the identification of the optimal
type-separation boundaries.
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5. Conclusions


We have developed a machine learning based procedure for clas-
sification of the proton and deuteron counts from a joint natC(n,p)
and natC(n,d) measurement from n_TOF. An important part of the
rocedure is a careful preparation of training datasets. Training data,
onsisting of triples (𝛥𝐸,𝐸,𝐸𝑛) of relevant parameters identifying each


count, were obtained by Geant4 simulations of eight relevant neu-
tron induced reactions on natural carbon: (n,p), (n,np), (n,d) and (n,t)
reactions on both 12C and 13C isotopes. In order to solve practical
difficulties in applying a neural network training procedure to a set
of raw counts, we have first constructed a 3-parameter space and
divided it into discrete voxels. Each voxel was assigned a specific type,
discriminating spectral patterns of the (n,p) and (n,d) reactions from
competing contributions of the (n,np) and (n,t) reactions. These spectral
patterns were further refined based on careful considerations and thus
obtained sets of voxels were submitted to a neural network training
procedure. Spectral patterns for each relevant 𝛥𝐸 − 𝐸 pair of silicon
strips, 72 in total, were treated separately, each being afforded its
own neural network. To this end, a TMultiLayerPerceptron class
from ROOT was used. Both the input data and the network parameters
were varied in order to identify the optimal network configuration,
as well as the optimal training procedure. A stochastic minimization
with manually adjusted hyperparameters 𝜏 = 5 and 𝜂 = 0.01 was found
to provide the best performance, regarding both the convergence rate
and the processing time per training iteration. A 2-layer neural network
with 10 neurons in each layer was adopted as the optimal network
structure. A performance of trained networks was compared against
carefully determined manual cuts between reaction types, by examining
the portions of true-positive and false-positive classifications for the
relevant (n,p) and (n,d) reactions. Trained neural networks were found
to be clearly superior in quality of classification and to be a basis for a
reliable analysis of experimental data up to at least 25 MeV of neutron
energy.
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ppendix. Extracting cross sections from Geant4


We describe a procedure for extracting any type of cross section
rom Geant4 simulations. We stress that the simulations described
ere are completely independent of and in all aspects different from
imulations described in Section 3.1; they are in no manner related
o or constrained by any particular experimental setup. We run these
imulations separately for pure 12C sample and for pure 13C sample,
hich is of arbitrary but preferably regular shape and dimensions. For
given reaction type  on a pure isotope , a first-chance reaction


ield 𝑌, (without the multiple scattering effects) may be expressed
s:


,(𝐸𝑛) =
(


1 − 𝑒−𝜂𝜎 (𝐸𝑛)
) 𝜎,(𝐸𝑛)


𝜎 (𝐸𝑛)
=


𝑁,(𝐸𝑛)
 (𝐸𝑛)


. (A.1)


Here 𝜂 is the areal density of a specific sample (in number of atoms
per unit area), 𝜎,(𝐸𝑛) is the cross section for a particular reaction of
interest, and 𝜎 (𝐸𝑛) is the total cross section for any reaction at all.
The sample is irradiated by neutrons (or any other relevant incident
particles) following some predefined energy distribution. Reaction yield
(for a given sample) may be reconstructed by counting the total number
 (𝐸𝑛) of neutrons generated with the energy 𝐸𝑛, and the number


,(𝐸𝑛) of first-chance reactions — first occurrences of a specific
eaction, which are counted only if that reaction was the first one to
ake place among all possible neutron interactions, including the elastic
cattering. By first counting the number 𝑁 (𝐸𝑛) all possible first-chance
eactions, governed by the total cross section 𝜎 (𝐸𝑛), one obtains upon


inverting Eq. (A.1):


𝜎 (𝐸𝑛) = − 1
𝜂


ln
(


1 −
𝑁 (𝐸𝑛)
 (𝐸𝑛)


)


. (A.2)


rom thus reconstructed total cross section one only needs to make
he scaling between specific reactions of interest and all induced
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eactions:


,(𝐸𝑛) =
𝑁,(𝐸𝑛)
𝑁 (𝐸𝑛)


𝜎 (𝐸𝑛) (A.3)


n order to reconstruct the cross section of a particular reaction.
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[2] A synchronization method

Completely unplanned; we were ”lucky” enough
to have a problem that led to a publication.

”Source of all evil”: we want to synchronize our
SITE-pulses to a γ-flash pulse from PKUP
(γ-flash in SITE is unreliable).

Gist of the method: consider not only SITE-
PKUP correlations, but also the correlations
between all triggered pairs of SITE strips.

Epilogue: in a later discussion with M. Bacak
we have identified the meaning of τ ≈ 300 ns
offests between SITE and PKUP. They
correspond to extra 100 m of cables (relative
to the neutron flight path) going from PKUP
to DAQ: τ ≈ (LPKUP-DAQ − Lbeamline)/c.
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, in
. One is, of course, well advised to use

only the constraints from those pairs of strips that feature a statistically
of coincidental counts and/or acceptably low

linearly
. We il-

lustrate here one such example that may be of further help in obtaining
available silicon strips we define a weighted
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[3] Machine learning (neural networks)

Simulate reaction products
(protons, deuterons, tritons)
of well defined kinematics
and let the computer sort
them out. Why? Because it
has to be done for 60–70
pairs of strips. Separately!
And because the separation
”bends” in a 3D parameter
space (En,∆E,E).
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Application to the experimental data
Nice separation, could even be done manually.

(If I weren’t so lazy.)
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But where to manually separate it now?
(Lesson: laziness is the mother of invention.)
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Application to the experimental data
Nice separation, could even be done manually.

(If I weren’t so lazy.)

E  [MeV]∆
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

E
  [

M
eV

]

0

1

2

3

4

5

6

7

8

9

10

0

1

2

3

4

5

6

7

8

9

E  [MeV]∆
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

E
  [

M
eV

]

0

1

2

3

4

5

6

7

8

9

10 C(n,p)nat

C(n,d)nat

neither

But where to manually separate it now?
(Lesson: laziness is the mother of invention.)
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Experimental counts
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SITE1+SITE2 = 3.5× more than expected!
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[1] Cross section extraction∣∣∣∣∣dNij(Etof)
dEtof

=
∑

C∈{12C,13C}

ηC

∫ ∞

0
dEn ×R(Etof , En)φ(En)Fij;C(En)σC(En)

∣∣∣∣∣
• i, j: lables for ∆E − E strips
• Nij : counts detected by ij-pair
• Etof : eng. reconstructed from ToF
• En: true neutron energy
• R(Etof , En): resolution function of

the neutron beam
• φ(En): neutron flux

• C: carbon isotopes from natural
abundance (12C and 13C)

• ηC : number of atoms per unit area
for particular isotope

• σC(En): sought cross section(s)
• Fij;C(En): all other physical

technicalities (next page)

The method will produce cross sections σ12 and σ13 for two isotopes separately.
The separation for 13C is expected to be highly uncertain due to its low natural
abundance, so the main result will be the cross section for natural carbon:

σnat = η12σ12 + η13σ13

η12 + η13
= 0.989σ12 + 0.011σ13
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Computational input∣∣∣∣∣Fij;C(En) =
∑

x

ρC(x, En)
∫ 1

−1
d(cos θ) × εij;C(x, En, cos θ)AC(x, En, cos θ)

∣∣∣∣∣
• x: excited states in daughter nuclei

(for considered reactions on
C-isotopes: 11B, 12B, 13B)

• θ: emission angle of reaction products
(p/d), either in LAB or CM
• ρC : branching ratios for excited states
• AC : angular distribution of products
• εij;C : detection efficiency
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All these data are obtainable, from databases (excited states x),
simulations (εij;C) or theoretical calculations (AC , ρC). The main
source of AC and ρC will be TALYS calculations. Analysis will also be
performed with ”dummy” distributions (isotropic AC and artificial ρC)
in order to estimate the systematic uncertainty due to TALYS.
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Thank you for your attention!
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