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concentrations (1–10 μM), whereas the protein showed normal
levels at the highest concentration (30 μM). In order to address
this discrepancy, we assessed the levels of PrP mRNA by quan-
titative real-time PCR (RT-PCR). We found that treatment with
SM875 did not decrease PrP mRNA in the different cell lines even
at the highest concentrations, confirming the original rationale
that a compound targeting a folding intermediate of PrP should
lower its expression at a post-translational level (Fig. 3d).
Importantly, only in N2a cells, we observed a robust (>500% at
30 μM), dose-dependent increase of PrP mRNA upon treatment
with SM875, which directly explains the discrepancy observed at
the protein level. This observation also suggests that the com-
pound triggers an over-production of PrP mRNA in these cells,
likely representing a compensatory response aimed at restoring
PrP levels. The compound showed variable intrinsic toxicity in
the different cell lines, with more prominent cytotoxicity in PrP-
transfected HEK293 cells, and progressively lower toxicity in

untransfected HEK293, N2a, ZR-75, and L929 cells, respectively
(Figs. S7, S8). To further corroborate the observed effects of
SM875 on PrP load, we checked whether the compound also
decreases the amount of the protein at the cell surface. HEK293
cells stably transfected with an EGFP-tagged PrP construct were
exposed to SM875, and the localization of PrP was monitored by
detecting the intrinsic green fluorescence of EGFP. In control
conditions, EGFP-PrP localizes almost entirely in the Golgi
apparatus and at the plasma membrane, with the latter giving rise
to a typical “honeycomb-like” staining of the cell surface (Fig. 3e)
31. Compounds altering PrP trafficking, as the phenothiazine
derivative chlorpromazine, have previously been shown to alter
such localization pattern32. Incubation with SM875 for 24 h
induced a drastic reduction of cell surface EGFP-PrP at con-
centrations as low as 1 μM. Collectively, these data confirm that
SM875 selectively reduces the amount of PrP at the post-
translational level and in a cell-independent fashion.

Fig. 2 In vitro validation of selected hits. HEK293 cells expressing mouse PrP or NEGR-1 were exposed to different concentrations of SM875 a, SM930 b,
SM940 c, or SM950 d or vehicle (0.1% DMSO, volume equivalent) for 48 h, lysed in detergent buffer (Tris 10mM, pH 7.4, 0.5% NP-40, 0.5% TX-100, 150
mM NaCl plus EDTA-free Protease Inhibitors), diluted in Laemmli sample buffer and analyzed by western blotting using anti-PrP (D18) or anti-NEGR-1 (R&D,
USA) antibodies. Red arrowheads indicate the expected sizes of mature, fully glycosylated forms of PrP and NEGR-1. The compounds induce a dose-dependent
suppression of PrP (i) but not control protein NEGR-1 (ii). The graphs (iii) show the densitometric quantification of the levels of full-length PrP or NEGR-1 from
different biologically independent replicates. Each signal was normalized on the corresponding total protein lane (detected by UV of stain-free gels) and
expressed as the percentage of the level in vehicle (Vhc)-treated controls (*p < 0.05, **p < 0.01, ***p < 0.005, by one-way ANOVA test). e The picture
illustrates the predicted ligand-binding pose of the R (upper panel) and S (lower panel) SM875 enantiomers into the PrP intermediate druggable pocket.
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Proteins and hadrons are non-perturbative complex 
many-body systems

Topological gauge field fluctuations 
 in the QCD vacuum Protein folding

Can mathematical methods of high-energy physics be 
harnessed to study protein dynamics?

Source: D. Leinweber,, “Visualization of QCD”
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How Fast-Folding Proteins Fold
Kresten Lindorff-Larsen,1*† Stefano Piana,1*† Ron O. Dror,1 David E. Shaw1,2†

An outstanding challenge in the field of molecular biology has been to understand the process
by which proteins fold into their characteristic three-dimensional structures. Here, we report the
results of atomic-level molecular dynamics simulations, over periods ranging between 100 ms
and 1 ms, that reveal a set of common principles underlying the folding of 12 structurally diverse
proteins. In simulations conducted with a single physics-based energy function, the proteins,
representing all three major structural classes, spontaneously and repeatedly fold to their
experimentally determined native structures. Early in the folding process, the protein backbone
adopts a nativelike topology while certain secondary structure elements and a small number of
nonlocal contacts form. In most cases, folding follows a single dominant route in which elements
of the native structure appear in an order highly correlated with their propensity to form in the
unfolded state.

Protein folding is a process of molecular
self-assembly during which a disordered
polypeptide chain collapses to form a com-

pact and well-defined three-dimensional struc-
ture. Hundreds of studies have been devoted to
understanding the mechanisms underlying this
process, but experimentally characterizing the
full folding pathway for even a single protein—
let alone for many proteins differing in size,
topology, and stability—has proven extremely
difficult. Similarly, simulating the folding of a
small protein at an atomic level of detail is a
daunting task. Both experimental and compu-
tational studies have thus generally focused on
one protein at a time, with such studies each
performed under different conditions or with
different techniques. Possibly because of the
resulting heterogeneity of the available data,
numerous theories have been proposed to de-
scribe protein folding and no consensus has
been reached on which of these theories, if any,
is correct (1).

Our research group has developed a special-
ized supercomputer, called Anton, which greatly
accelerates the execution of atomistic molecular
dynamics (MD) simulations (2, 3). In addition,
we recently modified the CHARMM force field
in an effort to make it more easily transferable
among different protein classes (4). Here, we have
combined these advances to study the folding
process of fast-folding proteins through equilib-
rium MD simulations (2). We studied 12 protein
domains (5) that range in size from 10 to 80 amino
acid residues, contain no disulfide bonds or pros-
thetic groups, and include members of all three
major structural classes (a-helical, b sheet and
mixed a/b). Of these 12 protein domains, 9 repre-
sent the nine folds considered in a review of fast-
folding proteins (6). Asmost of these nine proteins
contain only a helices, we also included two ad-

ditional a/b proteins and a stable b hairpin to
increase the structural diversity of the set of pro-
teins examined.

In our simulations, all of which used a single
force field (4) and included explicitly represented
solvent molecules, 11 of the 12 proteins folded
spontaneously to structures matching their exper-
imentally determined native structures to atomic

resolution (Fig. 1). The native state of the 12th
protein, the Engrailed homeodomain, proved
unstable in simulation. We were, however, able
to fold a different homeodomain (7) with the
same overall structure; the results reported below
pertain to this variant, rather than the Engrailed
homeodomain.

For all 12 proteins that folded in simulation,
we were also able to perform simulations near
the melting temperature, at which both folding
and unfolding could be observed repeatedly in
a single, long equilibrium MD simulation. For
each of the 12 proteins, we performed between
one and four simulations, each between 100 ms
and 1 ms long, and observed a total of at least
10 folding and 10 unfolding events. In total, we
collected ~8 ms of simulation, containing more
than 400 folding or unfolding events. For 8 of
the 12 proteins, the most representative structure
of the folded state fell within 2 Å root mean
square deviation (RMSD) of the experimental
structure (Fig. 1). This is particularly notable
given that the RMSD calculations included the
flexible tail residues and that, in some cases,
there was no experimental structure available

1D. E. Shaw Research, New York, NY 10036, USA. 2Center
for Computational Biology and Bioinformatics, Columbia
University, New York, NY 10032, USA.
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Fig. 1. Representative structures of the folded state observed in reversible folding simulations of 12
proteins. For each protein, we show the folded structure obtained from simulation (blue) superimposed on
the experimentally determined structure (red), along with the total simulation time, the PDB entry of the
experimental structure, the Ca-RMSD (over all residues) between the two structures, and the folding time
(obtained as the average lifetime in the unfolded state observed in the simulations). Each protein is
labeled with a commonly used name, although in several cases, we studied mutants of the parent se-
quence [amino acid sequences of the 12 proteins and simulation details are presented in (5)]. PDB entries
in italics indicate that the structure has not been determined for the simulated sequence and that, instead,
we compare it with the structure of the closest homolog in the PDB. The calculated structure was obtained
by clustering the simulations (26) to avoid bias toward the experimentally determined structure.
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ZOOLOGY OF ENHANCED SAMPLING METHODS

Algorithm A priori  
information Predictions

Meta-dynamics, Milestoning, Transition Path Sampling, Transition 
Interface Sampling, Markov State Models, Forward Flux Sampling, 
Temperature Accelerated Molecular Dynamics, Umbrella 
Sampling, Blue Moon Sampling, String Method, Stochastic 
Difference, […]



Mathematical tools borrowed  
from subnuclear physics 

New approximations and  
algorithms 

VARIATIONAL APPROXIMATIONS TO  
TRANSITION PATH SAMPLING
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Still too expansive for realistic proteins….we need approximations.
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We introduce a variational approximation to the microscopic dynamics of rare conformational
transitions of macromolecules. Within this framework it is possible to simulate on a small computer
cluster reactions as complex as protein folding, using state of the art all-atom force fields in
explicit solvent. We test this method against MD simulations of the folding of an α and a β protein
performed with the same all-atom force field on the Anton supercomputer. We find that our
approach yields results consistent with those of MD simulations, at a computational cost orders of
magnitude smaller.

DOI: 10.1103/PhysRevLett.114.098103 PACS numbers: 87.15.ap, 87.10.Tf, 87.14.E-

The development of the special-purpose Anton super-
computer has recently opened the way to MD simulations
of biomolecules consisting of several hundred atoms,
covering time intervals in the millisecond range [1]. By
using this facility, Shaw and co-workers characterized the
reversible folding of several small proteins, showing that
the existing all-atom force fields are able to attain the
correct protein native structures [1–3]. Unfortunately,
many biologically important conformational reactions
occur at time scales many orders of magnitude larger than
the millisecond. Hence, it is important to continue the
development of more efficient algorithms to sample the
reactive pathways space (see, e.g., Ref. [4] and references
therein).
In particular, in the dominant reaction pathways (DRP)

approach [5–8], microscopic trajectories XðτÞ, connecting
given initial and final molecular configurations Xi ¼ Xð0Þ
and Xf ¼ XðtÞ, are determined by maximizing their prob-
ability density P½X% in the Langevin dynamics. This
algorithm was first validated against MD using both
simplified and realistic atomistic force fields (see, e.g.,
Ref. [8]). Next, it was applied to characterize in atomistic
detail conformational reactions far too slow to be inves-
tigated by means of plain MD. Notable examples include
the folding of a knotted protein [9] and the latency
transition of several serpins [10].
One crucial limitation of the DRP method is that it can

only be applied in implicit solvent simulations. In this work
we overcome this limitation by introducing a new varia-
tional approximation suitable also for atomistic simulations
in an explicit solvent.
Let (X; Y) represent a point of the system’s configuration

space, where X¼ðx1;…;xNÞ and Y ¼ ðy1;…; yN0Þ denote

the solute and solvent coordinates, respectively. The
Langevin equations for the solvent and solute are

miẍi ¼ −miγi _xi −∇iU þ ηiðtÞ;
mjÿj ¼ −mjγj _yj −∇jU þ ηjðtÞ; ð1Þ

where UðX; YÞ is the potential energy, ηi is a white noise,
and mi and γi denote mass and viscosity, respectively.
We are interested in the probability density for the solute

to make a transition from Xi to Xf in a time t, along a given
path XðτÞ. This is given by the path integral (PI),

P½X% ¼
Z

DYe−SOM½X;Y%−UðXi;YiÞ=kBT; ð2Þ

where SOM½X; Y% is the Onsager-Machlup functional,
to be defined below. Maximizing P½X% with respect to
the path X yields the DRP optimum condition [5–7]:
ðδ=δXÞhSOM½X; Y%iY ¼ 0, where the average h·iY refers
to the PI over YðτÞ.
Unfortunately, computing this average with the accuracy

required for the path optimization is computationally
unfeasible, because of large statistical fluctuations. To
overcome this problem, we need to derive an optimum
criterion that does not involve any average over the solvent
dynamics.
We begin by considering a modified stochastic dynam-

ics, defined by introducing into Eq. (1) an external
(possibly time-dependent) biasing force Fbias

i ðX; tÞ, acting
on the solute atoms only and accelerating the transition to
the product. The probability of a given reactive pathway
XðτÞ in the biased dynamics is given by
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We develop a theoretical approach to the protein-folding problem based on out-of-equilibrium
stochastic dynamics. Within this framework, the computational difficulties related to the existence of
large time scale gaps are removed, and simulating the entire reaction in atomistic details using existing
computers becomes feasible. We discuss how to determine the most probable folding pathway, identify
configurations representative of the transition state, and compute the most probable transition time. We
perform an illustrative application of these ideas, studying the conformational evolution of alanine
dipeptide, within an all-atom model based on the empiric GROMOS96 force field.
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A critical part of the protein-folding problem is to under-
stand its kinetics and the underlying physical processes. To
this aim, several different theoretical methods have been
recently developed, spanning from analytical approaches
[1] to detailed computer simulations [2,3]. A major prob-
lem in simulating the folding process using standard mo-
lecular dynamics (MD) is the huge gap between the time
scale of ‘‘elementary moves,’’ of the order of 10–100 ps,
and that of the entire folding process, which ranges from a
few microseconds for fast folders [4], up to several seconds
or even minutes for more complex proteins. This peculiar-
ity of the folding process makes the brute-force molecular
dynamics approach too demanding, and a substantial part
of the efforts in the field of protein-folding simulation aims
at bridging this gap.

In a recent paper [5] we presented a novel theoretical
framework for investigating the folding dynamics, named
hereafter Dominant Folding Pathways (DFP), which is
based on a reformulation in terms of path integrals of the
dynamics described by the Langevin equation. The DFP
analysis allows to compute rigorously (i.e., without any
assumptions other than the validity of the underlying
Langevin equation) the most probable conformational
pathway connecting two arbitrary conformations. The ma-
jor advantage of the method is the possibility of bypassing
the computational difficulties associated with the existence
of different time scales in the problem, while retaining the
ability to recover information on the time evolution of the
system. The resulting computational simplification is dra-
matic and makes it feasible to study the formation pattern
of conformational structures along the entire folding pro-
cess using realistic all-atom force fields, on available
computers.

In this Letter we further develop our formalism and we
present the first DFP simulation performed in full atomistic
detail. We show how the DFP analysis gives access to
important information about the dynamics of the folding
process, such as the characterization and determination of
the transition state, and the most probable transition time.
In addition, we show that in this formalism the native state
is characterized by a single effective parameter, and this
leads to an interesting relationship between kinetic and
thermodynamical quantities.

Let us begin our discussion by briefly reviewing the key
concepts of the DFP method, here presented for a simple
one-dimensional system, without loss of generality.

The DFP method can be applied to any system described
by the over-damped Langevin equation

 

@x
@t
! " D

kBT
@U
@x
# !$t%; (1)

where U is the potential energy of the system, !$t% is a
Gaussian random force with zero average and correlation
given by h!$t%!$t0%i ! 2D"$t" t0%. Note that in the origi-
nal Langevin equation there is a mass term, m !x. However,
as shown in [6], for proteins, this term can be neglected
beyond time scales of the order of 10"13 s.

The probability of finding the system in a conformation
xf at time tf starting from a conformation xi at ti is a
solution of the well-known Fokker-Planck Equation, and
can be expressed as a path-integral:

 P$xf; tfjxi; ti% ! e"&U$xf%"U$xi%'=2kBT
Z xf

xi
Dx$#%e"Seff &x';

where Seff&x' !
Rtf
ti d#$

_x2$#%
4D # Veff&x$#%'% is called the ef-

fective action and
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We present a method to investigate the kinetics of protein folding and the dynamics underlying the
formation of secondary and tertiary structures during the entire reaction. By writing the solution of the
Fokker-Planck equation in terms of a path integral, we derive a Hamilton-Jacobi variational principle from
which we are able to compute the most probable pathway of folding. The method is applied to the folding
of the Villin headpiece subdomain simulated using a Go model. An initial collapsing phase driven by the
initial configuration is followed by a rearrangement phase, in which secondary structures are formed and
all computed paths display strong similarities. This completely general method does not require the prior
knowledge of any reaction coordinate and is an efficient tool to perform simulations of the entire folding
process with available computers.
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Understanding the kinetics of protein folding [1] and the
dynamical mechanisms involved in the formation of their
structures in an all-atom approach involves simulating a
statistically significant ensemble of folding trajectories for
a system of !104 degrees of freedom. Unfortunately, the
existence of a huge gap between the microscopic time
scale of the rotational degrees of freedom !10"12 s and
the macroscopic time scales of the full folding process
!10"6–101 s makes it extremely computationally chal-
lenging to follow the evolution of a typical !100-residue
protein for a time interval longer than a few tens of
nanoseconds.

Several approaches have been proposed to overcome
such computational difficulties and address the problem
of identifying the relevant pathways of the folding re-
action [2]. Unfortunately, these methods are either af-
fected by uncontrolled systematic errors associated to
ad hoc approximations or can be applied only to small
proteins with a typical folding time of the order of a few
nanoseconds (fast folders). In this Letter, we present a
novel approach to overcome these difficulties: We adopt
the Langevin approach and devise a method to rigor-
ously define and practically compute the most statisti-
cally relevant protein folding pathway. As a first explor-
atory application, we have studied the folding transi-
tion of the 36-monomer Villin headpiece subdomain
(Protein Data Bank code 1VII). This molecule has been
extensively studied in the literature because it is the small-
est polypeptide that has all of the properties of a single
domain protein, and, in addition, it is one of the fastest
folders [3]. The ribbon representation of this system is
shown in Fig. 1. We analyze the transition from different
random self-avoiding coil states to the native state, whose

structure was obtained from the Brookhaven Protein Data
Bank.

Our study is based on the analogy between Langevin
diffusion and quantum propagation. Previous studies have
exploited such a connection to study a variety of diffusive
problems using path-integral methods [4,5]. In this work,
we develop the formalism to determine explicitly the evo-
lution of the position of each monomer of the protein,
during the entire folding transition, without relying on a
specific choice of the reaction coordinate.

Before entering the details of our calculation, it is con-
venient to review the mathematical framework in a simple
case. For this purpose, let us consider Langevin diffusion
of a point particle in one dimension, subject to an external
potential U#x$:

@x
@t

% " D
kBT

@U
@x

& !#t$; (1)

where !#t$ is a Gaussian noise with zero average and
correlation given by h!#t$!#t0$i % 2D"#t" t0$. In this
equation, D is the diffusion constant of the particle in the
solvent; kB and T are, respectively, the Boltzmann constant
and the temperature.

FIG. 1 (color online). Ribbon representation of the Villin
headpiece subdomain, drawn using RASTER3D [11].
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Characterizing thermally activated transitions in high-dimensional rugged energy surfaces is a very
challenging task for classical computers. Here, we develop a quantum annealing scheme to solve this
problem. First, the task of finding the most probable transition paths in configuration space is reduced to a
shortest-path problem defined on a suitable weighted graph. Next, this optimization problem is mapped into
finding the ground state of a generalized Ising model. A finite-size scaling analysis suggests this task may
be solvable efficiently by a quantum annealing machine. Our approach leverages on the quantized nature of
qubits to describe transitions between different system’s configurations. Since it does not involve any lattice
space discretization, it paves the way towards future biophysical applications of quantum computing based
on realistic all-atom models.

DOI: 10.1103/PhysRevLett.126.028104

Molecular dynamics (MD) provides a sound theoretical
framework to investigate the structural dynamics of macro-
molecular systems. However, this scheme is computation-
ally inefficient when applied to thermally activated
processes. To overcome this limitation, much effort has
been put over the last two decades toward devising
enhanced sampling algorithms [1]. In particular, an expo-
nential speed-up of the computational efficiency can be
obtained by introducing specific biasing forces that pro-
mote the escape rate from metastable minima [2–4].
However, methods based on this scheme typically require
some prior knowledge about the reaction coordinate or the
system’s slowest collective variables (CVs). Unfortunately,
the identification of these variables is in general a very
challenging task, and a suboptimal choice may hamper the
convergence or introduce systematic errors. On the other
hand, enhanced sampling methods which do not involve
biasing forces [5–7] are significantly more computationally
expensive.
During the last several years, quantum computing

machines have grown exponentially both in size and
performance, to a point that it is now realistic to foresee
the onset of quantum supremacy in key computational
problems [8]. It is therefore both important and timely to
address the question whether quantum computation can be
employed to identify statistically relevant transition path-
ways in high-dimensional rugged energy surfaces.
While significant progress has been made on designing

algorithms for quantum annealers [9–13] that specifically
tackle quantum chemistry applications [14–19], only a few
applications to classical molecular sampling problems have
been reported to date [20,21]. Arguably, the key limiting
factor is the fact that quantum machines are best suited to

tackle discrete problems. For this reason, to the best of
our knowledge, all the proposed quantum computing
algorithms for sampling and energy optimization of
classical molecular structures rely on simplified lattice
models. While these models have provided valuable insight
into the general statistical mechanical properties of
biopolymers [22], the lack of structural and chemical
detail hampers their applicability to realistic biophysical
systems.
In this work, we develop a rigorous approach to finding

the most statistically relevant transition paths in a thermally
activated conformational reaction, using a quantum com-
puting machine. Our method does not require lattice
discretization. Thus, it is in principle applicable to realistic
molecular models, with atomic resolution. Although the
resources available in present-day quantum computers
limit immediate implementations to rather small bench-
mark problems, our work points to a paradigmatically new
way to tackle problems from computational biophysics.
The basic idea is to first resort to classical computing to

generate large datasets of molecular conformations, mostly
concentrated in the transition region. Unlike in Markov
state models [6] or in the milestoning approach [7], this set
of molecular configurations does not need to be generated
with a realistic dynamics, nor to sample a physically
meaningful distribution. The only request is to explore
the relevant region of configuration space. For example,
one could use plain MD at high temperature, machine-
learning schemes for uncharted manifold learning [23], or
biased dynamics or combinations of these methods.
The next step is to assign a posteriori the correct relative

statistical weight to all the reactive trajectories that can be
drawn by connecting the configurations in this sparse
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DIRECT COMPARISON AGAINST EXPERIMENT

state, which requires excursions to more expanded states with
high free energy, from which folding to the native state is
possible.
The combination of experiment and simulations thus

provides novel insight into the folding process of a protein
of such large size, which can be illustrated in terms of the free-
energy surface approximated from the simulations (Figure 5a).
Using the radius of gyration and the fraction of native contacts
as reaction coordinates, the starting point is the highly
expanded chain with the dimensions of the protein in 4 M
GdmCl. Upon dilution of denaturant (or the jump to low
temperature in the simulations), the chain collapses rapidly to
a compact ensemble with high helicity but a low fraction of
native contacts and large conformational heterogeneity. Owing
to the non-native interactions and the pronounced compaction

of the intermediate, reconfiguration within this ensemble is
sluggish, and finding the correct length and arrangement of the
long helices of ClyA is an accordingly slow process that
requires rare large conformational fluctuations out of the
molten-globule-like intermediate, which corresponds to a deep
trap in the free-energy surface.
On the path to the native state, the simulations identify the

possibility of an on-pathway intermediate, in which the C-
terminal αG helix is not yet docked onto the helix bundle.
Directly testing the presence of this intermediate in the
microfluidic single-molecule experiments used here was not
possible. However, previous single-molecule denaturation
experiments indicated the existence of an equilibrium folding
intermediate of ClyA at low GdmCl concentration in which
the terminal helices are denatured, whereas the rest of the helix

Figure 5. Summary of the refolding mechanism obtained with MD simulations and comparison with experimental results. (a) Density plots
showing the unfolded high-temperature ensemble (“U”), the collapsed intermediate (“C”), and a set of folding trajectories obtained by a bias
functional method projected onto the plane selected by the fraction of native contacts Q and the radius of gyration. All these configurations were
extracted from simulations performed in explicit solvent (CHARMM36). The bias functional folding trajectories were started from initial
conditions in C that were obtained by independent short (1.5 ns) implicit solvent MD starting from U. This procedure was adopted to ensure the
statistical independence of the initial conditions. The heat map extending from low to high Q denotes the frequency histogram calculated from the
entire ensemble of ratchet-and-pawl MD trajectories, and the thin red lines are the least-biased trajectories selected by the variational criterion (see
Methods). Representative structural ensembles and intramolecular contact maps are shown for different stages of the folding process (black
indicates high and yellow low contact probability; green frames indicate the regions in the contact map where new native interactions are formed;
the helical stretches along the sequence are indicated schematically for the native state contact plot). The structural ensembles show overlays of five
configurations with one highlighted in color. “I” denotes a near-native folding intermediate observed in the simulations and “N” the native state. (b)
Comparison of experimental mean transfer efficiencies with results from MD simulations for the four different states indicated in (a).
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ABSTRACT: The pore-forming toxin cytolysin A (ClyA) is expressed as a large α-
helical monomer that, upon interaction with membranes, undergoes a major
conformational rearrangement into the protomer conformation, which then assembles
into a cytolytic pore. Here, we investigate the folding kinetics of the ClyA monomer
with single-molecule Förster resonance energy transfer spectroscopy in combination
with microfluidic mixing, stopped-flow circular dichroism experiments, and molecular
simulations. The complex folding process occurs over a broad range of time scales,
from hundreds of nanoseconds to minutes. The very slow formation of the native state
occurs from a rapidly formed and highly collapsed intermediate with large helical
content and nonnative topology. Molecular dynamics simulations suggest pronounced
non-native interactions as the origin of the slow escape from this deep trap in the free-
energy surface, and a variational enhanced path-sampling approach enables a glimpse
of the folding process that is supported by the experimental data.
KEYWORDS: protein folding, single-molecule spectroscopy, microfluidic mixing, molecular dynamics simulations

Much of our current mechanistic understanding of
protein folding is based on experiments with small

single-domain proteins, which often fold on a millisecond time
scale or faster, and whose kinetics can frequently be
approximated with a two-state mechanism.7,8 Progress in the
field over the past decade has greatly benefitted from the
convergence of accessible time scales in experiments and
simulations. On the one hand, experimental techniques are
now able to monitor folding kinetics on shorter and shorter
time scales, down to the folding speed limit in the microsecond
range;11 on the other hand, simulations have extended their
reach to longer and longer time scales, into the microsecond
and millisecond range even for all-atom molecular dynam-
ics.12−15 In contrast, the detailed folding mechanisms of larger
proteins are still challenging to investigate, since the relevant
time scales can extend to seconds, minutes, or even longer,
often owing to the population of partially folded intermedi-
ates,16 which can be prone to misfolding and aggregation.17,18

Consequently, many large or multimeric proteins do not refold
reversibly after dilution from denaturant solutions, and
kinetically trapped states and competition with irreversible
aggregate formation lead to complex kinetics and complicate
quantitative analysis.19−21 However, large proteins, including
membrane proteins, account for the majority of the proteome,7

so understanding their folding process is of great importance.
From the experimental side, structural and kinetic

heterogeneity of folding processes can often be resolved by
single-molecule techniques. For example, single-molecule force

experiments have provided insight into the misfolding pathway
of large biomolecular complexes such as Hsp9022 and have
resolved misfolding events in single prion proteins.17 Single-
molecule Förster resonance energy transfer (FRET) can be
used to investigate time scales from nanoseconds to hours23,24

and has helped to elucidate, e.g., interdomain misfolding in
tandem repeat proteins25,26 and complex folding kinetics.27,28

Furthermore, single-molecule FRET is especially well suited
for investigating the dimensions and dynamics of non-native
states.29−32 Here, we take advantage of the combination of
single-molecule FRET with microfluidic mixing,33 a versatile
tool for the investigation of nonequilibrium dynamics from
milliseconds to minutes.29,34 We complement the distance
information from FRET with circular dichroism (CD)
spectroscopy to obtain equilibrium and kinetic information
on secondary structure formation during folding.
A promising approach for investigating the complex folding

mechanisms of large proteins is the combination of
experimental techniques with simulations.35,36 While exper-
imental techniques monitor global properties of the folding
kinetics (such as the evolution of the average content of
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Atomic Detail of Protein Folding Revealed by an Ab Initio
Reappraisal of Circular Dichroism
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ABSTRACT: Circular dichroism (CD) is known to be an excellent tool for
the determination of protein secondary structure due to fingerprint signatures
of α and β domains. However, CD spectra are also sensitive to the 3D
arrangement of the chain as a result of the excitonic nature of additional signals
due to the aromatic residues. This double sensitivity, when extended to time-
resolved experiments, should allow protein folding to be monitored with high
spatial resolution. To date, the exploitation of this very appealing idea has been
limited, due to the difficulty in relating the observed spectral evolution to
specific configurations of the chain. Here, we demonstrate that the
combination of atomistic molecular dynamics simulations of the folding
pathways with a quantum chemical evaluation of the excitonic spectra provides
the missing key. This is exemplified for the folding of canine milk lysozyme
protein.

1. INTRODUCTION
More than 50 years after protein folding was proven to be a
spontaneous process,1 a general agreement on the underlying
molecular mechanisms has not been reached yet.2−4 In the
quest to solve this uncertainty and achieve a complete
understanding at the required spatiotemporal resolution, a
central role is played by the combination of atomistic computer
simulations and experimental measurements.5 Unfortunately,
such a combination is still quite challenging, due to both
computational and experimental limitations.
On the one hand, the complexity combined to the large

dimension of proteins hampers the application of accurate
quantum-mechanical approaches to the study of their energy
surfaces and dynamics, forcing the use of classical descriptions
based on molecular mechanics force fields. Moreover, even
adopting such simplified models, computer simulations can
only cover relatively short time intervals, up to milliseconds.6,7

Consequently, additional approximations need to be intro-
duced in order to bridge the gap between the biologically
relevant and the computationally accessible time scales (see refs
8−18 and references therein). All the limitations intrinsic to
these approximated methods have so far prevented any of them
from becoming consensually accepted.
On the other hand, the available experimental techniques

either have a low spatial resolution or can probe with high
resolution only point-to-point distances. For example, hydro-
gen−deuterium exchange detected by mass spectroscopy19

provides information about the solvent accessible regions, while
small-angle scattering combined with the stopped-flow
technique measures the overall degree of compactness of the
polypeptide chain.20 However, these methods lack the
resolution required to thoroughly assess the predictions of
atomistic models. Furthermore, the limited time-resolution
restricts their applicability to relatively slow structural reactions.
A few alternative experimental techniques have been developed
to probe specific distances, with much higher spatial and
temporal resolution. In particular, single-molecule Förster
resonance energy transfer (smFRET) experiments can measure
subnanometric variations of the distance between two
chromophores located at specific positions along the chain,
with a time resolution on the microsecond scale.21,22 Atomic
force microscopy can also measure with subnanometric
resolution the relative distance between two residues, subject
to an externally applied mechanical stress.23,24 In general, the
development of these single-molecule techniques has brought
inestimable new insight into protein folding kinetics and
thermodynamics.25,26 However, they require alteration of the
chemical structure of the polypeptide chain, by implementing
point mutations and attaching fluorescent probes or molecular
“handles”. The question then arises whether such chemical
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• FUNDING (by Venture Capital) 

• Seed:  2.4 MEUR (2020)  
• Series-A: 23 MEUR (2022) 

• Selected in the 8 world finalist of the 2021 Nature Spinoff Prize 

• Selected in the world finalist of the "One Thousands Startups Prize" (2021)

http://www.sibyllabiotech.it


• Partnerships and services with Big-pharma (e.g. TAKEDA 
Pharmaceutics -2021- ) 

• Developed internal pipelines and found additional evidence 
for PPI-FIT on several targets in different therapeutic areas 

• Successful Structure Activity Relationship 

• Further developing the Science underlying its technology
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….STILL MISSING A CRYSTALLOGRAPHIC PROOF….

concentrations (1–10 μM), whereas the protein showed normal
levels at the highest concentration (30 μM). In order to address
this discrepancy, we assessed the levels of PrP mRNA by quan-
titative real-time PCR (RT-PCR). We found that treatment with
SM875 did not decrease PrP mRNA in the different cell lines even
at the highest concentrations, confirming the original rationale
that a compound targeting a folding intermediate of PrP should
lower its expression at a post-translational level (Fig. 3d).
Importantly, only in N2a cells, we observed a robust (>500% at
30 μM), dose-dependent increase of PrP mRNA upon treatment
with SM875, which directly explains the discrepancy observed at
the protein level. This observation also suggests that the com-
pound triggers an over-production of PrP mRNA in these cells,
likely representing a compensatory response aimed at restoring
PrP levels. The compound showed variable intrinsic toxicity in
the different cell lines, with more prominent cytotoxicity in PrP-
transfected HEK293 cells, and progressively lower toxicity in

untransfected HEK293, N2a, ZR-75, and L929 cells, respectively
(Figs. S7, S8). To further corroborate the observed effects of
SM875 on PrP load, we checked whether the compound also
decreases the amount of the protein at the cell surface. HEK293
cells stably transfected with an EGFP-tagged PrP construct were
exposed to SM875, and the localization of PrP was monitored by
detecting the intrinsic green fluorescence of EGFP. In control
conditions, EGFP-PrP localizes almost entirely in the Golgi
apparatus and at the plasma membrane, with the latter giving rise
to a typical “honeycomb-like” staining of the cell surface (Fig. 3e)
31. Compounds altering PrP trafficking, as the phenothiazine
derivative chlorpromazine, have previously been shown to alter
such localization pattern32. Incubation with SM875 for 24 h
induced a drastic reduction of cell surface EGFP-PrP at con-
centrations as low as 1 μM. Collectively, these data confirm that
SM875 selectively reduces the amount of PrP at the post-
translational level and in a cell-independent fashion.

Fig. 2 In vitro validation of selected hits. HEK293 cells expressing mouse PrP or NEGR-1 were exposed to different concentrations of SM875 a, SM930 b,
SM940 c, or SM950 d or vehicle (0.1% DMSO, volume equivalent) for 48 h, lysed in detergent buffer (Tris 10mM, pH 7.4, 0.5% NP-40, 0.5% TX-100, 150
mM NaCl plus EDTA-free Protease Inhibitors), diluted in Laemmli sample buffer and analyzed by western blotting using anti-PrP (D18) or anti-NEGR-1 (R&D,
USA) antibodies. Red arrowheads indicate the expected sizes of mature, fully glycosylated forms of PrP and NEGR-1. The compounds induce a dose-dependent
suppression of PrP (i) but not control protein NEGR-1 (ii). The graphs (iii) show the densitometric quantification of the levels of full-length PrP or NEGR-1 from
different biologically independent replicates. Each signal was normalized on the corresponding total protein lane (detected by UV of stain-free gels) and
expressed as the percentage of the level in vehicle (Vhc)-treated controls (*p < 0.05, **p < 0.01, ***p < 0.005, by one-way ANOVA test). e The picture
illustrates the predicted ligand-binding pose of the R (upper panel) and S (lower panel) SM875 enantiomers into the PrP intermediate druggable pocket.

ARTICLE COMMUNICATIONS BIOLOGY | https://doi.org/10.1038/s42003-020-01585-x
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We develop a theoretical approach to the protein-folding problem based on out-of-equilibrium
stochastic dynamics. Within this framework, the computational difficulties related to the existence of
large time scale gaps are removed, and simulating the entire reaction in atomistic details using existing
computers becomes feasible. We discuss how to determine the most probable folding pathway, identify
configurations representative of the transition state, and compute the most probable transition time. We
perform an illustrative application of these ideas, studying the conformational evolution of alanine
dipeptide, within an all-atom model based on the empiric GROMOS96 force field.
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A critical part of the protein-folding problem is to under-
stand its kinetics and the underlying physical processes. To
this aim, several different theoretical methods have been
recently developed, spanning from analytical approaches
[1] to detailed computer simulations [2,3]. A major prob-
lem in simulating the folding process using standard mo-
lecular dynamics (MD) is the huge gap between the time
scale of ‘‘elementary moves,’’ of the order of 10–100 ps,
and that of the entire folding process, which ranges from a
few microseconds for fast folders [4], up to several seconds
or even minutes for more complex proteins. This peculiar-
ity of the folding process makes the brute-force molecular
dynamics approach too demanding, and a substantial part
of the efforts in the field of protein-folding simulation aims
at bridging this gap.

In a recent paper [5] we presented a novel theoretical
framework for investigating the folding dynamics, named
hereafter Dominant Folding Pathways (DFP), which is
based on a reformulation in terms of path integrals of the
dynamics described by the Langevin equation. The DFP
analysis allows to compute rigorously (i.e., without any
assumptions other than the validity of the underlying
Langevin equation) the most probable conformational
pathway connecting two arbitrary conformations. The ma-
jor advantage of the method is the possibility of bypassing
the computational difficulties associated with the existence
of different time scales in the problem, while retaining the
ability to recover information on the time evolution of the
system. The resulting computational simplification is dra-
matic and makes it feasible to study the formation pattern
of conformational structures along the entire folding pro-
cess using realistic all-atom force fields, on available
computers.

In this Letter we further develop our formalism and we
present the first DFP simulation performed in full atomistic
detail. We show how the DFP analysis gives access to
important information about the dynamics of the folding
process, such as the characterization and determination of
the transition state, and the most probable transition time.
In addition, we show that in this formalism the native state
is characterized by a single effective parameter, and this
leads to an interesting relationship between kinetic and
thermodynamical quantities.

Let us begin our discussion by briefly reviewing the key
concepts of the DFP method, here presented for a simple
one-dimensional system, without loss of generality.

The DFP method can be applied to any system described
by the over-damped Langevin equation
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kBT
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where U is the potential energy of the system, !$t% is a
Gaussian random force with zero average and correlation
given by h!$t%!$t0%i ! 2D"$t" t0%. Note that in the origi-
nal Langevin equation there is a mass term, m !x. However,
as shown in [6], for proteins, this term can be neglected
beyond time scales of the order of 10"13 s.

The probability of finding the system in a conformation
xf at time tf starting from a conformation xi at ti is a
solution of the well-known Fokker-Planck Equation, and
can be expressed as a path-integral:
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We present a method to investigate the kinetics of protein folding and the dynamics underlying the
formation of secondary and tertiary structures during the entire reaction. By writing the solution of the
Fokker-Planck equation in terms of a path integral, we derive a Hamilton-Jacobi variational principle from
which we are able to compute the most probable pathway of folding. The method is applied to the folding
of the Villin headpiece subdomain simulated using a Go model. An initial collapsing phase driven by the
initial configuration is followed by a rearrangement phase, in which secondary structures are formed and
all computed paths display strong similarities. This completely general method does not require the prior
knowledge of any reaction coordinate and is an efficient tool to perform simulations of the entire folding
process with available computers.
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Understanding the kinetics of protein folding [1] and the
dynamical mechanisms involved in the formation of their
structures in an all-atom approach involves simulating a
statistically significant ensemble of folding trajectories for
a system of !104 degrees of freedom. Unfortunately, the
existence of a huge gap between the microscopic time
scale of the rotational degrees of freedom !10"12 s and
the macroscopic time scales of the full folding process
!10"6–101 s makes it extremely computationally chal-
lenging to follow the evolution of a typical !100-residue
protein for a time interval longer than a few tens of
nanoseconds.

Several approaches have been proposed to overcome
such computational difficulties and address the problem
of identifying the relevant pathways of the folding re-
action [2]. Unfortunately, these methods are either af-
fected by uncontrolled systematic errors associated to
ad hoc approximations or can be applied only to small
proteins with a typical folding time of the order of a few
nanoseconds (fast folders). In this Letter, we present a
novel approach to overcome these difficulties: We adopt
the Langevin approach and devise a method to rigor-
ously define and practically compute the most statisti-
cally relevant protein folding pathway. As a first explor-
atory application, we have studied the folding transi-
tion of the 36-monomer Villin headpiece subdomain
(Protein Data Bank code 1VII). This molecule has been
extensively studied in the literature because it is the small-
est polypeptide that has all of the properties of a single
domain protein, and, in addition, it is one of the fastest
folders [3]. The ribbon representation of this system is
shown in Fig. 1. We analyze the transition from different
random self-avoiding coil states to the native state, whose

structure was obtained from the Brookhaven Protein Data
Bank.

Our study is based on the analogy between Langevin
diffusion and quantum propagation. Previous studies have
exploited such a connection to study a variety of diffusive
problems using path-integral methods [4,5]. In this work,
we develop the formalism to determine explicitly the evo-
lution of the position of each monomer of the protein,
during the entire folding transition, without relying on a
specific choice of the reaction coordinate.

Before entering the details of our calculation, it is con-
venient to review the mathematical framework in a simple
case. For this purpose, let us consider Langevin diffusion
of a point particle in one dimension, subject to an external
potential U#x$:
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% " D
kBT
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& !#t$; (1)

where !#t$ is a Gaussian noise with zero average and
correlation given by h!#t$!#t0$i % 2D"#t" t0$. In this
equation, D is the diffusion constant of the particle in the
solvent; kB and T are, respectively, the Boltzmann constant
and the temperature.

FIG. 1 (color online). Ribbon representation of the Villin
headpiece subdomain, drawn using RASTER3D [11].
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Sampling equilibrium ensembles of dense polymer mixtures is a paradigmatically hard problem in
computational physics, even in lattice-based models. Here, we develop a formalism based on interacting
binary tensors that allows for tackling this problem using quantum annealing machines. Our approach is
general in that properties such as self-avoidance, branching, and looping can all be specified in terms of
quadratic interactions of the tensors. Microstates’ realizations of different lattice polymer ensembles are
then seamlessly generated by solving suitable discrete energy-minimization problems. This approach
enables us to capitalize on the strengths of quantum annealing machines, as we demonstrate by sampling
polymer mixtures from low to high densities, using the D-Wave quantum annealer. Our systematic
approach offers a promising avenue to harness the rapid development of quantum machines for sampling
discrete models of filamentous soft-matter systems.

DOI: 10.1103/PhysRevLett.127.080501

Introduction.—Despite exciting recent progress [1,2],
present-day quantum computers cannot yet outperform
classical ones in solving challenging physics problems
of general interest. However, the current growth rate of their
performance has triggered a strong effort to design new
algorithmic paradigms for tackling problems that have
proved hard for classical computing, and thus understand
the implied advantages and disadvantages. With its wealth
of problems that are inherently hard computationally,
classical statistical mechanics offers an ideal avenue for
such endeavors. Yet, while the potential of quantum
machines has been extensively explored for quantum
many-body systems [3–13], thus far there have been very
few classical statistical-mechanics applications, mostly in
biophysics contexts [14–18]. On the other hand, it has been
shown that Monte Carlo sampling can in principle enjoy a
quadratic speedup in quantum computers [19]. It is thus
timely to search for high-performance implementations of
sampling problems in present day quantum devices.
In this work, we discuss the use of quantum annealing

machines [20–23] to tackle a paradigmatic statistical
mechanics problem, namely, sampling the equilibrium
ensemble of self-avoiding walks and rings, from dilute
to concentrated solutions.
Generating configurations of self-avoiding polymers is

an algorithmic challenge that has accompanied computa-
tional physics, and contributed to its growth, since its early
days. The gist of the challenge is best illustrated for lattice
embeddings of self-avoiding walks. As their chain length
increases, such paths rapidly become a negligible frac-
tion of all possible walks, thus making it impractical to
sample them by discarding a posteriori self-crossing

conformations from a collection of random paths. The
efforts that have been spent over decades to overcome this
attrition problem have given rise to powerful general
concepts and methods, from Monte Carlo (MC) with
thermodynamic reweighting [24] to multiple Markov
chains [25].
Elegant methods and strategies are now available to

sample self-avoiding walks [26,27] even of considerable
length [28] and enumerate them in bulk or in compact
phases [29,30]. Nevertheless, efficient sampling of dense
solutions or melts of self-avoiding polymers remains a
major challenge for both MC and molecular dynamics
simulations, because topological constraints create exceed-
ingly long autocorrelation times.
In this work, we introduce a quadratic unconstrained

binary optimization (QUBO) problem to tackle polymer
sampling with quantum annealers. The Hamiltonian is
chosen in such a way that its degenerate classical minima
are in one-to-one correspondence with polymer configu-
rations on a lattice. Independent realizations of polymer
mixtures at any specified density can be obtained by
repeated numerical minimization of the energy function.
In traditional polymer sampling strategies, the length and

number of chains are set in the initial state and preserved
during the subsequent stochastic evolution of the system.
Instead, our QUBO model constrains the total number of
monomers N and the number of bonds L in the system or,
equivalently, the density (i.e., lattice filling fraction) and
number of free chain ends in the mixture (see Fig. 1). The
total number of chains and their lengths can instead
fluctuate around their ensemble averages. Our approach
can be seamlessly used to sample different statistical
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Characterizing thermally activated transitions in high-dimensional rugged energy surfaces is a very
challenging task for classical computers. Here, we develop a quantum annealing scheme to solve this
problem. First, the task of finding the most probable transition paths in configuration space is reduced to a
shortest-path problem defined on a suitable weighted graph. Next, this optimization problem is mapped into
finding the ground state of a generalized Ising model. A finite-size scaling analysis suggests this task may
be solvable efficiently by a quantum annealing machine. Our approach leverages on the quantized nature of
qubits to describe transitions between different system’s configurations. Since it does not involve any lattice
space discretization, it paves the way towards future biophysical applications of quantum computing based
on realistic all-atom models.
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Molecular dynamics (MD) provides a sound theoretical
framework to investigate the structural dynamics of macro-
molecular systems. However, this scheme is computation-
ally inefficient when applied to thermally activated
processes. To overcome this limitation, much effort has
been put over the last two decades toward devising
enhanced sampling algorithms [1]. In particular, an expo-
nential speed-up of the computational efficiency can be
obtained by introducing specific biasing forces that pro-
mote the escape rate from metastable minima [2–4].
However, methods based on this scheme typically require
some prior knowledge about the reaction coordinate or the
system’s slowest collective variables (CVs). Unfortunately,
the identification of these variables is in general a very
challenging task, and a suboptimal choice may hamper the
convergence or introduce systematic errors. On the other
hand, enhanced sampling methods which do not involve
biasing forces [5–7] are significantly more computationally
expensive.
During the last several years, quantum computing

machines have grown exponentially both in size and
performance, to a point that it is now realistic to foresee
the onset of quantum supremacy in key computational
problems [8]. It is therefore both important and timely to
address the question whether quantum computation can be
employed to identify statistically relevant transition path-
ways in high-dimensional rugged energy surfaces.
While significant progress has been made on designing

algorithms for quantum annealers [9–13] that specifically
tackle quantum chemistry applications [14–19], only a few
applications to classical molecular sampling problems have
been reported to date [20,21]. Arguably, the key limiting
factor is the fact that quantum machines are best suited to

tackle discrete problems. For this reason, to the best of
our knowledge, all the proposed quantum computing
algorithms for sampling and energy optimization of
classical molecular structures rely on simplified lattice
models. While these models have provided valuable insight
into the general statistical mechanical properties of
biopolymers [22], the lack of structural and chemical
detail hampers their applicability to realistic biophysical
systems.
In this work, we develop a rigorous approach to finding

the most statistically relevant transition paths in a thermally
activated conformational reaction, using a quantum com-
puting machine. Our method does not require lattice
discretization. Thus, it is in principle applicable to realistic
molecular models, with atomic resolution. Although the
resources available in present-day quantum computers
limit immediate implementations to rather small bench-
mark problems, our work points to a paradigmatically new
way to tackle problems from computational biophysics.
The basic idea is to first resort to classical computing to

generate large datasets of molecular conformations, mostly
concentrated in the transition region. Unlike in Markov
state models [6] or in the milestoning approach [7], this set
of molecular configurations does not need to be generated
with a realistic dynamics, nor to sample a physically
meaningful distribution. The only request is to explore
the relevant region of configuration space. For example,
one could use plain MD at high temperature, machine-
learning schemes for uncharted manifold learning [23], or
biased dynamics or combinations of these methods.
The next step is to assign a posteriori the correct relative

statistical weight to all the reactive trajectories that can be
drawn by connecting the configurations in this sparse
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Abstract

We present a comprehensive approach to the dynamics of heavy quarks in a quark–gluon plasma, in-
cluding the possibility of bound state formation and dissociation. In this exploratory paper, we restrict 
ourselves to the case of an Abelian plasma, but the extension of the techniques used to the non-Abelian
case is doable. A chain of well defined approximations leads eventually to a generalized Langevin equa-
tion, where the force and the noise terms are determined from a correlation function of the equilibrium 
plasma, and depend explicitly on the configuration of the heavy quarks. We solve the Langevin equation for 
various initial conditions, numbers of heavy quark–antiquark pairs and temperatures of the plasma. Results 
of simulations illustrate several expected phenomena: dissociation of bound states as a result of combined 
effects of screening of the potential and collisions with the plasma constituent, formation of bound pairs 
(recombination) that occurs when enough heavy quarks are present in the system.
 2015 Elsevier B.V. All rights reserved.
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Model:  NR relativistic particles coupled to an abelian 
plasma of fermions and gauge fields at finite 
temperature.  After integrating out the gauge fields:
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Fig. 1. The Keldysh contour C, with its different branches.

where in the last step we have duplicated the coordinate qj (t) as discussed above. The last 
expression appears naturally in the action when one multiplies the probability amplitude by its 
complex conjugate in order to build the probability (2.16), with qj,1(t) labeling the path in the 
amplitude and qj,2(t) the path in the complex conjugate amplitude.

It is straightforward to extend the formula (2.16) to include the interactions among the heavy 
particles and with the light plasma constituents. We have (see e.g. [38] or [39])

P(Qf , tf |Qi , ti ) =
ˆ

C

DQ

ˆ

C

D(ψ̄,ψ) ei S[Q,ψ,ψ̄] , (2.19)

where the contour now includes a vertical piece, C3 corresponding to the thermal average of 
the plasma degrees of freedom at the initial time (i.e., the trace over the equilibrium density 
matrix of the plasma). Accordingly, the fermionic fields in Eq. (2.19) obey anti-periodic boundary 
conditions on C3, ψ(0, x) = −ψ(−iβ, x), ψ(0, x) = −ψ(−iβ, x). The action S[Q, ψ, ψ̄] is 
given by

S[Q,ψ, ψ̄] = S0[Q] +
ˆ

C

d4xψ̄(x)( iγ µ∂µ − m)ψ(x)

− 1
2

¨

C

d4x d4y ρtot(x)K(x − y)ρtot(y) , (2.20)

where K(x − y) = δ(tx − ty)K(x − y) represents the (instantaneous) Coulomb interaction, and 
ρtot is the total charge density. It is important to stress that the heavy particles do not take part in 
the thermal average, and consequently they do not propagate along the imaginary time sector of 
the Keldysh contour.3 We may take ρ(t = −iτ, x) = 0, with 0 < τ ≤ β .

The next step consists in eliminating the light fermion field in favor of a Coulomb potential A0. 
To this end, we use the formal identity4:

exp
[
− i

2
ρtot · K · ρtot

]
= N

ˆ

C

DA0 exp
[

i
2

A0 · K−1 · A0 − iA0 · ρtot

]
, (2.21)

3 Note that we use the notation 
´
C to denote either a path integrals where the paths are defined on the contour, as in ´

C DQ, or an ordinary integral, as in ́ C dtC where the time variable tC lives on the contour.
4 We follow closely here the approximation scheme developed in Ref. [28].
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P(Rf , tf |Ri , ti ) =
Rfˆ

Ri

DR

Yf =0ˆ

Yi=0

DY exp





tfˆ
ti

dt L(R,Y)



 , (4.60)

where

L(R,Y) =
(

−i Y ·
(
MR̈ + Mγ (R) · Ṙ − F(R)

)
− 1

2
Y · λ(R) · Y

)
. (4.61)

We have Yi = 0 = Yf because the coordinates qi,1 and qi,2 of the heavy particles coincide at 
the ends of the Schwinger–Keldysh contour.

The 2N -dimensional vector F(R) represents the forces between the heavy particles. It is given 
in terms of the gradient of the potential V (r) as follows

Fi′(R) ≡ −g2
N∑

j=1

(
∇V (ri − rj ) − ∇V (ri − r̄j )

∇V (r̄i − rj ) − ∇V (r̄i − rj )

)
(4.62)

where i = 1, . . . , N , and the primed index i′ runs from 1 to 2N , with i = i′ for i′ ≤ N (first line 
of (4.62)), i = i′ − N for i′ > N (second line of (4.62)). The first line of Eq. (4.62) represents 
the force exerted by all the heavy quarks and antiquarks on the ith heavy quark at position ri , 
whereas the second line is the corresponding force exerted on the ith heavy antiquark at position 
ri .

The (2N ×2N)-dimensional matrix γ (R) represents the friction exerted by the medium on the 
heavy particles. Its expression involves the Hessian matrix H of the function W , the imaginary 
part of the potential, and reads

γ i′j ′(R) ≡ g2

2MT

(
H(ri − rj ) −H(ri − r̄j )

−H(r̄i − rj ) H(r̄i − r̄j )

)
, Hαβ(r) ≡ ∂W(r)

∂rα∂rβ
, (4.63)

where the primed indices i′, j ′ = 1, . . . , 2N are related to the unprimed ones, respectively i and 
j , as indicated above. The Greek indices α, β , γ label the Cartesian coordinates of r. The matrix 
γ is symmetric and real (hence diagonalizable with real eigenvalues7). This follows from the fact 
that, for instance, H(ri − r̄j ) = H(r̄j − ri ), and the fact that the 3 × 3 matrix Hαβ(r), being a 
Hessian matrix, is symmetric.

Finally, the matrices γ and λ in Eq. (4.61) obey Einstein’s relation

λ(R) = 2MTγ (R). (4.64)

In the Appendix B we show that the probability (4.60) can be generated by the following 
generalized Langevin equation [44]

M R̈ = −Mγ (R) · Ṙ + F(R) + ξ(R, t) , (4.65)

with a space dependent (also referred to as multiplicative) white noise ξ(R, t):

〈 ξi′(R, t) 〉 = 0, 〈 ξk′(R, t) ξm′(R, t ′) 〉 = λk′m′(R) δ(t − t ′) . (4.66)

The fact that the friction (and hence the noise) depends explicitly on the configuration of the 
heavy quarks is what makes this Langevin equation distinct from what has been done so far in 

7 We shall see that the eigenvalues are also strictly positive, which is physically expected for a matrix representing a 
friction term.
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tfˆ
ti
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 , (4.60)
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. (4.61)
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LESSONS I HAVE LEARNED ALONG THE WAY  
(…so far…)

The usefulness of theoretical HEP extends 
beyond its natural cultural perimeter

Technological transfer can boost research 
and help advance Science

However, working multidisciplinary 
collaborations requires a new paradigm
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