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The idea underneath the task

• MPGDs are widely used in experiments and planned for many upgrades

• Resistive MPGDs offer spark protection important for operational 
stability

• Charge centroid and microTPC algorithms guarantee tracking 
performance over a wide range of particle incident angles and external 
magnetic field

• Nevertheless, the performance of traditional algorithms are limited by 
the presence of high background

• Machine Learning approach can be used to overcome these limitations
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measurement (T) using the drift gap as a “micro time projection chamber” (micro-TPC) [9].
To improve the position resolution, the results of the two methods can be further combined
according to their resolutions and correlations. However, the correlations between resolution
and incident angle are quite complicated and difficult to handle.
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Figure 4. δX(Xreconstructed − Xtruth) distributions under different circumstances, blue curve for T input
only, yellow curve for Q input only, green curve for Q, T input together, red curve for charge centroid
results, with different incident angle (a) -30◦, (b) -20◦, (c) -10◦, (d) 0◦, (e) 10◦, (f) 20◦, (g) 30◦. The
results of charge centroid method are on the anode readout plane, where a shift is induced by the Lorentz
angle.

We propose a ML method based on XGBoost regressor to reconstruct the initial ionizing
particle position with the readouts of Q and T from the fired strips. A simulation with a
standalone digitization code, based on GARFIELD [10], is used to generate the event with
1 T magnetic field, incident angle between -30◦ to 30◦ and one layer of planar Triple-GEM.
The results compared with the charge centroid method are shown in figure 4 and figure 5.
The results show the dependency between incident angle and resolution is properly reflected
with the Q or T input alone. The resolution of ML Q or T is significantly better than that of
the charge centroid method. The information of Q and T can be combined by ML and gives
a further improved resolution.

5 Summary

In this proceeding, we present three applications of ML techniques at BESIII and the results
are promising. In the future, we plan to investigate the application of ML to further improve
the performance of BESIII software, e.g., the tracking of low momentum charged particles,
the tracking with high background rates, etc.
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Figure 5. Resolution curve along with incident angle, blue curve for T input only, yellow curve for Q
input only, green curve for Q, T input together, red curve for charge centroid results.
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• MPDGs are gaseous detectors with high spatial resolution, good radiation tolerance, ideal for tracking in 
large-background environment



MPGDs à resistive MPGDs à micro-Resistive 
Well (µ-RWELL)

• Proposed for 

• LHCb muon upgrade

• Super tau-charm factories 

• JLAB, EIC

• IDEA @ FCC_ee pre-shower and muon system
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R. Aly, M. Antonello, P. Azzi et al. Nuclear Inst. and Methods in Physics Research, A 958 (2020) 162088

Fig. 4. Number of clusters in the x coordinate of the second GEM detector of the
preshower, for different lead thicknesses, both for electrons and muons.

were performed. As an example, in Fig. 2 the correlation between the y
position of events measured by one GEM detector of the preshower and
the y coordinate acquired by the first DWC is shown. The correlation
is clearly visible, and is confirmed in the x coordinate too, as shown in
Fig. 3. In this figure, which is not to scale, we can see the x coordinate of
a muon track acquired by the DWCs (layer 1 and 2), by the preshower
(layer 3 and 4) and by the muon system (layer 5 and 6). After these
checks, we started to offline merge the data from all sub-systems and
perform combined studies.

Preshower cluster studies. One of the goals of the preshower is to
provide information about the position and the number of particles
exiting the lead radiator to the calorimeter which stands just behind it.
To study the number of clusters and their size in the preshower, during
the test-beam data were acquired in different conditions: muon beam
with no additional lead to the fixed 5 mm, electron beam with different
additional lead (0, 3, 6, 10 mm). Fig. 4 shows the distribution of the
number of clusters measured by the second GEM of the preshower in
the x coordinate (similar results were obtained for the y coordinate)
while in Fig. 5 the dimension of the clusters is shown, in the same
conditions: the number of clusters increases with growing lead thick-
nesses while the dimension of the clusters remains almost constant. This
could be an indication that one can count the particles passing through

Fig. 5. Dimension of the clusters in the x coordinate of the second GEM detector of
the preshower, for different lead thicknesses, both for electrons and muons.

the preshower by simply counting the number of clusters, but more in
depth studies are ongoing to confirm this assumption.

Energy response of the calorimeter and shower shape. During the test-
beam, we were forced to perform equalization studies with a 80 GeV
pion beam centered in each tower (with muon contamination), even if
it was not the optimal condition. Then the calibration was performed
with a 20 GeV electron beam placed in the center of the calorimeter.
To evaluate the energy response of the calorimeter with different
lead thicknesses in front, scintillation channels were studies with an
electron beam of 20 GeV. The energy response with no additional lead
(fixed 5 mm only) and with maximum lead thickness (5 + 10 mm)
is represented in Fig. 6, left and right respectively: there is no no-
ticeable impact of the different lead thicknesses on the mean energy
and resolution of the gaussian fit performed in the range � ± 1.5 �.
However, a small impact of the different lead absorbers is visible in
the shower shape (Fig. 7, where the energy-weighted shower width,

RW =
≥(Ech�

˘
x2ch+y

2
ch)≥

Ech
, is shown).

The same effect is confirmed by the correlation plot performed using
the number of clusters in the preshower and the shape measured in the
calorimeter, shown in Fig. 8.

Fig. 6. Calorimeter energy response with no additional lead (fixed 5 mm only) on the left and with maximum lead thickness (5 + 10 mm) on the right.
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IDEA slice Test Beam results
NIM A958 (2020) 162088
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General description of the task

• Timeline and task: 4 years
• First year: uRWELL simulation à implementation of resistive layer and tuning to test beam data
• Second year: development of cluster selection and track finding based on simulation
• Third year: track cleaning and refinement
• Fourth year: application to IDEA detector pre-shower and muon à optimization

• Deliverables
1. A scientific paper describing the performed activity and the results.
2. An open-source software suite for training and testing ML algorithms with MPGD data and 

simulations.

• The group is composed by INFN Bologna, Ferrara, LNF and Turin
• mainly Riccardo Farinelli, Lia Lavezzi e Stefano Spataro
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synergy with 
Task 7.3 and 11.2



First year work flow

• Focuses on µ-RWELL simulation 

• Start from parametric simulation developed for the BESIII cylindrical GEM 
detector (GTS) à software framework available

• First implementation of resistive layer à done

• Tuning to test beam data à in progress

• Add more features (e.g., inter-strip effects) à planned
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µ-RWELL simulation
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Resistive layer simulation – in progress

• Describe the charge dispersion which depends on the time constant 
determined by the DLC surface resistivity and the capacitance per 
unit area. Use the approach from NIMA 566:281-285,2006

• Simulation will be tuned with data from a test beam done at CERN in 
October 2021

R.FarinelliCREMLIN Software, Nov. 2021 - Ferrara  9   

Mettiamoci una distribuzione temporale

Iniettiamo 100 cariche da q=1 su una strip con stesso “x” ma con “t” sparsi da 50ns 

a 100ns in una simulazione con tau = 10, sigma0 = 10 (vedi formula pag. 3)

APV legge quasi 100 di 
carica ma con una 
distribuzione poco larga 
rispetto alla precedente

APV OUTPUTCARICA CORRENTE

La carica va da 0 a 100 
nell’intevallo 50-100ns

La corrente ha diversi 
spike tra 0 e 100ns

NIM A 886 (2018)

Charge output from simulation

GTS so
ftw

are

EPJ Web of 
Conferences 
245, 02025 
(2020) CHEP 
2019



Simulation of real signals
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Preliminary TB results
• This is the input for the simulation tuning

• Presented @ VCI 2022 

• https://indico.cern.ch/event/1044975/contributions/4663799
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Next steps

• Complete Test Beam data analysis (in progress)
• extract charge and time distributions as function of the detector resistivity
• measure detector performance (efficiency and spatial resolution) at different resistivities
• preliminary results presented at VCI conference 

• Perform Simulation Tuning with TB data (fall 2022)

• Develop cluster reconstruction and track finding algorithms based on detector 
simulation (2022-23)

• Further Test Beam(s) are under consideration to study a bi-dimensional readout 
and to expand the resistivity scan
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Next to next steps

• Later the ML algorithms will be 
tested on the IDEA pre-showers 
and muon detectors as case study

• GEANT4 implementations of the 
two systems is also ongoing
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The IDEA Detector

3



Impact of Covid-19 on the Task

• The pandemic situation has sowed down the activities on detector 
characterization

• the prototypes arrived few days before the test beam à no time for gain 
equalization

• some prototype were damaged therefore we don't have all the resistivity points we 
planned for

• We are catching up, but we still have few months of delay w.r.t. the original 
schedule

• Might expect some further delay IF additional test beam(s) and TB data 
analysis will be needed
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Thanks
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