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LHCb status & recent news
• 25/5: Publication of world best  mixing parameter  

• LHCP22: Largest observed CPV asymmetry (85%)

D0 yCP • Commissioning new detector for Run-3 this year 
• Preparing TDRs for Upgrade-II (L>1034)

Status of the Experiment

- Responsabilita':  Convener Charm WG + Convener RD WG + Chair Editorial Board 
- Studenti 2022:  5 PhDs, 3 Similfellows @ CERN,  5 studenti magistrali  

- T. Pajero: Premio Conversi.  G. Tuci: Best LHCb thesis + miglior tesi STEM di UNIPI  
- Attivita': 

- Largest Italy group in Real Time Analysis 
- Leadership of Fast Simulation efforts, founders of 'Simulation Project' 

- Commissioning: FPGA-based hit-finding in LHCb vertex detector (VELO)  
- Increases DAQ throughput by 12%. Replaces raw VELO data on-the-fly with hit coordinates.  
- First real-life application of RETINA project: data reconstruction embedded in the readout 
- INFN prototype of FPGA tracker at Level-0 (30 MHz): getting ready for parasitic running in Run 
- New development: FPGA-based Luminosity measurement in real time & LHC feedback

PISA activities
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• Provide an excellent charged-hadron identification performance, one of the key characteris-
tics of the LHCb experiment. The capabilities may extend to somewhat higher momenta
than previously, due to the much improved space and time resolutions, and to strong
reduction of optical and chromatic uncertainties in the RICH systems (Sec. 4.2). These
characteristics will allow the performance of Upgrade I to be matched or exceeded across
the mid-momentum range of RICH 1 and RICH 2. Performant charged-hadron identifi-
cation capabilities will be achieved even at lower momenta thanks to the addition of the
TORCH detector (Sec. 4.3);

• Ensure optimal electron and muon identification capabilities up to the highest expected
peak luminosities, thanks to the new ECAL detector with higher granularity and added
timing capability (Sec. 4.4), and to the largely refurbished Muon detector (Sec. 4.5);

• Obtain with the upgraded ECAL a good e�ciency for reconstructing final states with
photons and ⇡0’s.

The detector performance requires an online and trigger infrastructure capable of handling the
unprecedented data throughput and to process, select and store the events of interest in real-time.
As described in Chapter 5, this challenge will be undertaken through the further development
of the software trigger architecture designed for Run 3. The future system will aim to make
usage of heterogeneous computing and specialised co-processors at the di↵erent stages of the
data processing.

The scenario described above will allow full benefit to be taken of the potential of the
HL-LHC for flavour physics in the forward region, within the bounds of the detector technology
evolution that can be reasonably expected in the next years. The capability to function at
high occupancy will facilitate the collection of the largest possible data sample, while the new
detector’s attributes will expand its sensitivity to a wider range of physics signatures. The cost
estimates for the baseline design of all subsystems, as provided in the previous chapters, are
listed in Tab. 10.1.

Table 10.1: Cost estimates for all subsystems to be installed at LS4 in baseline scenario.

Detector Baseline
(kCHF)

VELO 14800
UT 8900
Magnet Stations 2300
MT-SciFi 22400
MT-CMOS 19500
RICH 15600
TORCH 9900
ECAL 34800
Muon 7100
RTA 17400
Online 8900
Infrastructure 13500
Total 175100

The total cost envelope for the baseline design amounts to ⇠ 175 MCHF. This is significantly
larger than for the previous version of the detector. The LHCb Upgrade II is a heavily revised
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Preliminary cost estimates LS4

Preliminary cost estimates LS3

the online architecture, easing the job of the following HLT reconstruction steps, and bringing
significant physics benefits in channels containing LLP in the final states, e.g. a K0

S or ⇤0 hadron
and less than two prompt charged hadrons, such as D0

! K0
SK0

S .

Table 9.2: List of proposals for sub-detector upgrades to be installed at LS3, and related
cost estimates; numbers include both the elements which will be reused at Upgrade II, to be
considered as an early expenditure for LS4, and the elements which will be not (see main text).

Detector Proposal Cost (kCHF)
SciFi consolidation Replace inner modules (12X + 12stereo) 1800
MAPS modules 2 layers, 1 m2 each 3000
Magnet Stations full installation 2250
RICH new FEE electronics 2300
ECAL 32+144 inner modules 3600
RTA Downstream tracking with FPGA 1000

9.4 Installation in LS4

LHCb Upgrade II is a major project requiring installation during a long shutdown of the LHC.
The open geometry of LHCb gives the ability to work on several subsystems simultaneously, and
relevant experience on the planning of these activities has been gained during the installation
of Upgrade I in LS2. The Upgrade II system will reuse much of the procedures, techniques,
and infrastructure of the original LHCb dismantling and Upgrade I assembly. The Upgrade II
system will, where possible, reuse the existing detector mechanical supporting infrastructure.
The LHCb dipole magnet remains unchanged. Based on LS2 experience, the overall time for the
installation and commissioning of the detector amounts to ⇠2 years, as shown in Fig. 9.2. The
schedule is based on the assumption that the construction of the shielding wall for the cryogenic
equipment in the UX85 cavern and the replacement of the HCAL by the additional shielding for
muon detector are performed during LS3. It is mandatory that the new detector systems are
assembled as much as possible before the installation. Some systems will be integrated in the
existing supports and infrastructure. The assembly of these systems can take place only once
access to the cavern is granted.

Keeping to the schedule above and completing the Upgrade II detector installation in a
maximum period of two years is of the utmost importance to avoid disruption to the HL-LHC
experimental programme. The experience accumulated during LS2 gives confidence in the
feasibility of this plan, provided that the sub-detectors themselves are ready for installation at
beginning of LS4. To minimise the risk of unwanted delays, we plan to start detector construction
at the beginning of LS3. In order for this to happen it is neccessary to make the technology
choices and to approve the sub-detector TDRs, and to approve the Upgrade II MoU, in a timely
fashion. This will allow to start the investments and construction activities early in LS3, and
therefore have a comfortable period of at least six years to complete the detector construction.

When analysing the project risks, another scenario to be considered is the staged installation
of a sub-detector, or part of it, in the case it is not ready for LS4. The possibility should
then be investigated to install it in a subsequent winter shutdown (YETS), since delaying the
installation to LS5 would represent a major downgrade in the operations and physics reach of
the project. The duration of a normal YETS is however too short to dismantle any of the major
sub-detectors, including its services, and replace it with a new system. For this reason, the
dismantling operations and the preparation of the new services must be fully performed during
LS4. The installation of the sub-detector itself could then proceed at the first possible YETS.
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Table 2.3: Integrated luminosity to be collected at LHCb by the end of LHC Run 6. Values
are given assuming three years of operation in Run 6. All values assume the vertical crossing
scenario and numbers are given for three targets of levelled instantaneous luminosity.

LHC Run Year Integrated luminosity fb�1

cm�1s�1 1.0 ⇥ 1034 1.5 ⇥ 1034 2.0 ⇥ 1034

Run 1-4 50 50 50
LS4 � � �

Run 5 Year 1 21 25 26
Run 5 Year 2 43 50 51
Run 5 Year 3 43 50 51
LS5 � � �

Run 6 Year 1 43 50 51
Run 6 Year 2 43 50 51
Run 6 Year 3 43 50 51
Total 284 325 331

of 300 to 350 fb�1. As the integrated luminosity may be limited by the triplet quadrupoles, we
retain 300 fb�1 as the assumption for all physics projections. Due to the possibility at this stage
of additional years being added to Run 5 and 6, each adding ⇠ 50 fb�1, we consider detector
designs that allow the possibility of collecting up to 350 fb�1 in Run 5 and 6.

2.3.3 Cavern infrastructure

The UX85 cavern, where the LHCb experiment is installed, also houses a significant amount
of LHC cryogenic equipment, which is located on the side of the LHCb detector. This can be
sensitive to high irradiation doses, which could trigger Single Event Upset (SEU) in the control
electronics, with a consequent major impact on LHC operation.

After some dedicated interventions performed during LS1, the system was able to operate
successfully during the whole Run 2. Additional measures have been implemented during LS2
to ensure reliable operation during Run 3 and 4, for expected luminosities up to 10 fb�1/year.
However, this cannot exclude that radiation-induced failures may occur in view of the planned
increase of luminosity at Run 5. A detailed FLUKA simulation study [99] has been carried out to
determine the radiation levels at the LHC interaction point and in the surrounding experimental
areas in terms of:

• High Energy Hadron (HEH) equivalent fluence and thermal neutron equivalent fluence to
quantify the SEU risk;

• 1-MeV-neutron equivalent fluence and Total Ionising Dose (TID), to evaluate cumulative
radiation damage e↵ects.

As a consequence of these studies, a proposal has been formulated for the erection of a shielding
wall in UX85 between the detector and the cryogenic equipment. This aims to achieve a shielding
e↵ect to radiation exposure for the cryogenic equipment beyond LS4 similar to that obtained
during the previous years. A wall design has been produced using concrete blocks with a
thickness of 80 cm and, where forced by the available space constraints, by using iron plates
with a thickness of 40 cm. The design has been validated by using FLUKA simulation to
obtain the radiation reduction factors around the region of interest. The results obtained for the
HEH fluence are shown in Fig. 2.8, extracted from Ref. [99], and are fully compliant with the
requirements. The installation of such a substantial shielding wall is particularly challenging
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Luminosity plans

LHCb Upgrade-II

http://cds.cern.ch/record/2776420?ln=it


Anagrafica LHCb-Pisa

+ 5 laureandi magistrali: 
• Daniele Passaro 
• Domenico Riccardi 
• Fabio Novissimo 
• Francesco Paciolla 
• (Francesco Terzuoli)

Chair of Editorial Board

Rare decays convener

- FTE stabile ~10 
- LHCb-Pisa compie 10 anni 

Charm WG simulation liaison

Testbed Operations Manager

Coprocessor Testbed Coord.
Charm WG RTA/DPA liaison

+ 1 PD straniero da 1/11/22



Richieste alla Sezione
• Essenziale Laboratorio FPGA/Real Time Analysis 

(shared with MEG) 
1) Importante responsabilita' Run-3:  

Commissioning VELO Hit-finding in Real Time 

2) FPGA tracking demonstrator: 

Live track-finding during physics DAQ (parasitical) 

-> intensa attivita' commissioning ~1 y 

3) RETINA tracking system in Run-4 

Led by Pisa, horizon ~2030 

Specific LS3 TDR in ~1 year  

• Adeguati spazi ufficio  

• A note for the long term: Upgrade-II a huge 
opportunity for Pisa in detector developments. 



Richieste finanziarie (approx.)
Preventivo LHCb-Pisa 2020

Missioni

Missioni IT 11 k€

ME metabolismo 84.5 k€

ME responsabilita' 7.6 k€

ME FPGA Vertical Slice Test (2 mu) 7.6 k€

TOTALE Missioni  110 k€

Consumi
Metabolismo 16.5 k€

FPGA Vertical Slice Test 10 k€

TOTALE Consumi 26.5 k€

N.B.:  - Metabolismi da tabelle standard CSN1


