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Current status
● The latest data runs backed-up at CIEMAT and CNAF (Grid).

● Ludovico has Grid certificates and knows how to transfer files from LSC to 

CIEMAT and how to access Grid files at CNAF.
○ No need for copying files to local storage at CNAF from LSC.
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Setup for DArT data transfer
● Data transfer must be decoupled from DAQ to avoid overload:

○ Filling up the dartDAQ disk is not an option.
○ An independent PC is mandatory to act as data buffer: dartDATA (high capacity).
○ dartDATA will access RAW data asynchronously: direct link to dartDAQ (fibre, eth, ...)

● Set up a fully automated transfer system based on RUCIO:
○ Three RUCIO storage elements (RSE) will host the data: LSC, CIEMAT and CNAF.
○ One RUCIO server will be in charge of data transfers:

■ We tell RUCIO what to transfer (rules).
■ RUCIO decides the best moment and optimal path for data transfer, based on 

bandwidth, network status, site availability, etc.
■ Who will host the server?

○ In contact with Valerio and CNAF staff: expect help from them.

https://rucio.cern.ch/
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Conclusions

● We are establishing more formal and robust procedures for data transfer:
○ fine for the testing phase of DArT.

● A plan for a long term data transfer strategy is taking shape.


