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Ø In the EW sector of the SM, the W mass at loop level is

Ø ∆𝑟 reflects loop corrections, depends on 𝑚!
" and ln(𝑚#)

Ø The relation between 𝒎𝑾, 𝒎𝒕, and 𝒎𝑯 provides stringent test of the SM and is 
sensitive to New Physics
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Figure 13: Measured value of mW compared to those from the ALEPH [61], DELPHI [62],
L3 [63], OPAL [64], CDF [10], D0 [11] and ATLAS [12] experiments. The current prediction of
mW from the global electroweak fit is also included.

10 Summary and Conclusion

This paper reports the first measurement of mW with the LHCb experiment. A data
sample of pp collisions at

p
s = 13TeV corresponding to an integrated luminosity of

1.7 fb�1 is analysed. The measurement is based on the shape of the pT distribution of
muons from W boson decays. A simultaneous fit of the q/pT distribution of W boson decay
candidates and of the �⇤ distribution of Z boson decay candidates is verified to reliably
determine mW . This method has reduced sensitivity to the uncertainties in modelling the
W boson transverse momentum distribution compared to previous determinations of mW

at hadron colliders. The following results are obtained

mW = 80362± 23stat ± 10exp ± 17theory ± 9PDFMeV,

mW = 80350± 23stat ± 10exp ± 17theory ± 12PDFMeV,

mW = 80351± 23stat ± 10exp ± 17theory ± 7PDFMeV,

with the NNPDF3.1, CT18 and MSHT20 PDF sets, respectively. The first uncertainty
is statistical, the second is due to experimental systematic uncertainties, and the third
and fourth are due to uncertainties in the theoretical modelling and the description of the
PDFs, respectively. Treating the three PDF sets equally results in the following arithmetic
average

mW = 80354± 23stat ± 10exp ± 17theory ± 9PDFMeV.
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Figure 5: Contours at 68% and 95% CL obtained from scans of MW versus mt for the fit including (blue)
and excluding the MH measurement (grey), as compared to the direct measurements (green vertical and
horizontal 1� bands, and two-dimensional 1� and 2� ellipses). The direct measurements of MW and mt are
excluded from the fits.

When evaluating sin2✓`
e↵

through the parametric formula from Ref. [69], an upward shift of 2 ·10�5

with respect to the fit result is observed, mostly due to the inclusion of MW in the fit. Using
the parametric formula the total uncertainty is larger by 0.6 · 10�5, as the global fit exploits the
additional constraint from MW . The fit also constrains the nuisance parameter associated with the
theoretical uncertainty in the calculation of sin2✓`

e↵
, resulting in a reduced theoretical uncertainty

of 4.0 · 10�5 compared to the 4.7 · 10�5 input uncertainty.

The mass of the top quark is indirectly determined to be

mt = 176.4± 2.1 GeV , (4)

with a theoretical uncertainty of 0.6 GeV induced by the theoretical uncertainty on the prediction of
MW . The largest potential to improve the precision of the indirect determination of mt is through
a more precise measurement of MW . Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z-boson mass scale is determined to be

↵S(M
2

Z) = 0.1194± 0.0029 , (5)

which corresponds to a determination at full next-to-next-to leading order (NNLO) for electroweak
and strong contributions, and partial strong next-to-NNLO (NNNLO) corrections. The theory
uncertainty of this result is 0.0009, which is shared in equal parts between missing higher orders
in the calculations of the radiator functions and the partial widths of the Z boson. The most
important constraints on ↵S(M2

Z
) come from the measurements of R0

`
, �Z and �

0

had
, also shown in

Fig. 6. The values of ↵S(M2

Z
) obtained from the individual measurements are 0.1237±0.0043 (R0

`
),
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W mass at the LHC
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Ø A 𝒑𝒑 collider is the most challenging environment to measure 𝒎𝑾, worse 
compared to e+e- and 𝑝𝑝̅

Ø First measurement of the W-boson mass in 𝑝𝑝 collisions at the LHC by ATLAS -
EPJC 78 (2018) 110
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W mass at the LHC

Further QCD complications

Heavy-flavour-initiated processes

W+, W- and Z are produced by different 
light flavour fractions

Larger gluon-induced W production

A proton-proton collider is the most challenging enviroment to measure m
W
, worse 

compared to e+e- and proton-antiproton

In pp collisions W bosons are mostly 
produced in the same helicity state

In pp collisions they are equally 
distributed between positive and 

negative helicity states

Large PDF-induced W-polarisation 
uncertainty affecting the p

T
 lepton 

distribution

Larger Z samples, available for detector calibration given the precisely known Z 
mass →  most of the measurement is then the transfer from Z to W

In 𝑝𝑝̅ collisions W bosons are mostly 
produced in the same helicity state 

In 𝑝𝑝 collisions they are equally 
distributed between positive and 

negative helicity stes

Large PDF-induced W-polarisation 
uncertainty affecting the pT lepton 

Further QCD complications:
• Heavy-flavour-initiated processes
• W+, W- and Z produced by different 

light flavour fractions
• Larger gluon-induced W production

https://arxiv.org/abs/1701.07240


Measurement overview
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Ø Not possible to fully reconstruct 𝑚'

Ø Sensitive final state distributions: 𝒑𝑻𝒍 , 𝒎𝑻 and 𝒑𝑻𝒎𝒊𝒔𝒔

Ø 𝑝⃗-./00 = −(𝑝⃗-1 + 𝑢-), 𝑚- = 2𝑝-1 𝑝-./00(1 − cos ∆𝜙)

being 𝑢- the recoil

Ø Benefit from the fully reconstructed mass in Z boson                                                      
sample to validate the analysis and provide                                                         
significant experimental and theoretical constraints

Ø Use Z → 𝒍𝒍 events to calibrate the detector response to energy scales and 
resolutions of the leptons and of the recoil

Ø Build the physics modelling by supplementing the MC samples with higher 
order corrections and fits to DY ancillary measurements

Ø Validate the physics modelling and calibration by extraction 𝑚2 from 𝑝-1 and 
𝑚- in the Z sample

Ø Extract 𝒎𝑾 in several categories and combine

How to measure the W mass
Consider leptonic decay: electron and muon channels  

Not possible to fully reconstruct W mass 

Sensitive final state distributions: pTl, mT, pTmiss

uT being the recoil  

mT pTl

 mW/2  Jacobian edge at:              mW

9

 -uT provides an estimate of the boson pT



Physics modelling
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Ø We call ‘physics modelling’ the theoretical prediction used to extract the W 
mass from data, and the way theory uncertainties are addressed

Ø The DY cross section can be reorganised by factorising the dynamic of the 
boson production and the kinematic of the boson decay:

Ø This factorisation allows building a composite model, and using the most 
accurate model for each term

Ø Fundamental aspect of the model: the use of ancillary DY measurement for 
validation, fitting the free parameters of the model and assessing the 
uncertainties

Ø Within the W mass analysis, further validation of the model is provided by Z 
mass fits, W boson control plots and compatibility of 𝑚' categories 
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Physics modelling strategy

We call physics modelling the theoretical prediction used to extract the W 
mass from the observed distributions in data, and the way theory 
uncertainties are addressed.

The DY cross section can be reorganised by factorising the dynamic of the 
boson production, and the kinematic of the boson decay:

This factorization allows buliding a composite model, and using the most 
appropriate or accurate model for each term.

A fundamental aspect of the model is the use of ancillary DY measurement for 
validation, and, when possible, to fit the free parameters of the model and 
assess the uncertainties.

Within the W-mass analysis, further validation of the model is provided by Z-
mass fits, W-boson control plots, and compatibility of m

W
 categories

Breit-Wigner
NNLO pQCD

Parton Shower



Rapidity and angular coefficients
10/05/22 Francesco Giuli - francesco.giuli@cern.ch 6

Ø The rapidity distribution and 𝐴/ coefficients modelled with NNLO predictions 
and the CT10nnlo PDF set

Ø PDF choice validated on the observed suppression of the strange quark in the 
W,Z cross-section data published by ATLAS - EPJC 77 (2017) 367
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the CT10nnlo PDF set. PDF choice validated on the observed weaker suppression 
of the strange quark in the W,Z cross-section data as published in arXiv:1612.03016

Satisfactory agreement between the 
theoretical prediction and the 
measurements is observed: 

χ2/dof = 45/34 

The predictions (DYNNLO) are 
validated by comparison to the Ai 
measurements in 8 TeV Z-boson 

data JHEP08(2016)159 

Rapidity and angular coefficients
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Satisfactory agreement between 
the theoretical predictions and 

the measurements: 𝝌𝟐/dof = 45/34

DYNNLO predictions validated by 
comparison to the 𝐴/ measurement 

at 8 TeV – JHEP 08 (2016) 159

https://arxiv.org/abs/1612.03016
https://arxiv.org/abs/1606.00689


Z transverse momentum
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Ø The Pythia8 parton shower (PS) is used 
as model for the 𝑝-'

Ø The parameters of the model are fit to 
the 7 TeV 𝑝-2 measurement - AZ tune

Ø The agreement between data and 
Pythia8 AZ is better than 1% for 𝑝- < 40 
GeV

Ø Pythia8 is used to transfer from the 𝑝-2 to 
the 𝑝-' distribution and to evaluate 
theory uncertainties on the 𝑊/𝑍 𝑝- ratio
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Parton shower MC Pythia 8 tuned to the 7 TeV data AZ 
tune (better description in rapidity bins than the AZNLO 
tune of Powheg+Pythia) JHEP09(2014)145

The accuracy of Z data is propagated and considered as an uncertainty 

The agreement between data and Pythia AZ is better 
than 1% for pT<40 GeV

Z transverse momentum

17
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Parton shower MC Pythia 8 tuned to the 7 TeV data AZ 
tune (better description in rapidity bins than the AZNLO 
tune of Powheg+Pythia) JHEP09(2014)145

The accuracy of Z data is propagated and considered as an uncertainty 

The agreement between data and Pythia AZ is better 
than 1% for pT<40 GeV

Z transverse momentum

17
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Physics modeling – p
T
 W 

The Pythia8 p
T
-ordered parton shower is 

used as model for the p
T
 W

The parameters of the model are fit to 
the p

T
 Z measurement at 7 TeV (AZ tune)

The Pythia8 AZ tune describe the p
T
 Z 

data within 2% inclusively and in rapidity 
bins

Pythia8 is used to transfer from the p
T
 Z to 

the p
T
 W distribution and to evaluate 

theory uncertainties on the W/Z p
T
 ratio

JHEP 09 (2014) 145

https://arxiv.org/abs/1406.3660


W transverse momentum
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Ø The Pythia8 AZ tune is fixed by the 𝑝-2 data – extrapolate to W considering 
relative variations of the W and Z pT distributions

Ø Resummed predictions (DYRES, ResBos, CuTe) and Powheg MiNLO + Pythia8 
were tried but they predict harder 𝑝-' spectrum for a given 𝑝-2 spectrum 

Ø The ratio of the W and Z pT distributions has been measured – it shows that the 
extrapolation from Z to W pT works ok

Resummed predictions (DYRES, ResBos, CuTe) and Powheg MiNLO+Pythia8 were 
tried but they predict harder W pT spectrum for a given pT (Z) spectrum. 

truth-level reco-level

The effect on mW of using the “formally” more accurate predictions has a significant 
impact on the W-mass value of the order of 50-100 MeV 

The Pythia8 AZ tune is fixed by the pTZ data; extrapolate to W considering relative 
variations of the W and Z pT distributions.   

W transverse momentum (I)

32

truth

Reducing pTW uncertainties

The ratio of the W and Z pT distributions has been measured

Phys. Rev. D 85, 012005 arXiv:1701.07240

Limited precision of the data (~3%), and broad bin width (~8 GeV) limit the impact of 
these measurements on the systematic uncertainty.

Further measurements would be useful, ideally with low pile-up, targeting bin width 
<5 GeV and a precision about ~1%.

35



Summary of physics modelling uncertainties
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Ø Fixed-order PDF uncertainties are dominant:
Ø PDF variations of CT10nnlo applied simultaneously to 𝑦!, 𝐴" and 𝑝#! distributions
Ø Envelope taken from CT14 and MMHT14 ~ 3.8 MeV

Ø PDF uncertainties very similar between 𝑝-1 and 𝑚- but strongly anti-correlated 
between W+ and W-
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EW

QCD

Summary of physics modelling uncertainties
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Fixed-order PDF uncertainties are dominant: 
- PDF variations (25 error eigenvectors) of CT10nnlo applied simultaneously to the boson 

rapidity, Ai, and pT distributions.
- Envelope taken from CT14 and MMHT2014~3.8 MeV
The PDF uncertainties very similar between pTl and mT but strongly anti-correlated between 
W+ and W-



Recoil calibration
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Ø The recoil 𝒖𝑻 is the vector sum of the                                                             
transverse energy of all the calorimeter                                                                 
clusters à a measure of 𝒑𝑻𝑾

Ø Calibration steps:
Ø Correct pile-up multiplicity in MC to match                                                                     

the data
Ø Correct for residual differences in the ∑𝐸#

distribution
Ø Derive scale and resolution corrections from                                                                    

the 𝑝# balance in Z events

Stefano Camarda 12

Recoil calibration

Calibration steps:
Correct pile-up multiplicity in MC to 
match the data

Correct for residual differences in the 
SE

T
 distribution

Derive scale and resolution corrections 
from the p

T
 balance in Z events

The recoil u
T
 is the vector sum of the transverse energy of all the 

calorimeter clusters: u
T
 is a measure of p

T
 W
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T
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T
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Figure 11: Distributions of (a) ⌃E⇤T and (b) azimuth � of the recoil in data and simulation for Z ! µµ events. The
⌃E⇤T distribution is shown before and after applying the Smirnov-transform correction, and the � distribution is
shown before and after the ux,y correction. The lower panels show the data-to-prediction ratios, with the vertical
bars showing the statistical uncertainty.

where hux,yidata and hux,yiMC are the mean values of these distributions in data and simulation, respect-
ively. The corrections are evaluated in Z-boson events and parameterised as a function of ⌃E⇤T. The e↵ect
of these corrections on the recoil � distribution is illustrated in Figure 11(b).

The transverse momentum of Z bosons can be reconstructed from the decay-lepton pair with a resolution
of 1–2 GeV, which is negligible compared to the recoil energy resolution. The recoil response can thus
be calibrated from comparisons with the reconstructed p``T in data and simulation. Recoil energy scale
and resolution corrections are derived in bins of ⌃E⇤T and p``T at reconstruction level, and are applied in
simulation as a function of the particle-level vector-boson momentum pV

T in both the W- and Z-boson
samples. The energy scale of the recoil is calibrated by comparing the uZ

k
+ p``T distribution in data and

simulation, whereas resolution corrections are evaluated from the uZ
?

distribution. Energy-scale correc-
tions b(pV

T ,⌃E⇤T
0) are defined as the di↵erence between the average values of the uZ

k
+ p``T distributions in

data and simulation, and the energy-resolution correction factors r(pV
T ,⌃E⇤T

0) as the ratio of the standard
deviations of the corresponding uZ

?
distributions.

The parallel component of uT in simulated events is corrected for energy scale and resolution, whereas
the perpendicular component is corrected for energy resolution only. The corrections are defined as
follows:

uV,corr
k

=
h
uV,MC
k
�

D
uZ,data
k

E
(pV

T ,⌃E⇤T
0)
i
· r(pV

T ,⌃E⇤T
0) +
D
uZ,data
k

E
(pV

T ,⌃E⇤T
0) + b(pV

T ,⌃E⇤T
0), (5)

uV,corr
?

= uV,MC
?
· r(pV

T ,⌃E⇤T
0); (6)

where V = W,Z, uV,MC
k

and uV,MC
?

are the parallel and perpendicular components of uT in the simulation,
and uV,corr

k
and uV,corr

?
are the corresponding corrected values. As for b and r, the average

D
uZ,data
k

E
is

mapped as a function of the reconstructed p``T in Z-boson data, and used as a function of pV
T in both W-

and Z-boson simulation. Since the resolution of uT has a sizeable dependence on the amount of pile-up,

33



Consistency of the results
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Ø The consistency of the results was checked in different categories, but also in 

different pile-up and 𝑢- bins
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The consistency of the results was checked in the different categories but also in different 
pileup, uT and u|| bins 

Consistency of the results

Fitting ranges: 
32<pTl <45 GeV, 
66<mT<99 GeV

24

Fitting ranges:
32 < 𝒑𝑻𝒍 < 45 GeV
66 < 𝒎𝑻 < 99 GeV

Crucial 
validation!



W mass results
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The result is consistent with the SM expectation, compatible with the world average 
and competitive in precision to the currently leading measurements by CDF and D0 

Results
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Ø The result is consistent with the SM expectation, compatible with world 
average and competitive in precision with the CDF and D0 measurements



Prospects for improvements
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- Stat uncertainty: add more data available


- Experimental uncertainty: improve the 
experimental precision - calibration and 
reconstruction


- Theory-related uncertainties: reduce PDF and 
modelling uncertainties by adding information 
from auxiliary measurements

mW

49

Low pile-up runs

In November 2017 special low pile-up runs of a few days: 

- ~250 pb-1 @5 TeV mu=0.5~ 4

- ~150 pb-1 @13 TeV mu = 2 (levelled) 


In 2018: ~ 190 pb-1 @13 TeV mu=2 (levelled) 
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Ø Stat. uncertainty: add more data available

Ø Exp. uncertainty: improve the experimental 
precision – calibration and reconstruction

Ø Theory-related uncertainties: reduce PDFs 
and modelling uncertainties by adding 
more information from auxiliary 
measurements

In November 2017 special low pile-up 
runs of a few days:
• ~250 pb-1 @5 TeV 𝜇 = 0.5 ~ 4.0
• ~150 pb-1 @13 TeV 𝜇 = 2.0 (levelled)

In 2018: ~190 pb-1 @13 TeV 𝜇 = 2.0 
(levelled)



Low 𝝁 runs
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Ø The recoil resolution degrades with 
higher pileup à fully dominated by     
pT lepton 

Ø Increase sensitivity from 𝑚-

Ø Direct 𝑝-' measurement à use 
information to reduce pT modelling 
uncertainties also in high pile-up runs

Ø Ideally low 𝜇 run in Run 3 as well! 0.5-1 
fb-1 at < 𝝁 > ~ 2 highly beneficial

Ø ~300 pb-1 already collected at < 𝜇 >
~ 1 by ATLAS and CMS can provide a 
new ~1% measurement of pTW and 
significantly reduce the associated 
uncertainty 

ATLAS-PUB-2017-021
Low pile-up runs

Needed for W mass measurement: 


• Increase sensitivity from mT


• Direct pTW measurement —> use 
information to reduce pT modelling 
uncertainties also in high pile-up runs  


• Used for calibration studies 
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Low pile-up 7 TeV 

ATLAS-PUB-2017-021

Stay tuned for future interesting measurements ! 

7 TeV: < 𝝁 > ~ 9
8, 13 TeV: < 𝝁 > ~ 20-30
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Implications on mW measurement
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Ø Reduction of PDF uncertainties crucial for SM precision measurements à one 
of the largest systematic on mW comes from PDFs

Ø The potential of the lepton-charge (AW) and the forward-backward 
asymmetries (AFB) in constraining PDFs has been investigated - Nuclear Physics 
B 968 (2021) 115444, JHEP 10 (2019) 176

Ø Combination of AFB and AW 300 (3000) fb-1 reduces PDF uncertainty 28% (46%)

Ø Caveat: assessing the improvement on mW requires a refined analysis of normalized 
distributions, where reduction of uncertainty is far more moderate 
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Figure 9: (left) Charged-current DY transverse mass distribution with PDF error; (right)
relative improvement of PDF error on the transverse mass spectrum due to profiling based on
AFB , AW and their combination.
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Figure 10: (left) Lepton transverse momentum distribution with PDF error; (right) relative
improvement of PDF error on the lepton transverse momentum spectrum due to profiling
based on AFB , AW and their combination.

on the left we can observe the relative PDF error in the dilepton invariant mass
distribution. The black curve represents the baseline CT18NNLO uncertainty
while the coloured curves are the PDF errors after the profiling using the AFB

(blue curves) and AW (red curves) measurements and their combination (green
curves), corresponding to integrated luminosities of 300 fb�1 (solid curves) and
3000 fb�1 (dashed curves). AFB reduces the PDF relative uncertainty from 5%
to 3.8% (3.2%) for an invariant mass of 2 TeV and from 12% to 11% (10.2%) for
an invariant mass of 4 TeV when using an integrated luminosity of 300 (3000)
fb�1. AW is able to reduce the PDF relative uncertainty to 3.4% (3.2%) for
an invariant mass of 2 TeV and to 9.6% (9.4%) for an invariant mass of 4 TeV
when using an integrated luminosity of 300 (3000) fb�1. The combination of
AFB and AW further constrains the PDF relative uncertainty to 2.7% (2.3%)
for an invariant mass of 2 TeV and to 8.4% (7.8%) for an invariant mass of 4
TeV when using an integrated luminosity of 300 (3000) fb�1.

In Fig. 11 on the right, the analogous analysis is presented for the charged DY
channel in the transverse mass spectrum. The black curve represents the base-
line CT18NNLO uncertainty while the coloured curves are the PDF errors after
the profiling using the AFB (blue curves) and AW (red curves) measurements
and their combination (green curves), corresponding to integrated luminosities
of 300 fb�1 (solid curves) and 3000 fb�1 (dashed curves). AFB reduces the PDF
relative uncertainty from 5.4% to 4.5% (4.1%) for a transverse mass of 2 TeV
and from 12.9% to 12.5% (11.8%) for a transverse mass of 4 TeV when using
an integrated luminosity of 300 (3000) fb�1. AW is able to reduce the PDF
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https://arxiv.org/abs/2103.10224
https://arxiv.org/abs/1907.07727


Conclusion and perspectives
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Ø The first LHC measurement of 𝒎𝑾 = 80370 ± 19 MeV - EPJC 78 (2018) 110

Ø The central value is consistent with the SM prediction and with the current 
world average value 

Ø 7 TeV re-analysis currently ongoing in ATLAS

Ø More data are available with the 8 and 13 TeV data sets which can be used 
to improve the analysis and to further constrain the PDFs

Ø Experimentally, with the increase of the statistics in Z sample, most of the 
calibration uncertainties can be reduced 

Ø More work is needed on the recoil with the increasing pileup – low pile-up 
runs needed

Ø The measurement is dominated by theoretical modelling uncertainties à a 
fully consistent model within one simulation tool is needed

Ø Simultaneous fit to all the Ai and dedicated analysis on mW and sin" 𝜃'
determination ongoing… STAY TUNED!

https://arxiv.org/abs/1701.07240


ANY QUESTIONS?
THANKS FOR YOUR ATTENTION!

10/05/22 Francesco Giuli - francesco.giuli@cern.ch 17



Backup Slides



Motivation
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Ø The global fit of EW observables dominated by the mW measurement

Ø The measurements of the Higgs and top-quark mass are currently more 
precise than their indirect determination from the the global fit of EW 
observables à improving precision will not increase sensitivity to new physics

Ø Indirect determination of mW (± 7 MeV) is more precise than experimental 
measurements à call for a 𝜹mWexp ~ 5 MeV

Ø The W mass is nowadays the crucial measurement to improve sensitivity of the 
global EW fits to new physics

Stefano Camarda 11

                                            

Indirect determination of mW (±7 MeV) is more 
precise than the experimental measurement

Call for dmW
exp ~ 5 MeV

Motivation for mW

The measurements of the Higgs and top-
quark masses are currently more precise 
than their indirect determination from the 
global fit of the electroweak observables

Improving precision will not 
increase sensitivity to new physics

The W mass is nowadays the crucial measurement to 
improve the sensitivity of the global EW fits to new physics

Measurement SM Prediction (*)

mH 125.09 ± 0.24 100.6 ± 23.6

mt 173.1 ± 0.6 176.1 ± 2.2

mW 80.379 ± 0.012 80.360 ± 0.007

(*) arXiv:1710.05402

The global fit of the electroweak observables 
is dominated by the measurement of m

W

1710.05402(*)

https://arxiv.org/abs/1710.05402


MSSM constraints from the W mass
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MSSM constraints from the W mass measurement
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MSSM constraints from the W mass measurement

references therein]. Many of these hypotheses
include a source of dark matter, which is cur-
rently believed to comprise ~84% of the matter
in the universe (10) but cannot be accounted
for in the SM. Evidence for dark matter is pro-
vided by the abnormally high speeds of revo-
lution of stars at large radii in galaxies, the
velocities of galaxies in galaxy clusters, x-ray
emissions sensing the temperature of hot gas
in galaxy clusters, and the weak gravitational
lensing of background galaxies by clusters
[(13, 14) and references therein]. The additional
symmetries and fields in these extensions to
the SM would modify (15–24) the estimated
mass of theW boson (Fig. 1) relative to the SM
expectation (10) of MW ¼ 80;357 T 4inputs T
4theory MeV (25). The SM expectation is de-
rived from a combination of analytical rela-
tions from perturbative expansions on the basis
of the internal symmetries of the theory and a
set of high-precision measurements of observ-
ables, including the Z and Higgs boson masses,
the top-quark mass, the electromagnetic (EM)
coupling, and themuon lifetime,which are used
as inputs to the analytical relations. The un-
certainties in the SM expectation arise from
uncertainties in the data-constrained input
parameters (10) and from missing higher-
order terms in the perturbative SM calculation
(26, 27). An example of a nonsupersymmetric
SM extension is a modified Higgs sector that
includes an additional scalar field with no SM
gauge interactions, which predicts anMW shift
of up to ~100MeV (17), depending on themass
of the additional scalar particle and its inter-
actionwith the SMHiggs boson. A light (heavy)
additional scalar particle would induce a pos-
itive (negative) MW shift. Similar but smaller
shifts of 20 to 40 MeV have been calculated
in an extension that contains a second Higgs-
like field with the same gauge charges as
the SM Higgs field (18). Implications of very
weakly interacting new particles such as “dark

photons” (19), restoration of parity conserva-
tion in the weak interaction (20), the possi-
ble composite nature of the Higgs boson (21),
and model-independent modifications of the
Higgs boson’s interactions (22–24) have also
been evaluated.
Previous analyses (28–44) yield a value of

MW ¼ 80;385 T 15 MeV (45) from the combi-
nation of LargeElectron-Positron (LEP) collider
and Fermilab Tevatron collider measurements.
The ATLAS Collaboration has recently re-

portedameasurement, MW ¼ 80;370 T 19MeV
(46, 47), that is comparable in precision to the
Tevatron results. TheLEP, Tevatron, andATLAS
measurements have not yet been combined,
pending evaluation of uncertainty correlations.

CDF experiment at Tevatron

The Fermilab Tevatron produced high yields
ofW bosons from 2002 to 2011 through quark-
antiquark annihilation in collisions of protons
(p) and antiprotons (!p ) at a center-of-mass

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 2 of 7
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Fig. 1. Experimental
measurements and
theoretical predictions
for the W boson mass.
The red continuous ellipse
shows the MW measurement
reported in this paper and
the global combination of top-
quark mass measurements,
mt ¼ 172:89 T 0:59 GeV (10).
The correlation between the
MW and mt measurements is
negligible. The gray dashed
ellipse, updated (16) from
(15), shows the 68% confi-
dence level (CL) region
allowed by the previous
LEP-Tevatron combination
MW ¼ 80;385 T 15 MeV (45)
and mt (10). That combina-
tion includes the MW mea-
surement published by CDF in
2012 (41, 43), which this
paper both updates (increasing MW by 13.5 MeV) and subsumes. As an illustration, the green shaded region
(15) shows the predicted mass of the W boson as a function of the top-quark mass mt in the minimal
supersymmetric extension (one of many possible extensions) of the standard model (SM), for a range of
supersymmetry model parameters as described in (15). The thick purple line at the lower edge of the green
region corresponds to the SM prediction with the Higgs boson mass measured at the LHC (10) used as
input. The arrow indicates the variation of the predicted W boson mass as the mass scale of supersymmetric
particles is lowered. The supersymmetry model parameter scan is for illustrative purposes and does not
incorporate all exclusions from direct searches at the LHC. unc., uncertainty.
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Selection cuts
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Ø Lepton selection:
Ø Isolated muons (track-based), |𝜂| < 2.4
Ø Isolated electrons (track+calorimeter-based), tight identified, 0.0 < |𝜂| < 

1.2 and 1.8 < |𝜂| < 2.4

Ø Kinematic requirements:
Ø 𝑝-1 > 30 GeV
Ø 𝑚- > 60 GeV
Ø MET > 30 GeV
Ø Recoil 𝑢- < 30 GeV

Lepton selections:
- muons isolated (track-based) |!|<2.4 
- electrons isolated (track+calorimeter-based) tight identified 0<|!|<1.2, 

1.8<|!|<2.4 

Kinematic requirements: pTl>30 GeV, mT>60 GeV, MET>30 GeV and 
recoil(uT)<30 GeV

~6M/8M observed in the electron/muon channel 

Selection cuts

13

~6/8M events observed in the 
electron/muon channel



Template fit
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Ø Template fit approach: compute the 𝑝-1 and 𝑚- distributions for different 
assumed values of 𝑚' à 𝜒" minimisation gives the best fit template

Ø Predictions for different 𝑚' values are obtained by reweighting the boson 
invariant mass distribution according to the Breit-Wigner parametrisation

pTl has a Jacobian edge at mW/2 mT has a Jacobian edge at mW

*A blinding offset was applied throughout the measurement and removed when consistent results were found. 

Template fit approach: compute the pTl and mT distributions for different assumed 
values of mW*—> !2 minimisation gives the best fit template.

Predictions for different mW values are obtained by reweighting the boson invariant mass 
distribution according to the BW parameterisation. 

Template fit

14

𝑝-1 has a Jacobin edge at 𝑚'/2 𝑚- has a Jacobin edge at 𝑚'



Backgrounds
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Ø Electroweak and top-quark are 
determined from simulation

Ø Data-driven multijet estimate:
Ø Define background-dominated fit 

region with relaxed cuts of the event 
selection

Ø Template fits in these regions to 3 
observables: 𝑝#(")), 𝑚# and 𝑝#* /𝑚#

Ø Control regions obtained by inverting 
the lepton isolation requirements

Electroweak and top-quark backgrounds are 
determined from simulation 

Multijet background is determined using data-driven 
techniques: 
- define background-dominated fit regions with 

relaxed cuts of the event selection 
- template fits in these regions to 3 observables: 

pTmiss, mT and pTl/mT 
- control regions are obtained by inverting the 

lepton isolation requirements 

Backgrounds in W 

42

Electroweak and top-quark backgrounds are 
determined from simulation 

Multijet background is determined using data-driven 
techniques: 
- define background-dominated fit regions with 

relaxed cuts of the event selection 
- template fits in these regions to 3 observables: 

pTmiss, mT and pTl/mT 
- control regions are obtained by inverting the 

lepton isolation requirements 

Backgrounds in W 

42



Multijet background estimate
10/05/22 Francesco Giuli - francesco.giuli@cern.ch 24

Ø Novel technique for the multijet background estimation

Ø The multijet background is determined with template fits, and by 
extrapolation of the lepton isolation to the signal region

Ø Both normalisation and shape are extrapolated

Stefano Camarda 21

W mass multijet background

Novel technique for the multijet background estimation

The multijet background is determined with template fits, and by 
extrapolation of the lepton isolation to the signal region

Both normalisation and shape are extrapolated



Drell-Yan ancillary measurements
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Physics modelling – DY ancillary measurements

EPJC 77 (2017) 367

JHEP 08 (2016) 159

JHEP 09 (2014) 145

https://arxiv.org/abs/1612.03016
https://arxiv.org/abs/1606.00689
https://arxiv.org/abs/1406.3660


Muon calibration
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Ø Muon identification using combined ID+MS tracks

Ø Momentum measurement from ID only à simplifies calibration, some loss in 
resolution

Ø Parametrisation of momentum corrections:

Ø 𝛼 = radial bias (scale), 𝛽 = resolution correction and 𝛿 = sagitta bias

Stefano Camarda 11

Muon calibration

a: radial bias (scale)

d: sagitta bias

b: resolution correction

Charge dependent corrections

Scale and resolution corrections 
derived form Z → mm line shape, sagitta 

bias also from E/p in W → en

Muon identification using combined ID+MS tracks

Momentum measurement from ID only

→ simplifies calibration, some loss in resolution

Parameterisation of momentum corrections:

Scale calibrated with 10-4 rel. unc.
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Charge-dependent corrections
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EPJC 74 (2014) 3130

https://arxiv.org/abs/1407.3935


Electron calibration
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EPJC 74 (2014) 3071 

Stefano Camarda 19

Electron calibration

Electron measurement: energy from the EM calorimeter, h, f from the ID

Scale and resolution corrections derived from the Z → ee line shape

f-dependent corrections are important for the Z to W extrapolation

The p
T

miss requirement, which is only used for W events, 

induces a f asymmetry in the selected W events distribution

Ø Electron measurement: energy from the EM calorimeter, 𝜂 and 𝜙 from the ID

Ø Scale and resolution corrections derived from the Z à e+e- line shape

Ø 𝜙 – dependent corrections are important for the Z to W extrapolation

Ø The 𝑝-./00 requirement (which is only only used for W events) induces a 𝜙
asymmetry in the selected W events distribution

https://arxiv.org/abs/1407.5063


Electron calibration
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EPJC 74 (2014) 3071 
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Exclude bin 1.2<|eta|<1.82 as the amount of passive material and its uncertainty are largest

Electron Calibration

9

Ø Exclude bin 1.2 < |𝜂| < 1.82 – largest amount of passive material  
|⌘`| range [0.0, 0.6] [0.6, 1.2] [1.82, 2.4] Combined
Kinematic distribution p`T mT p`T mT p`T mT p`T mT

�mW [MeV]
Energy scale 10.4 10.3 10.8 10.1 16.1 17.1 8.1 8.0
Energy resolution 5.0 6.0 7.3 6.7 10.4 15.5 3.5 5.5
Energy linearity 2.2 4.2 5.8 8.9 8.6 10.6 3.4 5.5
Energy tails 2.3 3.3 2.3 3.3 2.3 3.3 2.3 3.3
Reconstruction e�ciency 10.5 8.8 9.9 7.8 14.5 11.0 7.2 6.0
Identification e�ciency 10.4 7.7 11.7 8.8 16.7 12.1 7.3 5.6
Trigger and isolation e�ciencies 0.2 0.5 0.3 0.5 2.0 2.2 0.8 0.9
Charge mismeasurement 0.2 0.2 0.2 0.2 1.5 1.5 0.1 0.1

Total 19.0 17.5 21.1 19.4 30.7 30.5 14.2 14.3

Table 5: Systematic uncertainties in the mW measurement due to electron energy calibration, e�ciency corrections
and charge mismeasurement, for the di↵erent kinematic distributions and |⌘` | regions, averaged over lepton charge.
Combined uncertainties are evaluated as described in Section 2.2.

the simulation for the corresponding fraction of events. However, the trigger acceptance loss is not per-
fectly simulated, and dedicated e�ciency corrections are derived as a function of ⌘ and � to correct the
mismodelling, and applied in addition to the initial corrections.

As described in Section 5, isolation requirements are applied to the identified electrons. Their e�ciency
is approximately 95% in the simulated event samples, and energy-isolation e�ciency corrections are
derived as for the reconstruction, identification, and trigger e�ciencies. The energy-isolation e�ciency
corrections deviate from unity by less than 0.5%, with an uncertainty smaller than 0.2% on average.

Finally, as positively and negatively charged W-boson events have di↵erent final-state distributions, the
W+ contamination in the W� sample, and vice versa, constitutes an additional source of uncertainty.
The rate of electron charge mismeasurement in simulated events rises from about 0.2% in the barrel to
4% in the endcap. Estimates of charge mismeasurement in data confirm these predictions within better
than 0.1%, apart from the high |⌘| region where di↵erences up to 1% are observed. The electron charge
mismeasurement induces a systematic uncertainty in mW of approximately 0.5 MeV in the regions of
|⌘`| < 0.6 and 0.6 < |⌘`| < 1.2, and of 5 MeV in the region of 1.8 < |⌘`| < 2.4, separately for W+

and W�. Since the W+ and W� samples contaminate each other, the e↵ect is anti-correlated for the
mW measurements in the two di↵erent charge categories, and cancels in their combination, up to the
asymmetry in the W+/W� production rate. After combination, the residual uncertainty in mW is 0.2 MeV
for |⌘`| < 1.2, and 1.5 MeV for 1.8 < |⌘`| < 2.4, for both the p`T and mT distributions. The uncertainties
are considered as uncorrelated across pseudorapidity bins.

Figure 10 compares the ⌘` distribution in data and simulation for Z ! ee events, after applying the e�-
ciency corrections discussed above. The corresponding uncertainties in mW due to the electron e�ciency
corrections are shown in Table 5.

30

https://arxiv.org/abs/1407.5063


Z mass measurement
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29

Results are consistent with the combined LEP value of mZ 
within experimental uncertainties 

Z mass measurement

41

Results are consistent with the combined LEP 
value of 𝒎𝒁 within experimental uncertainties



W transverse momentum
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Ø The Pythia8 AZ tune is fixed by the 𝑝-2 data – extrapolate to W considering 
relative variations of the W and Z pT distributions

Ø Resummed predictions (DYRES, ResBos, CuTe) and Powheg MiNLO + Pythia8 
were tried but they predict harder 𝑝-' spectrum for a given 𝑝-2 spectrum 

Ø The effect on 𝑚' of using the “formally” more accurate predictions has a 
significant impact on the W-mass value of the order of 50-100 MeV

Resummed predictions (DYRES, ResBos, CuTe) and Powheg MiNLO+Pythia8 were 
tried but they predict harder W pT spectrum for a given pT (Z) spectrum. 

truth-level reco-level

The effect on mW of using the “formally” more accurate predictions has a significant 
impact on the W-mass value of the order of 50-100 MeV 

The Pythia8 AZ tune is fixed by the pTZ data; extrapolate to W considering relative 
variations of the W and Z pT distributions.   

W transverse momentum (I)

32

truth reco
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Ø To validate the choice of Pythia8 AZ for the baseline, use 𝑢11
| distribution which 

is very sensitive to the underlying 𝑝-' distribution

Ø It provides a data-driven validation of the accuracy of our Pythia8 AZ model 
and compare to other calculations

Ø NLL-resummed predictions and Powheg MiNLO strongly disfavoured by the 
data, PS MC (Pythia8, Herwig7 and Powheg+Pythia8) in good agreement 

—> provide a data-driven validation of the accuracy of our Pythia8 AZ 
model and compare to other calculations 

To validate the choice of Pythia8 AZ for the baseline, use u||l distribution which is 
very sensitive to the underlying pTW distribution

NNLL resummed predictions and Powheg+MiNLO strongly disfavoured by the data however 
PS MC are in a good agreement; tested using Pythia8 , Herwig7 and Powheg+Pythia8

W transverse momentum (II)
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𝒑𝑻𝑾 uncertainties
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Ø Heavy flavour initiated production introduces differences between Z and W 
and determines a harder pT spectrum

Ø Higher order QCD corrections expected to be largely correlated between W 
and Z produced by light quarks àconsider relative variations on 𝑝-'/𝑝-2 under 
uncertainty variations

Ø Uncertainty: heavy quark mass variations                                                                
(mc ± 0.5 GeV), factorisation scale                                                                          
variations in the QCD ISR (separately for                                                                  
light and heavy-quark induced                                                                     
production)

Ø Largest deviation of 𝑝-'/𝑝-2 for the PS PDF                                                               
variation: CTEQ6L1 LO (nominal) to CT14lo,                                                           
MMHT14lo and NNPDF23lo                                        

pTW  uncertainties

Uncertainty: heavy quark mass variations 
(varying mc by ±0.5 GeV), factorisation scale 
variations in the QCD ISR (separately for light 
and heavy-quark induced production)

Largest deviation of pT(W)/pT(Z) for the parton 
shower PDF variation: CTEQ6L1 LO (nominal) 
to CT14lo, MMHT2014lo and NNPDF2.3lo

Heavy flavour initiated production (HFI) introduces differences between Z and W and 
determines a harder pT spectrum, expect certain degree of decorrelation. 
However higher-order QCD expected to be largely correlated between W and Z produced by 
light quarks 
Consider relative variations on pT(W)/pT(Z) under uncertainty variations. 
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pTW  uncertainties

Uncertainty: heavy quark mass variations 
(varying mc by ±0.5 GeV), factorisation scale 
variations in the QCD ISR (separately for light 
and heavy-quark induced production)

Largest deviation of pT(W)/pT(Z) for the parton 
shower PDF variation: CTEQ6L1 LO (nominal) 
to CT14lo, MMHT2014lo and NNPDF2.3lo

Heavy flavour initiated production (HFI) introduces differences between Z and W and 
determines a harder pT spectrum, expect certain degree of decorrelation. 
However higher-order QCD expected to be largely correlated between W and Z produced by 
light quarks 
Consider relative variations on pT(W)/pT(Z) under uncertainty variations. 
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Modelling of the 𝒑𝑻𝑾
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Ø Ongoing effort in the LHC EW WG to benchmark 
various different predictions of W/Z pT ratio

Ø Aimed at defining a common baseline where all 
the predictions agree

Ø Recently qT-resummation predictions have 
reached N3LL’ accuracy

Ø However, high-order perturbative accuracy 
alone is not sufficient for a precise prediction of 
the W/Z pT ratio

Stefano Camarda 40

Modelling of pT W

Ongoing effort in the LPCC EW working group to 
benchmark various different predictions of the W/Z p

T
 

ratio, aimed at

Define a common baseline where all predictions agree

Allow using the prediction which is best suited to derive 
each particular correction and/or uncertainty on top of 
the baseline

Recently qT-resummation predictions have reached N3LL’ 
accuracy

However high-order perturbative accuracy alone is not 
sufficient for a precise prediction of the W/Z pT ratio
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Modelling of pT W

Ongoing effort in the LPCC EW working group to 
benchmark various different predictions of the W/Z p

T
 

ratio, aimed at

Define a common baseline where all predictions agree

Allow using the prediction which is best suited to derive 
each particular correction and/or uncertainty on top of 
the baseline

Recently qT-resummation predictions have reached N3LL’ 
accuracy

However high-order perturbative accuracy alone is not 
sufficient for a precise prediction of the W/Z pT ratio

• Heavy flavours 
initiated 
productions

• Massive quark 
effects

• Non perturbative 
QCD 



Fiducial power corrections
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Ø The usage of W asymmetry and Z 
rapidity measurements to reduce PDF 
uncertainties for mW is limited by 
symmetric fiducial cuts

Ø Perturbative calculations are affected 
by enhanced logarithms, connected 
to the linear dependence of 
acceptance on the boson pT e.g. 
when approaching the limit pT,2 à pT,1 
they become unreliable

Ø The effect is larger when pT ~ mll/2, at 
large values of cos 𝜃∗, as in the CF 
kinematic region

Ø Need to resum fiducial power 
corrections in order to get meaningful 
predictions

Ø 2106.08329, 2104.02400, 2006.11382, 
2001.02933

Stefano Camarda 7

Fiducial power corrections

The usage of W asymmetry and Z rapidity 
measurements to reduce PDF uncertainties 
is currently limited by symmetric fiducial cuts 

Perturbative calculations are be affected by 
enhanced logarithms, connected to the linear 
dependence of acceptance on the boson pT. 
When approaching the limit pT,2 → pT,1 they 
become unreliable

The effect is larger when pT is closer mll/2, 
and at large values of cos(q), as in the 
central-forward (CF) kinematic region

Need to resum fiducial power corrections in 
order to get a meaningful predictions, either 
with parton shower or with analytic 
resummation

arXiv:2106.08329 Salam, Slade

arXiv:2104.02400 Alekhin et al.

arXiv:2006.11382 Ebert et al.

arXiv:2001.02933 Glazov

Recent studies on 
this topic with 
alternative solutions

https://arxiv.org/abs/2106.08329
https://arxiv.org/abs/2104.02400
https://arxiv.org/abs/2006.11382
https://arxiv.org/abs/2001.02933


Fiducial power corrections
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Ø Preliminary study, including qT-
resummation in PDF fits to ATLAS W,Z 
rapidity measurements

Ø Corrections are significant compared 
to the experimental accuracy, and 
gives large improvement in 𝜒"

Ø Striking example in the Z CF region, with 
10% corrections in the first/last bins

Stefano Camarda 8

Fiducial power corrections

Preliminary study, including qT-resummation 
with a recoil prescription in PDF fits to ATLAS 
W,Z rapidity measurements 

Corrections are significant compared to the 
experimental accuracy, and gives large 
improvement in c2

Striking example is the Z central-forward 
configuration, with 10% corrections in the first 
and last bins

A. Guida's talk @DIS2022

Stefano Camarda 8

Fiducial power corrections

Preliminary study, including qT-resummation 
with a recoil prescription in PDF fits to ATLAS 
W,Z rapidity measurements 

Corrections are significant compared to the 
experimental accuracy, and gives large 
improvement in c2

Striking example is the Z central-forward 
configuration, with 10% corrections in the first 
and last bins

https://indico.cern.ch/event/1072533/contributions/4793108/attachments/2435968/4178685/DIS-presentation_02-05-22.pdf


Control kinematic distributions
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Control kinematic distributions
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37
W mass-sensitive distributions: pTl and mT 
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W control distributions: !, pT
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Measurement strategy - categories
10/05/22 Francesco Giuli - francesco.giuli@cern.ch 38

Ø A crucial aspect of the measurement design is the categorisation
Ø Events are categorised according to their type and kinematic range
Ø Validate detector calibration and physics modelling and improve accuracy

Ø The various set of categories are sensitive to different experimental and 
theoretical biased à the consistency of 𝑚' across categories validate our 
knowledge of the detector and of QCD

Ø The experimental and theoretical uncertainties have different correlation or 
anticorrelation patterns
Ø The categorisation allows to constrain them and increase the sensitivity to 𝑚!

Ø Categories used for the combination (28 in total):

Stefano Camarda 20

Measurement strategy – categories

A crucial aspect of the measurement design is the categorisation. Events are 
categorised according to their type and kinematic range. The importance of 
categories is twofold: validate detector calibration and physics modelling and 
improve accuracy

The various set of categories are sensitive to different experimental and 
theoretical biases, the consistency of m

W
 across categories validates our 

knowledge of the detector and of QCD

→ The measurement was considered ready for unblinding only when all the 
     categories yield consistent values of m

W

The experimental and theoretical uncertainties have different correlation or 
anticorrelation patterns, the categorisation allows to constrain them, and 
increase the sensitivity to m

W

Categories used for the combination (28 in total):



Measurement categories
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Measurement categories



Summary of corrections
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Ø After all the corrections are applied, consistent results are achieved between 
different channels, observables, categories, charges 

Ø Only after, results were unblinded

After all corrections are applied, consistent results are achieved between 
different channels, observables, categories, charges and only after, results were 
unblinded. 

Summary of corrections

43



Prospects and challenges
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Prospects and challenges

Two paths for future measurements:

Standard high pileup data, pT lepton dominated 
measurements. Strongly relies on theory predictions of W/
Z pT K challenges: physics modelling, pT lepton calibration

Low pileup data, mT dominated. Provide measurement and 
data-driven modelling of pT W  K challenges: recoil 
calibration

ATLAS W mass at 7 TeV

The pT lepton distribution dominates over 
mT already with 7 TeV data (85/15)

Muon channel more important than 
electron (60/40)

Orthogonal 
approaches with 
di8erent dominant 
uncertainties.

Should be both 
pursued, will benefit 
from the 
combination

ATLAS W mass at 7 TeV

Ø The lepton pT distribution dominates over mT
already with 7 teV data

Ø Muon channel more important than electron 
channel

Ø Two possible paths for future measurements:
Ø Standard high pileup data, measurement dominated by lepton pT à Challenges: 

W/Z pT modelling, lepton pT calibration
Ø Low pileup data, measurement dominated by mT à Challenges: recoil calibration

Ø Orthogonal approaches, with different dominant uncertainties

Ø Should be both pursued, will benefit from the combination



Prospects for mW at the HL-LHC
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Ø Increased acceptance 
provided by the new inner 
detector in ATLAS (ITK) extends 
the coverage up to |𝜂| < 4

Ø This allows futher constraints on 
PDFs from cross section 
measurements

Ø With 1 fb-1 of low pileup data 
(< 𝝁 > ~ 2) likely to reach ~6 
MeV of stat+PDF uncertainty

Ø LHeC/EIC ep collisions would 
largely reduce PDF 
uncertainties (< 2 MeV)

Stefano Camarda 41

Prospects for mW at the HL-LHC with low pileup data

Increased acceptance provided by the 
new inner detector in ATLAS,Z(ITk) 
extends the coverage up to |h| < 4 

K Allows further constraints onZPDFs 
from cross section measurements

With 1fb-1 of low pileup data (<m>~2) likely 
to reach ~ 6 MeV of stat+PDF uncertainty

LHeC ep collisions would largely reduce 
PDF uncertainties (< 2 MeV)

ATL-PHYS-PUB-2018-026

ATLAS-PUB-2018-026

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-026/


mW at the LHC with high pileup data
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Ø The statistical uncertainty is expected to be reduced by factors of 2 to 7 by 
analysing 8 and 13 TeV data sets

Ø PDF uncertainties will be 
reduced by the inclsuion of the 
latest HERA and W asymmetry 
data in the global PDF fits 
(expected a ~30% reduction)

Ø EW uncertainties can be 
largely reduced by 
including available HO 
corrections

Ø 𝑝-' can be reduced by 
using analytic resummation 
at NNLL (if calculations 
improve agreement with 
the data)

Ø Muon calibration can be 
improved using 𝐽/𝜓 data

Stefano Camarda 42

W mass at the LHC with high pileup data

sqrt(s) 7 TeV 8 TeV 13 TeV
Lumi ~4.5 fb-1 ~20 fb-1 ~100 fb-1

Events 15x10-6 80x10-6 600x10-6

Stat Unc.[MeV] 7 3 1

Measured Expected Expected

The statistical uncertainty is expected to be reduced by factors 
of 2 to 7 by analysing 8 and 13 TeV datasets

PDF uncertainties will be reduced 
by the inclusion of the latest 
HERA I+II and W asymmetry 
data in the global PDF fits 
(expected 30% reduction)

EW uncertainties can be 
largely reduced by including 
available HO corrections 

p
T
 W can be reduced by using 
analytic resummation at NNLL 
(if calculations will improve the 
agreement with the data)

Muon calibration can be 
improved using J/psi

𝒔 7 TeV 8 TeV 13 TeV

Luminosity ~4.5 fb-1 ~20 fb-1 ~140 fb-1

Events 1.5"107 8.0"107 8.4"108

Stat. Unc. [MeV] 7 3 1



mW at future colliders
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Ø The ultimate precision on mW can be achieved 
at e+e- colliders trough an energy scan of the 
WW production threshold

Ø Near threshold, the WW cross section is 
proportional to the non-relativistic W velocity 

Physics at LHC and beyond Stefano Camarda 43

W mass at future colliders
The ultimate precision on m

W
 can be achieved at 

e+e- colliders through an energy scan of the WW 
production threshold

arXiv:1306.6352
ILC Giga-Z program
Energy scan 160 to 170 GeV
dM

W
 = 6-7 MeV

Near threshold, the WW cross section is 
proportional to the non-relativistic W velocity

FCCee WW program
dM

W
 = 0.5 MeV 

K dominated by statistical uncertainty

Dominant theory uncertainties
Initial state QED corrections
Parametrization of cross section near threshold

Phys.Rept. 532 (2013) 119-244Ø ILC Giga-Z program:
Ø Energy scan 160 – 170 GeV
Ø 𝛿mW = 6-7 MeV

Ø FCC-ee WW program:
Ø 𝛿mW = 0.5 MeV
Ø Dominated by statistical uncertainties

Ø Dominant uncertainties:
Ø Initial state QED corrections
Ø Parametrisation of cross section near 

threshold
Physics at LHC and beyond Stefano Camarda 43

W mass at future colliders
The ultimate precision on m

W
 can be achieved at 

e+e- colliders through an energy scan of the WW 
production threshold

arXiv:1306.6352
ILC Giga-Z program
Energy scan 160 to 170 GeV
dM

W
 = 6-7 MeV

Near threshold, the WW cross section is 
proportional to the non-relativistic W velocity

FCCee WW program
dM

W
 = 0.5 MeV 

K dominated by statistical uncertainty

Dominant theory uncertainties
Initial state QED corrections
Parametrization of cross section near threshold

Phys.Rept. 532 (2013) 119-2441306.6352
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Figure 5.1: Measurements of the W-pair production cross-section, compared to the predictions
of RACOONWW [168] and YFSWW [161, 167]. The shaded area represents the uncertainty
on the theoretical predictions, estimated as ±2% for

√
s < 170 GeV and ranging from 0.7 to

0.4% above 170 GeV. The W mass is fixed at 80.35 GeV; its uncertainty is expected to give a
significant contribution only at threshold energies.91

https://arxiv.org/abs/1306.6352
https://arxiv.org/abs/1302.3415


Reducing PDF uncertainties
Ø Drell-Yan data provide high sensitivity to PDFs

Ø They feature small systematics (both theoretical and experimental), high 
statistical precision and good control of correlations 

Ø Recent studies have established the remarkable potential of less traditional 
observables such as:
Ø the forward-backward asymmetry (AFB) - JHEP 10 (2019) 176
Ø the A0 angular coefficient - Phys. Lett. B 821 (2021) 136613

Ø The potential of the lepton-charge asymmetry (AW) in constraining PDFs has 
been also investigated - Nuclear Physics B 968 (2021) 115444

Ø The impact of improving the PDF systematic on the experimental sensitivity of 
W’ and Z’ searches at the LHC has been studied - JHEP 02 (2022) 179

Ø Benchmark model: 4-Dimensional Composite Higgs Model (4DCHM) 
realization of the the minimal composite Higgs model – JHEP 04 (2012) 042, 
Nucl. Phys. B 719 (2005) 165 

Ø Two parameters of interest: the compositeness scale 𝑓 and the coupling of 
the new resonance 𝑔7
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https://arxiv.org/abs/1907.07727
https://arxiv.org/abs/2012.10298
https://arxiv.org/abs/2103.10224
https://arxiv.org/abs/2111.09698
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Drell-Yan asymmetry measurements
Ø At LO, angle defined w.r.t. the direction of 

the boost of the di-lepton system

Ø At NLO, angle defined in the Collin-Soper 

frame:  cos 𝜃∗ = 8!,##
9##|8!,##|

8$%8&' : 8$'8&%

9##
& ; 8(,##

&

where 𝑝/
± = 𝐸/ ± 𝑝2,/

Ø 𝜎+ = ∫,
- ./
. 012 3∗

𝑑 cos 𝜃∗

Ø 𝜎5 = ∫6-
, ./
. 012 3∗ 𝑑 cos 𝜃

∗

Ø AFB has smaller systematic but larger 
statistical error compared to cross section 
measurements

Ø Sensitive to (2/3uV + 1/3dV) and 
complementary to DY Charged Current 
asymmetry (uV - dV)

Ø High-invariant mass region: dominated by 
statistical uncertainties 

Ø 𝒎𝒍"𝒍# ≃ 𝒎𝒁: high-stats to perform very 
precise measurements

𝑨𝑭𝑩 =
𝝈𝑭 − 𝝈𝑩
𝝈𝑭 + 𝝈𝑩
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Setup of the xFitter analysis
Ø Datafiles with pseudo-data generated for several PDF sets within xFitter

Ø NLO AFB central values: 62 bins of 2.5 GeV-width from 45 to 200 GeV

Ø NNLO QCD mass dependent k-factor included for estimating the number of 
events in each invariant mass bin

Ø No sensible difference LO analytic and                                                                  
LO from APPLgrid

Ø Various lower rapidity cuts applied:
Ø |Y| > 0 (no cut applied)
Ø |Y| > 1.5
Ø |Y| > 4.0 (only at LO)

Ø Profiling exercise on 5 different PDF sets:
Ø ABMP16NNLO
Ø CT14nnlo
Ø HERAPDF2.0nnlo (EIG)
Ø MMHT14nnlo
Ø NNPDF3.1nnlo (Hessian set)

R. V. Harlander and W. B. Kilgore, Phys. Rev. Lett. 88, 201801 (2002) 
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Figure 1. The A⇤
FB invariant mass distribution output of xFitter obtained for the

HERAPDF2.0nnlo PDF set with the independent analytical code as well as with the grids computed
with MadGraph5_aMC@NLO at LO and NLO.

4.1 PDF profiling

The profiling technique [26] is based on minimizing �2 between data and theoretical pre-
dictions. The PDF uncertainties are included in the �2 using nuisance parameters. The
values of the PDF nuisance parameters at the minimum are interpreted as optimised, or
profiled, PDFs, while their uncertainties determined using the tolerance criterion of ��2 = 1

correspond to the new PDF uncertainties. The profiling approach assumes that the new
data are compatible with the theoretical predictions using the existing PDF set and, un-
der this assumption, the central values of the data points are set to the central values of
the theoretical predictions. No theoretical uncertainties except the PDF uncertainties are
considered when calculating the �2.

Fig. 2 shows the impact of the profiling on the CT14nnlo PDF set. For this specific PDF
set we also rescale the error bands to 68% Confidence Level (CL), for a better comparison
with the results obtained with the other PDF sets. As visible, the largest reduction of the
uncertainty band is obtained for the u-valence quark distribution. As the luminosity grows,
also the distribution for the d-valence quark displays a visible improvement. The main
effects are concentrated in the region of intermediate and small momentum fraction x. The
sea quark distributions show a moderate improvement, progressively increasing with the
integrated luminosity. While the contraction of the error band in the u-sea distribution
seems to saturate above 300 fb�1, the d-sea quark distribution appears to show continued
improvement with an integrated luminosity of 3000 fb�1. For the sea quark distributions,
these effects are concentrated in the region of intermediate x.

Fig. 3 presents the results for the other PDF sets under analysis. From top to bot-
tom there are the profiling for the NNPDF3.1nnlo, MMHT2014nnlo, ABMP16nnlo, and

– 6 –



The lepton-charged asymmetry
Ø Defined as:

Ø NLO QCD predictions from APPLgrid

Ø NNLO QCD + NLO EW accuracy 
achieved using kF

Ø Data well described by modern PDFs

10/05/22 Francesco Giuli - francesco.giuli@cern.ch 48

exploit the sensitivity of the lepton-charge asymmetry AW to the di↵erence
uV � dV to probe linearly independent combinations of up-quark and down-
quark PDFs from both AFB and AW .

We will consider measurements of lepton-charge asymmetry at Runs I and
II [20, 21] as well as future measurements at Run III and HL-LHC luminosities.

Studies of the impact of W and Z production data on PDFs have recently
appeared [22, 23] based on the ePump package [24, 25, 26].

The paper is organised as follows. In Sec. II we describe the calculational
framework for DY asymmetries in xFitter and validate it by comparing Next-
to-Leading-Order (NLO) results with Run I experimental data. In Sec. III
we consider Run III and HL-LHC luminosities and perform a PDF profiling
calculation. Using xFitter, we analyze the separate and combined impact
of high-statistics AFB and AW asymmetry measurements in the mass region
near the vector boson pole on PDF uncertainties. In Sec. IV we illustrate the
implications of this analysis for various DY observables, discussing examples
both in the region of SM vector boson masses and in the multi-TeV region
relevant for new physics BSM searches. We give our conclusions in Sec. V.

2. xFitter calculational framework and comparison with Run I data

We here recall the main elements of the xFitter [15] calculational framework
applied to the DY lepton-charge asymmetry AW , defined as

AW =
d�/d|⌘`|(W+ ! `+⌫)� d�/d|⌘`|(W� ! `�⌫̄)

d�/d|⌘`|(W+ ! `+⌫) + d�/d|⌘`|(W� ! `�⌫̄)
, (1)

and to the reconstructed DY neutral forward-backward asymmetry AFB , de-
fined as

AFB =
d�/dM``(cos ✓⇤ > 0)� d�/dM``(cos ✓⇤ < 0)

d�/dM``(cos ✓⇤ > 0) + d�/dM``(cos ✓⇤ < 0)
, (2)

where ⌘` is the pseudorapidity of the charged lepton defined in the laboratory
frame, M`` is the di-lepton system invariant mass and ✓⇤ is the angle between the
outgoing lepton and the incoming quark defined in the Collins–Soper frame [27].

We validate the implementation of AW by performing fits to ATLAS exper-
imental data [20] at

p
s = 8 TeV. The observable has been computed at NLO

in perturbative QCD, using the MadGraph5 aMC@NLO [28] program, interfaced to
APPLgrid [29] through aMCfast [30]. We obtain theoretical predictions corre-
sponding to the analysis cuts of the ATLAS data recorded at

p
s = 8 TeV from

Ref. [20]. The renormalisation and factorisation scales µR and µF in the NLO
computations are set equal to µR = µF = mW .

These computations are supplemented by K-factors to match theoretical
predictions from an optimised version of the DYNNLO generator [31], which sim-
ulates initial-state QCD corrections to Next-to-NLO (NNLO) accuracy, at LO
in the EW couplings with parameters set according to the Gµ scheme [32]. The
input parameters (the Fermi constant GF, the masses and widths of the W and
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Figure 1: Muon rapidity dependence of the lepton-charge asymmetry AW , for CT18NNLO [34]
and MSHT20 [35] PDFs, compared with the ATLAS measurements [20] at

p
s = 8 TeV.

PDF set �2/d.o.f.
CT18NNLO 10.26/11
CT18ANNLO 11.29/11

MSHT20nnlo as118 12.18/11
NNPDF3.1 nnlo as 0118 hessian 14.88/11

PDF4LHC15 nnlo 100 9.53/11
ABMP16 5 nnlo 18.21/11

HERAPDF20 NNLO EIG 8.92/11

Table 1: The �2 values per degree of freedom from fits to AW experimental measurements [20]
using xFitter [15], for di↵erent PDF sets. PDF uncertainties are evaluated at the 68%
Confidence Level (CL).

Z bosons and the Cabibbo-Kobayashi-Maskawa (CKM) entries) are taken from
Ref. [33].

In Fig. 1 we implement the calculation of AW in xFitter [15] and present
the comparison of our theoretical predictions for AW (for two choices of PDFs,
CT18NNLO [34] and MSHT20nnlo [35]) with the ATLAS experimental measure-
ments [20]. In Tab. 1 we extend the comparison by performing fits with several
PDF sets: CT18NNLO, CT18ANNLO [34], MSHT20nnlo [35], NNPDF3.1nnlo [36],
PDF4LHC15nnlo [37], ABMP16nnlo [38] and HERAPDF2.0nnlo [39]. The re-
sults for the �2 values are reported in Tab. 1 for each of the PDF sets, showing
a good description of data for all sets.

We investigate the accuracy of our computation for AW by estimating its
theory uncertainty through variation of the factorisation and renormalisation
scales. Fig. 2 shows AW theoretical predictions versus W -boson rapidity at
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Figure 1: Muon rapidity dependence of the lepton-charge asymmetry AW , for CT18NNLO [34]
and MSHT20 [35] PDFs, compared with the ATLAS measurements [20] at

p
s = 8 TeV.

PDF set �2/d.o.f.
CT18NNLO 10.26/11
CT18ANNLO 11.29/11

MSHT20nnlo as118 12.18/11
NNPDF3.1 nnlo as 0118 hessian 14.88/11

PDF4LHC15 nnlo 100 9.53/11
ABMP16 5 nnlo 18.21/11

HERAPDF20 NNLO EIG 8.92/11

Table 1: The �2 values per degree of freedom from fits to AW experimental measurements [20]
using xFitter [15], for di↵erent PDF sets. PDF uncertainties are evaluated at the 68%
Confidence Level (CL).

Z bosons and the Cabibbo-Kobayashi-Maskawa (CKM) entries) are taken from
Ref. [33].

In Fig. 1 we implement the calculation of AW in xFitter [15] and present
the comparison of our theoretical predictions for AW (for two choices of PDFs,
CT18NNLO [34] and MSHT20nnlo [35]) with the ATLAS experimental measure-
ments [20]. In Tab. 1 we extend the comparison by performing fits with several
PDF sets: CT18NNLO, CT18ANNLO [34], MSHT20nnlo [35], NNPDF3.1nnlo [36],
PDF4LHC15nnlo [37], ABMP16nnlo [38] and HERAPDF2.0nnlo [39]. The re-
sults for the �2 values are reported in Tab. 1 for each of the PDF sets, showing
a good description of data for all sets.

We investigate the accuracy of our computation for AW by estimating its
theory uncertainty through variation of the factorisation and renormalisation
scales. Fig. 2 shows AW theoretical predictions versus W -boson rapidity at
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Eur. Phys. J. C 79 (2019) 760

Ø AW pseudodata at 𝑠 = 13 TeV
for different luminosities:
Ø 300 fb-1 (end of LHC Run III)
Ø 3 ab-1 (HL-LHC stage)

https://arxiv.org/abs/1904.05631
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Figure 4: Original CT18NNLO [34] (blue) and profiled distributions using AFB (top) and
AW (bottom) pseudodata corresponding to integrated luminosities of 300 fb�1 (pink) and
3000 fb�1 (cyan). Results are shown for valence quark distributions at Q2 = M2

Z = 8317
GeV2.
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3000 fb�1 (cyan). Results are shown for anti-quark distributions.
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Ø Comparable sensitivity on 
valence quark PDFs 

Ø AW largely sensitivity to 
𝑥(𝑑@ − 𝑢@)

Ø Complementary wrt AFB -
mostly sensitive to 
𝑥(1/3 𝑑@ + 2/3 𝑢@)

Ø Strong reduction of PDF 
uncertainties at low-x

Ø AFB provides slightly 
stronger constraints

Ø Saturation of uncertainty 
reduction from 300 fb-1 to 
3 ab-1
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Figure 6: Original CT18NNLO [34] (blue) and profiled distributions using either AFB (pink)
or both AFB and AW (cyan) pseudodata corresponding to integrated luminosity of 300 fb�1.
Results are shown for valence-quark and sea-quark distributions at Q2 = M2

Z = 8317 GeV2.

particularly for the ū PDF in the low x region and for the d̄ PDF in the low and
intermediate x range. The improvement in this case is however more moderate.

We note that in the above results the reduction in PDF uncertainties appears
to saturate with increasing luminosity, with the profiled error bands obtained
for 3000 fb�1 being close to the ones obtained for 300 fb�1.

3.3. Profiling with the combination of AFB and AW

We next present the results of the profiling when superimposing constraints
from AFB and AW pseudodata. Fig. 6 shows the profiled PDF set uncertainty
bands using AFB pseudodata, and the corresponding bands upon inclusion of
constraints from AW pseudodata, in the scenario of 300 fb�1 integrated lumi-
nosity. This illustrates how the combination of AFB and AW further improves
PDF behaviour in terms of error reduction. For instance, in the dV � uV PDF
combination at x = 10�4, a 20% reduction of uncertainty from AFB pseudodata
is further improved by an extra 2% by the inclusion of the AW observable.

Fig. 7 shows the analogous results in the scenario of 3000 fb�1 integrated
luminosity. The saturation in the reduction of uncertainties already observed
in the previous subsection is also visible here. Considering the dV � uV PDF
combination at x = 10�4, we observe a further reduction of about 1% with
respect to the case with pseudodata corresponding to 300 fb�1 luminosity, when
superimposing AFB and AW constrains.
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Figure 6: Original CT18NNLO [34] (blue) and profiled distributions using either AFB (pink)
or both AFB and AW (cyan) pseudodata corresponding to integrated luminosity of 300 fb�1.
Results are shown for valence-quark and sea-quark distributions at Q2 = M2

Z = 8317 GeV2.

particularly for the ū PDF in the low x region and for the d̄ PDF in the low and
intermediate x range. The improvement in this case is however more moderate.

We note that in the above results the reduction in PDF uncertainties appears
to saturate with increasing luminosity, with the profiled error bands obtained
for 3000 fb�1 being close to the ones obtained for 300 fb�1.

3.3. Profiling with the combination of AFB and AW

We next present the results of the profiling when superimposing constraints
from AFB and AW pseudodata. Fig. 6 shows the profiled PDF set uncertainty
bands using AFB pseudodata, and the corresponding bands upon inclusion of
constraints from AW pseudodata, in the scenario of 300 fb�1 integrated lumi-
nosity. This illustrates how the combination of AFB and AW further improves
PDF behaviour in terms of error reduction. For instance, in the dV � uV PDF
combination at x = 10�4, a 20% reduction of uncertainty from AFB pseudodata
is further improved by an extra 2% by the inclusion of the AW observable.

Fig. 7 shows the analogous results in the scenario of 3000 fb�1 integrated
luminosity. The saturation in the reduction of uncertainties already observed
in the previous subsection is also visible here. Considering the dV � uV PDF
combination at x = 10�4, we observe a further reduction of about 1% with
respect to the case with pseudodata corresponding to 300 fb�1 luminosity, when
superimposing AFB and AW constrains.
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Figure 6: Original CT18NNLO [34] (blue) and profiled distributions using either AFB (pink)
or both AFB and AW (cyan) pseudodata corresponding to integrated luminosity of 300 fb�1.
Results are shown for valence-quark and sea-quark distributions at Q2 = M2

Z = 8317 GeV2.

particularly for the ū PDF in the low x region and for the d̄ PDF in the low and
intermediate x range. The improvement in this case is however more moderate.

We note that in the above results the reduction in PDF uncertainties appears
to saturate with increasing luminosity, with the profiled error bands obtained
for 3000 fb�1 being close to the ones obtained for 300 fb�1.

3.3. Profiling with the combination of AFB and AW

We next present the results of the profiling when superimposing constraints
from AFB and AW pseudodata. Fig. 6 shows the profiled PDF set uncertainty
bands using AFB pseudodata, and the corresponding bands upon inclusion of
constraints from AW pseudodata, in the scenario of 300 fb�1 integrated lumi-
nosity. This illustrates how the combination of AFB and AW further improves
PDF behaviour in terms of error reduction. For instance, in the dV � uV PDF
combination at x = 10�4, a 20% reduction of uncertainty from AFB pseudodata
is further improved by an extra 2% by the inclusion of the AW observable.

Fig. 7 shows the analogous results in the scenario of 3000 fb�1 integrated
luminosity. The saturation in the reduction of uncertainties already observed
in the previous subsection is also visible here. Considering the dV � uV PDF
combination at x = 10�4, we observe a further reduction of about 1% with
respect to the case with pseudodata corresponding to 300 fb�1 luminosity, when
superimposing AFB and AW constrains.
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Ø The combination of AW
and AFB can further 
reduce the PDF bands

Ø Strong reduction of PDF 
uncertainties at low- and 
intermediate-x

Ø 𝑥Z𝑢 and 𝑥𝑑̅ show reduced 
bands at high-x as well
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Ø We studied the reduction of uncertainties in the high invariant mass spectra 
for BSM searches

Ø Original PDF uncertainty (i.e.) at 4 TeV from 11.9% is reduced to: 
Ø 11% (10.2%) by AFB 300 (3000) fb-1 data
Ø 9.6% (9.4%) by AW 300 (3000) fb-1 data 
Ø 8.4% (7.8%) by combination of AFB and AW 300 (3000) fb-1 data 
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Figure 11: Relative PDF error on the invariant mass spectrum of the neutral DY channel
(left) and on the transverse mass spectrum of the charged DY channel (right).

relative uncertainty to 4.7% (4.6%) for a transverse mass of 2 TeV and to 12.3%
(11.9%) for a transverse mass of 4 TeV when using an integrated luminosity
of 300 (3000) fb�1. The combination of AFB and AW data further constrains
the PDF relative uncertainty to 4.0% (3.6%) for a transverse mass of 2 TeV
and to 11.8% (10.9%) for a transverse mass of 4 TeV when using an integrated
luminosity of 300 (3000) fb�1.

In the following we will study the impact of the reduction of PDF uncertain-
ties in the invariant mass and transverse mass spectra of specific BSM bench-
marks featuring a neutral and charged resonance, respectively. We introduce the
enhanced Sequential SM (SSM) model as in Ref. [48], which follows the original
SSM [49] and features in its spectrum an extra Z 0 and a W 0 characterised by
the same chiral couplings as the SM gauge bosons, but in this case the overall
BSM gauge coupling is enhanced by a factor 3 with respect to the SM one.
This is a BSM scenario providing typically wide Z 0 (�Z0/MZ0 ' 27%) and W 0

(�W 0/MW 0 ' 41.6%) whose discovery will occur through (low mass) tail e↵ects
rather than on-peak e↵ects. In the following analysis we fix the masses of the
neutral and charged heavy gauge bosons to 7.2 TeV and 10 TeV respectively.
We will show that the reduction of PDF uncertainties is relevant for an early
discovery of their associated signals at the HL-LHC, i.e., for a default luminosity
of 3000 fb�1.

4.2. E↵ects on Z 0 searches

The anticipated improvement of the PDFs in the invariant mass spectrum
have a substantial impact on searches for BSM neutral resonances. Traditional
searches for peaked Breit-Wigner shapes are clearly less concerned by the errors
on the PDFs, however, the significance of wide resonance signals is greatly
a↵ected by PDF systematic uncertainties. In particular, it has been shown that
the presence of a heavy broad resonance can be detected through its interference
with the SM background in the invariant mass region below the Z 0 mass [48].
Thus, the improvement of the PDF uncertainties in the relevant invariant mass
region would considerably enhance the significance of a signal of this kind.

For this purpose, in Fig. 12, we identify the invariant mass region where
statistical and PDF uncertainties are comparable. As intimated, here, we have
assumed an integrated luminosity of 3000 fb�1 both in the estimation of the
statistical errors on the spectrum (red curves) and in the statistical accuracy

12
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Ø PDF uncertainties are relevant in searches for non-resonant objects

Ø Enhanced SSM model (geSSM = 3gSSM) – Phys. Lett. B 803 (2020) 135293 

Ø High invariant mass excess non-significant

Ø Significant depletion of events in the low 
invariant mass region

Ø Early evidence of BSM physics significantly 
improved by reduction of PDF uncertainty 
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Figure 13: Invariant mass distribution of the number of events for the enhanced SSM Z0

benchmark with a mass of 7.2 TeV. The PDF uncertainty (blue shade) represents the original
CT18NNLO error while the statistical error (red shade) corresponds to 3000 fb�1 of integrated
luminosity. NNLO QCD corrections have been applied through a K-factor. No detector
e�ciencies are included.
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profiling (green) with AFB and AW pseudodata with the same integrated luminosity accuracy.
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luminosity. NNLO QCD corrections have been applied through a K-factor. No detector
e�ciencies are included.
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Figure 14: Significance of the enhanced SSM Z0 signal with an integrated luminosity of
3000 fb�1, including the PDF error from original CT18NNLO PDF set (black) and after the
profiling (green) with AFB and AW pseudodata with the same integrated luminosity accuracy.
E�ciencies of both lepton channels are included.
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benchmark with a mass of 7.2 TeV. The PDF uncertainty (blue shade) represents the original
CT18NNLO error while the statistical error (red shade) corresponds to 3000 fb�1 of integrated
luminosity. NNLO QCD corrections have been applied through a K-factor. No detector
e�ciencies are included.
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