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outline 

!  The ALICE Computing Model

"  In a nuthell


!  The ALICE Storage Model 


"  In practice

"  Plus some recent activity


!  Some Plots
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The ALICE 
Computing Model 
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The ALICE Computing Model 

!  For pp similar to the other experiments

"  Quasi-online data distribution and first 

reconstruction at T0

"  Further reconstructions at T1’s


!  For AA different model

"  Calibration, alignment, pilot reconstructions and 

partial data export during data taking

"  Data distribution and first reconstruction at T0 in the 

four months after AA run (shutdown)

"  Further reconstructions at T1’s
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The ALICE Computing Model 

!  Three kinds of data analysis

"  Fast pilot analysis of the data “just collected” to tune the first 

reconstruction at CERN Analysis Facility (CAF)

"  Scheduled batch analysis on the Grid (ESDs and AODs)

"  End-user interactive or batch analysis using PROOF and GRID 

(AODs and ESDs)


!  T0 (CERN)

"  Does: first pass reconstruction; calibration and alignment

"  Stores: one copy of RAW, calibration data and first-pass ESDs


!  T1s

"  Does: reconstructions and scheduled batch analysis

"  Stores: second collective copy of RAW, one copy of all data to be kept, disk 

replicas of ESDs and AODs

!  T2s


"  Does: simulation and end-user analysis

"  Stores: disk replicas of AODs and ESDs
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The components 

!  AliRoot

•  ROOT + Geant3 + …


!  AliEn

"  Data catalogue

"  Job management


!  Xrootd

"  Data access


!  MonALISA

"  Monitoring


!  Underlying infrastructure

"  LCG/INFNGrid


•  But also OSG, NorduGrid,… that use different middleware
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Computing strategy 

!  AliEn as a common front-end for all distributed 
resources


"  Using transparent interfaces to different grids where needed

"  Xrootd as a common file access protocol


!  Jobs are assigned where data is located

"  All policies (data & CPU) enforced on central servers

"  WMS efficiency not a big issue thanks to JAs strategy


!  Resources are shared

"  No “localization” of groups

"  Fairshare Group/Site Contribution and Consumption will be 

regulated by accounting system

"  Prioritisation of jobs in the central ALICE queue


!  Data access only through the GRID

"  No backdoor access to data

"  No “private” processing on shared resources

"  No “private” resources outside of the grid
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Alien components 

Job management

!  Task Queue


"  Database of all submitted jobs

"  Keeps track of status, etc.


!  Job optimizers

"  Run on the TQ

"  Enforce policies, split jobs, etc.


!  Job Agents

"  Run jobs on sites


!  Cluster Monitor

"  Site service working as a 

proxy for Job Agents 



Data management

!  File Catalogue


"  With metadata


!  File Transfer Service

"  Similar to the Task Queue

"  Uses FTS or xrootd


!  Storage Element

"  Not really a piece of AliEn

"  Several “flavours” exist


!  Package Manager

"  Did not know where to put this
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Job submission key concepts 

!  Task Queue and Optimizers

"  Central DB of jobs to be executed

"  Optimizers split and arrange jobs according to input data, 

priority policies and/or user defined criteria


!  Site VO-Box

"  Thin interfaces to underlying Grid site services

"  Submits JobAgents to site 

"  Takes care of proxy management


!  JobAgent

"  Runs on WNs, downloads payload from the TQ and executes it

"  JAs create a “virtual grid” on top of existing Grid 

infrastructures 
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The VO Box 
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Storage Key points 

!  Move jobs, not data

"  Well, mostly


!  Central file and data catalogue


!  All permissions, quotas and policies 
enforced centrally 

"  No distributed policies


!  All data access through xrootd

"  See next section
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105 VOBoxes in 83 centers, >22000 CPU cores

55 Storage Elements


Sites overview 

http://pcalimonitor.cern.ch/
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Alice and xrootd 
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Xrootd  rationale 

!  Uniform access protocol

"  Across sites, storage architectures and use cases


• Run the same analysis macro locally, on PROOF or on the Grid 
accessing data regardlessly of their physical location


• ALWAYS use LFN to reference file


!  Proven performance, stability and scalability

"  ALICE uses xrootd native servers for some of the most critical 

data management tasks:

• Conditions data on the Grid

• Configuration macros for production and analysis


!  “Global redirector” + xrd3cp

"  Xrootd has a highly optimized “WAN mode”

"  Torrent-like “extreme copy”

"  See next slides
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Xrootd 

!  Having an unique WAN+LAN compliant 
protocol allows to do the right thing


"  Exploit locality whenever possible (=most of the 
times)


"  Do not worry too much if a job accesses some data 
files which is not in the same site. This has to be 
possible and foreseen.


• Explicitly creating 100s of replicas takes much more time and risk.


"  Access condition data ONLY via WAN
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xrootd 

!  Each server manages a portion of the storage

"  many servers with small disks, or

"  fewer servers with huge disks


!  Low overhead DB-free aggregation of servers

"  Gives the functionalities of an unique thing

"  A non-transactional file system


!  Efficient LAN/WAN byte-level data access

!  Protocol/architecture built on the tough �

HEP requirements
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deployment 

!  At CERN

"  xCastor2

"  https://twiki.cern.ch/twiki/bin/view/

DataManagement/X2CASTOR

!  At Tier-1s


"  Usually over parallel FS + hierarchical SM

"  CNAF Example: GPFS+TSM+Xrootd

"  dCache + xrootd emulation in Germany


!  At Tier-2s

"  Sometimes over parallel FS

"  Lustre, GPFS

"  StorM to provide SRM access
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!  A mix of xrootd-only storages and DPM 
enabled xrootd (half a dozen of sites)‏

"  DPM/xrootd was the solution for small sites

"  Later Alice pushed xrootd-only 

"  Sites supporting several VO would prefer to have only 

one solution for all Vos

• To have less different services to maintain

• To spread traffic on more servers


"  Many sites moved nevertheless from DPM/xrootd to 
xrootd-only


!  On dCache, xrootd is emulated

"  Protocol re-written in Java
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Global redirector 
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Global redirector 
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The original CAF 
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*interactive analysis facilities 
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Xtreme copy 

F.
 F

ur
an

o,
 J

ul
y 

20
10






Stefano Bagnasco – INFN Torino

II SuperB Computing R&D Workshop - CNAF Nov 16, 2010- 26/3475


Bad sites  and good sites 
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First, availability 

!  To simplify the decision we first remove 
the problematic storages from the options


!  Periodic functional tests of all known SEs

"  currently every 2h

"  add, get, remove of a test file from a remote location


!  The status of an SE can be also set by the 
administrators
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Storage monitoring 

C. Grigoras, Nov 2010
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Second, topology 

!  Each SE is associated a set of IP addresses

"  The IP of the VOBox

"  IPs of xrootd redirector & nodes


!  tracepath/traceroute tests between all 
VOBoxes

"  By MonALISA


!  Recording all routers and the RTT of �
each link

"  + status of storage nodes

"  + bandwidth tests between sites 
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Alice raw network topology 

C.
 G

ri
go

ra
s,

 N
ov

em
be

r 
20

10





Stefano Bagnasco – INFN Torino

II SuperB Computing R&D Workshop - CNAF Nov 16, 2010- 31/3475


Derived network topology 

C.
 G

ri
go

ra
s,

 N
ov

em
be

r 
20

10





Stefano Bagnasco – INFN Torino

II SuperB Computing R&D Workshop - CNAF Nov 16, 2010- 32/3475


France         

Italy       
          Russia 

Derived network topology 
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N
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r 
Fa

r 
Define a distance 

!  Same C-class network

!  Common domain name

!  Same AS

!  Same country (+ function of RTT between �

the respective AS-es if known)

!  If distance between the AS-es is known, use it

!  Same continent


!  Far far away
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Job executed at JINR


Job executed at KOLKATA
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Bottom line 

!  Flexible storage configuration

"  QoS tags are all that users should know about the 

system

"  We can store N replicas at once


!  Maintenance-free system

"  Monitoring feedback on known elements and 

automatic discovery and configuration of new ones


!  Reliable and efficient file access

"  No more failed jobs due to auto discovery and �

failover in case of temporary problems

"  Use the closest working storage element(s) to where 

the application runs
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Some plots 
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Distributed analysis on the grid 
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Traffic to and from se 
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ALICE HI data flowchart 

CASTOR 

RAW export  
to T1s 

DAQ buffer@P2 
200 TB 

2.5GB/sec max 

216TB/day max 

t0alice 
2.3PB 

2.5GB/sec max 
Tape 

2PB total 

alicedisk 
2.3PB 

2.5GB/sec max 
delayed copy 

through xrd3cp 

250MB/sec max  

Pass 1@T0 
280MB/sec max  
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Full rate exercise 

•   Sustained 24 hours data taking and 
transfer to tape at maximum HI rate


•   Simultaneous copy of RAW to disk pool 
(third copy of data)


•   Reconstruct ~10% of data

•   CMS transferring data at their max �

speed at the same time

•   Check of IT infrastructure (network and 

tapes) ability to cope with the combined 
rate
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Transfer P2->CASTOR 

L.
 B

et
ev

, N
ov

em
be

r 
20

10





Stefano Bagnasco – INFN Torino

II SuperB Computing R&D Workshop - CNAF Nov 16, 2010- 42/3475


Data volume 

160 TB (~10% of expected HI volume) 
 60587 files, 2.7GB/file 
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P2 to castor 

!   Average rate – 2GB/sec

!   Max rate 2.5GB/sec

!   ~10% of the expected HI data volume


!   Realistic data taking scenario

"  3 interruptions in data taking for detector 

reconfiguration 

"  2 interruptions to follow up on data transfer to tapes
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Data in from P2


To tape


Disk buffers 
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CASTOR disk buffer out 

•   Average rate 2.4GB/sec, max 8.7GB/sec 

•   


•  The data is on tape no later than 1 hour 
after being written on the disk buffer 
(t0alice)


•   The t0alice buffer can sustain the 
combined rate from P2, to tape and the 
third party copy to alicedisk SE




Stefano Bagnasco – INFN Torino

II SuperB Computing R&D Workshop - CNAF Nov 16, 2010- 46/3475


Copy t0alice to alicedisk (average 2.6GB/sec)


RAW data reconstruction reading and writing


Tape buffers to alicedisk 
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Third party copy to alicedisk and reco 

!  Average copy rate  – 2.5GB/sec


!   Average reco ‘in’ rate – 200 MB/sec

"  ~10% from RAW


!   Average reco ‘out’ rate – 20MB/sec 

"  ~10% from reco ‘in’ rate 
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Combined rate plot 
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thanks 


