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Programme

1. Ab initio description of nuclei

2. Exact many-body methods

3. Expansion many-body methods for closed-shell nuclei

4. Expansion many-body methods for open-shell nuclei



Part 1

Ab initio description of nuclei



Ground state
Mass, size, superfluidity, …

Radioactive decays
β, 2β, α, p, 2p, fission, …

Reaction processes
Fusion, transfer, knockout, …

Spectroscopy
Excitation modes

Exotic structures
Clusters, halos, …

Diversity of nuclear phenomena

Angular corr. ➝  Deformation

Pairing corr.   ➝  Superfluidity

Quartet corr.  ➝  Clustering

Strongly-correlated systems
Nucleon momenta ~ 100 MeV

Separation energies ~ 10 MeV

Vibration modes ~ 1 MeV

Rotation modes ~ 0.01-few MeV

Several scales at play



Which is the most appropriate theoretical description?

⦿ Richness of nuclear phenomena propelled the formulation of many models

Ab initio

Shell model

Energy density
functionals

Liquid drop
model

Collective
model

Cluster
model

Algebraic
model

Interacting
boson model

○ Motivated by regularities observed in data

○ Lack of systematic character

○ Different models not always consistent

Is a unified / consistent / systematic
description possible?



Which is the most appropriate theoretical description?

⦿ Modern view: effective (field) theories

Possible choices as d.o.f.

Quarks & gluons
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➪ Systematically improvable

➪ Internal consistency check

1. Separation of scales  ➝  Definition of d.o.f.

2. Most general dynamics  ➝  All allowed terms

3. Organisation ➝  Power counting

4. Truncation & fit of interaction strengths



Nuclei from lattice QCD

⦿ First option: compute directly nuclear observables

Page 20 of 22 Eur. Phys. J. Plus (2018) 133: 434

Fig. 20. Left: Central part of the nucleon-nucleon potential in the 1S0 channel computed within lattice QCD for three different
quark masses. Taken from ref. [70]. Right: Lattice QCD calculations of bound-state energy levels in the 4He sector. Adapted
from ref. [71].

The situation is more delicate for the EFT expansion. In principle, one of the advantages of using an effective
theory is indeed the capacity to associate an error to each level of truncation of the theory. In practice, the way
chiral EFT is currently implemented poses questions about its feasibility. A fundamental issue concerns the viability
of Weinberg power counting, at the basis of modern chiral EFT interactions, with its correctness being debated
(see, e.g., [63]). Alternative power counting formulations have been proposed but not yet exploited to construct full
Hamiltonians. Moreover, a practical issue relates to the difficulty of deriving higher orders in the chiral EFT expansion
and translating them into matrix elements usable by many-body practitioners, which hinders order-by-order many-
body calculations. Nevertheless, progress is being made towards the long-term goal of thoroughly assessing associated
errors and propagating them into the calculation of many-body observables.

7.2 Extending ab initio calculations to heavy nuclei

Provided that a suitable interaction model is at hand, current ab initio implementations are limited in their applicability
to around mass A ∼ 100. The reasons are mainly computational, but formal challenges are present as well. For what
concerns shell model-type calculations, a diagonalisation of the valence-space Hamiltonian is involved. As A increases,
the dimension of the needed valence space increases. Around or slightly above A ∼ 100 the number of matrix elements
associated to those valence spaces hits the limits of aggregate memory available in modern high-performance computing
clusters (see fig. 6(right)). Possible solutions involve the use of importance-truncation techniques to pre-select a subset
of matrix elements that enter the diagonalisation [64] or the use of Monte Carlo methods [65].

Expansion methods face a different computational problem as they require the use, i.e. the computation and
storage, of large tensors. This pertains both to the interaction matrix elements, in particular of three-body operators,
and to the (particle-hole) amplitudes that enter the many-body expansion. As the mass and consequently the basis
increases, these tensors become intractable. A possible solution involves the implementation of tensor-decomposition
techniques developed in applied mathematics, already in use in quantum chemistry [66]. In addition, these many-body
approaches require generalisations to address doubly open-shell systems, where collective correlations —difficult to
capture when the expansion builds on a spherical reference state— become significant. First steps in this direction are
being done [67].

In general, the extension of ab initio calculations to heavy nuclei will necessarily involve significant technical and
computational developments. Even if such calculations might be able to cover, one day, the whole nuclear chart, at
present it is not clear whether this will be the preferable strategy for a predictive, universal first-principle approach or
instead other EFTs, e.g., based on different (more collective) degrees of freedom, will turn out to be more efficient [68].

7.3 Lattice QCD

One could argue that working with nucleons and pions as degrees of freedom is not really “ab initio”, since we know
that they are composite particles governed by the underlying theory of quantum chromodynamics. Then, can we
compute properties of atomic nuclei starting from QCD?

At low energy, QCD is non-perturbative and calculations are possible only via lattice simulations. A possibility
consists in constructing the bare nucleon-nucleon (and higher-body) interaction directly from lattice QCD calculations.
This route is being pursued but, although a two-body potential has been successfully computed [23] (see fig. 20(left))
and even applied to compute properties of light nuclei [69], considerable difficulties remain in the three-nucleon sector.

[Beane et al. 2013]
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where all interaction energies have been neglected, and N is the number of (independent) calculations.
At large times, the noise-to-signal ratio has the form, as argued by Lepage [138],
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More generally, for a system of A nucleons, the noise-to-signal ratio behaves as
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at large times.
The various “Z-factors”, such as Z3⇡, depend upon the details of the sources and sinks interpolators

that are used. For the calculations performed by the NPLQCD collaboration, the projection onto zero-
momentum final state nucleons, introduces a 1/

p
Volume suppression of the amplitudes of the various

components (except for NN) in addition to color and spin rearrangement suppressions that exists
independent of the spatial structure of the source. As a consequence, an interval of time slices exists at
short times (the “Golden Window”) in which the variance of the correlation function is dominated by
the terms in Eq. (71) that behave as ⇠ e

�2MN t. In this window, the signal-to-noise ratio of the single
baryon correlation function is independent of time. Further, the signal-to-noise ratio does not degrade
exponentially faster in multi-baryon correlation functions than in single-baryon correlation functions in
the “Golden Window”.

The finite temporal extent introduces backward propagating states (thermal states) into the corre-
lation functions which lead to exponentially worse signal-to-noise ratios at large times [115, 116, 117].
These contributions are suppressed by at least exp(m⇡T ), however, they can cause complications. We
note that the impact of these states can be mitigated by working at larger temporal extents and expo-
nentially large computational resources are not required.

With the high statistics calculations that have been performed, the behavior of the signal-to-noise
ratio has been carefully examined, and it was found to be useful to form the e↵ective noise-to-signal
plot [115]. On each time slice, the quantity

S(t) =
�(t)

x(t)
, (73)

is formed, from which the energy governing the exponential behavior (the signal-to-noise energy-scale)
can be extracted via

ES(t; tJ) =
1

tJ
log

✓
S(t+ tJ)

S(t)

◆
. (74)

For a correlation function that is dominated by a single state with a corresponding variance correlation
function dominated by a single energy scale, the quantity ES(t; tJ) will be independent of both t and
tJ .

The signal-to-noise ratio in the one- and two-nucleon sector has the simplest structure as only up
and down quarks appear in the interpolating operators. In the single nucleon sector, it is expected that

40

✓ Could provide highly useful benchmarks

 Robert Roth - TU Darmstadt - March 2021 

Hatsuda, Aoki, Ishii, Beane, Savage, Bedaque,... 

Tomorrow... from Lattice QCD

! first attempts towards construction of 
nuclear interactions directly from 
lattice QCD simulations 

! compute relative two-nucleon wave 
function on the lattice 

! invert Schrödinger equation to 
extract effective two-nucleon potential 

! only schematic results so far 
(unphysical masses and mass 
dependence, model dependence,…) 

! alternatives: phase-shifts or low-
energy constants from lattice QCD

23

Nuclear Interaction from Lattice QCD
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■ first steps towards construction
of a nuclear interaction through
lattice QCD simulations

■ compute relative two-nucleon
wavefunction on the lattice

■ invert Schrödinger equation to
obtain local ‘effective’ two-
nucleon potential

■ schematic results so far (un-
physical quark masses, S-wave
interactions only,...)

10

[Ishii et al. 2007]

⦿ Second option: compute NN (& NNN) potential 

✗ Unphysical pion masses

✗ Difficult to extend to 3-body forces

✓ Extremely useful if extended to hyperons



Which is the most appropriate theoretical description?

⦿ Modern view: effective (field) theories

Nucleons

Possible choices as d.o.f.

Rotation/vibration modes

Quarks & gluons
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➪ Systematically improvable

➪ Internal consistency check

1. Separation of scales  ➝  Definition of d.o.f.

2. Most general dynamics  ➝  All allowed terms

3. Organisation ➝  Power counting

4. Truncation & fit of interaction strengths
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Goal: solve A-body Schrödinger equation (for any A=Z+N)

7

which is a basis-independent function of the energy.
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many-nucleon Hamiltonian

A-body wave function

A-body energies of ground and excited states

1. Model interactions between nucleons 2. Solve many-body Schrödinger eq.

Ab initio nuclear many-body problem

a) Model the form of H

b) Fit coupling constants in H

c) Pre-process H

a) Formulate many-body approach

b) Implement, benchmark, optimise

c) Run calculations

○Automatised algebraic derivations

○ Techniques from applied maths

○High-performance computing

➪ Difficult formal and computational tasks 

input

feedback



One-boson exchange potentials
⦿ Yukawa potential: nuclear force mediated by massive spin-0 boson (the “mesotron” ➝  later, pion)

5
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Yukawa potential

Range ~ Compton wavelength of exchanged boson ~ 1/mm ~ 100 MeV  ←   r ~ 2 fm

⦿ OBE potentials: mesons with larger masses (𝜌,ω, σ) can model ranges smaller than 1/m𝜋

○ Different spin/isospin structures generated

○ Additional phenomenological terms

✓ High precision ➝   χ2 ≈ 2 in the 1980’s, χ2 ≈ 1 in the 1990’s

✗ Hard repulsive core  ➝  strong (short-range) correlations

✗ Phenomenological component  ➝  model dependence



Chiral effective field theory
⦿ Chiral EFT: a systematic framework to construct AN interactions (A=2, 3, …) 

○ Expansion around Q ~ m𝜋  ➝  d.o.f.: nucleons and pions

○ Interactions organised according to power counting

○ Many-body forces/currents consistently derived
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Pion dynamics explicit

High-energy dynamics
➝  Contact interactions

N N

complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0� fm, in which the
dominant class-XIII 3Q exchange potential V3

XIII
Q from [85]

was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1� and 2� at NLO and

higher orders in the chiral expansion for R 0.9� fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.

Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs

Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1� , 2� up to N4LO based on the cutoff of R 0.9� fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.

Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.

Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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[Epelbaum et al. 2015, 2020]
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theory. The energy independence of the potential is a
welcome feature which enables applications to three- and
more-nucleon systems.

We are now in the position to discuss the structure of
the nuclear force at lowest orders of the chiral expansion.
The leading-order (LO) contribution results, according
to Eq. (2.8), from two-nucleon tree diagrams constructed
from the Lagrangian of lowest dimension ∆i = 0, L(0),
which has the following form in the heavy-baryon formu-
lation (144; 145):

L(0)
π =

F 2

4
〈∇µU∇µU † + χ+〉 , (2.9)

L(0)
πN = N̄

(

i v · D+
◦
gA u · S

)

N ,

L(0)
NN = −1

2
CS(N̄N)(N̄N) + 2CT (N̄SN) · (N̄SN) ,

where N , vµ and Sµ ≡ (1/2)iγ5σµνvν denote the large
component of the nucleon field, the nucleon four-velocity
and the covariant spin vector, respectively. The brackets

〈. . .〉 denote traces in the flavor space while F and
◦
gA

refer to the chiral-limit values of the pion decay and the
nucleon axial vector coupling constants. The low-energy
constants (LECs) CS and CT determine the strength of
the leading NN short-range interaction. Further, the uni-
tary 2×2 matrix U(π) = u2(π) in the flavor space collects
the pion fields,

U(π) = 1 +
i

F
τ · π − 1

2F 2
π

2 + O(π3) , (2.10)

where τi denotes the isospin Pauli matrix. The covariant
derivatives of the nucleon and pion fields are defined via
Dµ = ∂µ + [u†, ∂µu]/2 and uµ = i(u†∂µu − u∂µu†). The
quantity χ+ = u†χu†+uχ†u with χ = 2BM involves the
explicit chiral symmetry breaking due to the finite light
quark masses, M = diag(mu, md). The constant B is
related to the value of the scalar quark condensate in the
chiral limit, 〈0|ūu|0〉 = −F 2B, and relates the pion mass
Mπ to the quark mass mq via M2

π = 2Bmq +O(m2
q). For

more details on the notation and the complete expres-
sions for the pion-nucleon Lagrangian including up to
four derivatives/Mπ-insertions the reader is referred to
(146). Expanding the effective Lagrangian in Eqs. (2.9)
in powers of the pion fields one can easily verify that
the only possible connected two-nucleon tree diagrams
are the one-pion exchange and the contact one, see the
first line in Fig. 12, yielding the following potential in the
two-nucleon center-of-mass system (CMS):

V (0)
2N = − g2

A

4F 2
π

'σ1 · 'q'σ2 · 'q
'q2 + M2

π
τ 1 ·τ 2 +CS +CT'σ1 ·'σ2 , (2.11)

where the superscript of V2N denotes the chiral order ν,
σi are the Pauli spin matrices, 'q = 'p ′ − 'p is the nucleon
momentum transfer and 'p ('p ′) refers to initial (final)
nucleon momenta in the CMS. Further, Fπ = 92.4 MeV
and gA = 1.267 denote the pion decay and the nucleon
axial coupling constants, respectively.

Leading order

Next−to−next−to−next−to−leading order

Next−to−leading order

Next−to−next−to−leading order

FIG. 12 Chiral expansion of the two-nucleon force up to
N3LO. Solid dots, filled circles, squares and diamonds denote
vertices with ∆i = 0, 1, 2 and 4, respectively. Only irre-
ducible contributions of the diagrams are taken in to account
as explained in the text.

The first corrections to the LO result are suppressed
by two powers of the low-momentum scale. The ab-
sence of the contributions at order ν = 1 can be traced
back to parity conservation which forbids (N̄N)(N̄N)
vertices with one spatial derivative and πNN vertices
with two derivatives (i. e. ∆i = 1). The next-to-leading-
order (NLO) contributions to the 2NF therefore result
from tree diagrams with one insertion of the ∆i = 2-
interaction and one-loop diagrams constructed from the
lowest-order vertices, see Fig. 12. The relevant terms in
the effective Lagrangian read (147)

L(2)
π =

l3
16

〈χ+〉2 +
l4
16

(

2〈∇µU∇µU †〉〈χ+〉

+ 2〈χ†Uχ†U + χU †χU †〉 − 4〈χ†χ〉 − 〈χ−〉2
)

+ . . . ,

L(2)
πN = N̄

(

1

2
◦
m

(v · D)2 − 1

2
◦
m

D · D + d16S · u〈χ+〉

+ id18S
µ[Dµ, χ−] + . . .

)

N ,
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quark masses, M = diag(mu, md). The constant B is
related to the value of the scalar quark condensate in the
chiral limit, 〈0|ūu|0〉 = −F 2B, and relates the pion mass
Mπ to the quark mass mq via M2

π = 2Bmq +O(m2
q). For

more details on the notation and the complete expres-
sions for the pion-nucleon Lagrangian including up to
four derivatives/Mπ-insertions the reader is referred to
(146). Expanding the effective Lagrangian in Eqs. (2.9)
in powers of the pion fields one can easily verify that
the only possible connected two-nucleon tree diagrams
are the one-pion exchange and the contact one, see the
first line in Fig. 12, yielding the following potential in the
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momentum transfer and 'p ('p ′) refers to initial (final)
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and gA = 1.267 denote the pion decay and the nucleon
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FIG. 12 Chiral expansion of the two-nucleon force up to
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interaction and one-loop diagrams constructed from the
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theory. The energy independence of the potential is a
welcome feature which enables applications to three- and
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sence of the contributions at order ν = 1 can be traced
back to parity conservation which forbids (N̄N)(N̄N)
vertices with one spatial derivative and πNN vertices
with two derivatives (i. e. ∆i = 1). The next-to-leading-
order (NLO) contributions to the 2NF therefore result
from tree diagrams with one insertion of the ∆i = 2-
interaction and one-loop diagrams constructed from the
lowest-order vertices, see Fig. 12. The relevant terms in
the effective Lagrangian read (147)
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L(2)
NN = −C̃1

(

(N̄DN) · (N̄DN) + ((DN̄ )N) · ((DN̄)N)
)

− 2(C̃1 + C̃2)(N̄DN) · ((DN̄)N)

− C̃2(N̄N) · ((D2N̄)N + N̄D2N) + . . . , (2.12)

where li, di and C̃i denote further LECs and
◦
m is the

nucleon mass in the chiral limit. The ellipses in the pion
and pion-nucleon Lagrangians refer to terms which do
not contribute to the nuclear force at NLO. In the case
of the nucleon-nucleon Lagrangian L(2)

NN only a few terms
are given explicitly. The complete reparametrization-
invariant set of terms can be found in (148). The NLO
contributions to the two-nucleon potential have been first
considered in (149; 150) utilizing the framework of time-
ordered perturbation theory. The corresponding energy-
independent expressions have been worked out in (151)
using the method described in (152) and then re-derived
in (142) using an S-matrix-based approach and, inde-
pendently, in (143; 153) based on the method of uni-
tary transformation. The one-pion (1π) exchange dia-
grams at NLO do not produce any new momentum de-
pendence. Apart from renormalization of various LECs
in Eq. (2.11), one obtains the leading contribution to the
Goldberger-Treiman discrepancy (154)
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d18 + . . . (2.13)

where the ellipses refer to higher-order terms. Similarly,
loop diagrams involving NN short-range interactions only
lead to (Mπ-dependent) shifts in the LO contact terms.
The remaining contributions to the 2NF due to higher-
order contact interactions and two-pion exchange have
the form:

V (2)
2N = − τ 1 · τ 2

384π2F 4
π

LΛ̃(q)

(

4M2
π(5g4

A − 4g2
A − 1)

+ "q 2(23g4
A − 10g2

A − 1) +
48g4

AM4
π

4M2
π + "q 2

)

− 3g4
A

64π2F 4
π

LΛ̃(q)
(

"σ1 · "q "σ2 · "q − "σ1 · "σ2 "q
2
)

+ C1 "q
2 + C2

"k2 + (C3 "q
2 + C4

"k2)"σ1 · "σ2

+ iC5
1

2
("σ1 + "σ2) · "q × "k + C6 "q · "σ1 "q · "σ2

+ C7
"k · "σ1

"k · "σ2 , (2.14)

where q ≡ |"q | and the LECs Ci can be written as lin-
ear combinations of C̃i in Eq. (2.12). The loop function

LΛ̃(q) is defined in the spectral function regularization
(SFR) (155; 156) as

LΛ̃(q) = θ(Λ̃ − 2Mπ)
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where we have introduced the following abbreviations:

ω =
√

4M2
π + "q 2 and s =

√

Λ̃2 − 4M2
π . Here, Λ̃ denotes

Next−to−leading order

Next−to−next−to−leading order

Next−to−next−to−next−to−leading order

FIG. 13 Chiral expansion of the three-nucleon force up to
N3LO. Diagrams in the first line (NLO) yield vanishing con-
tributions to the 3NF if one uses energy-independent for-
mulations as explained in the text. The five topologies
at N3LO involve the two-pion exchange, one-pion-two-pion-
exchange, ring, contact-one-pion exchange and contact-two-
pion-exchange diagrams in order. Shaded blobs represent
the corresponding amplitudes. For remaining notation see
Fig. 12.

the ultraviolet cutoff in the mass spectrum of the two-
pion-exchange potential. If dimensional regularization
(DR) is employed, the expression for the loop function
simplifies to

L(q) = lim
Λ̃→∞

LΛ̃(q) =
ω

q
ln
ω + q

2Mπ
. (2.16)

In addition to the two-nucleon contributions, at NLO
one also needs to consider three-nucleon diagrams shown
in the first line of Fig. 13. The first diagram does not in-
volve reducible topologies and, therefore, can be dealt
with using the Feynman graph technique. It is then
easy to verify that its contribution is shifted to higher
orders due to the additional suppression by the factor
of 1/m caused by the appearance of time derivative at
the leading-order ππN̄N vertex, the so-called Weinberg-
Tomozawa vertex. The two remeining diagrams have
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Apply to the many-nucleon system 
(and propagate the theoretical error)

○ Theoretical error assigned to each order
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Accuracy of chiral potentials

[Hüther et al. 2020]
⦿ Accuracy of chiral potentials steadily improving

Rms deviations approaching phenomenological approaches

○ Ground-state energies  ➝   rms deviation around 3 MeV (~ 1-1.5%)

○ Charge radii  ➝  rms deviation around 0.02 fm (~ 0.5-1%)
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Part 2

Exact many-body methods



Many-body Schrödinger equation

⦿ Goal: solve A-body Schrödinger equation (for any A)

7

which is a basis-independent function of the energy.
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many-nucleon Hamiltonian A-body wave function

A-body energies of ground and excited states

⦿ Only input

○ Given as a sum of many operators in momentum space (⨂ spin & isospin)

○ Transformed into basis of choice (e.g. harmonic oscillator)

○ Typically truncated at 3N level
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i

ci | ii (11)

H = Hint = Tint + VNN + V3N + . . . (12)

Other observables  ←  Expectation value of any operator



Coordinate-space vs configuration-space methods

⦿ Coordinate-space methods

○ Directly work with many-body wave function (e.g. Monte Carlo sampling)

Markov chain:

F D, O = T x, y A x, y

One possible implementation ( genial! ):

-> \ D, O a	random	step	from	x → y
-> ! D, O = min 1, A* ? . B,?

A* B . ?,B
weight the new configuration

Initialize jC
#Steps > N 
wanted?

Draw a new coordinate: 
D"DE = DFGH ± ,l9' −1,1 ⋅ no-p

Extract a second random number
q = ,l9' 0,1

!# "$%&
!# "'()

*
> $ ?

DFGH = D"DE

no

yes

no

#Steps distributed 
as $/ +

D*
Random walk

Accept move?

D0 D*

D*
D+

D1 D2

D3
D"$*

D"

$
/
+

It can be any random walk
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⦿ Coordinate-space methods

○ Directly work with many-body wave function (e.g. Monte Carlo sampling)

○ Discretise the problem on a lattice  ➝  Nuclear Lattice Effective Field Theory
8 Dean Lee

Fig. 6.2 A sketch showing
nucleons which evolve
with each time step. At
leading order in chiral
effective field theory, the
interactions include two
contact interactions and
the exchange of pions.

We illustrate using the interactions that appear at leading order in chiral effective field
theory. For pedagogical purposes we discuss the simplest possible implementation of the
leading order action on the lattice. We first consider a zero-range contact interaction which
is independent of nucleon spin and isospin. The action has the form

SC
int(c

⇤,c) = at
C
2

Â
n,nt

[c⇤(n,nt)c(n,nt)]
2 . (6.26)

We can write this as

exp
⇥
�SC

int
(c⇤,c)

⇤
=

Z
Ds exp [�Sss(s)�Ss(c⇤,c,s)] (6.27)

for auxiliary field s(n,nt), where

Sss(s) =
1

2
Â
n,nt

s2(n,nt), (6.28)

Ss(c⇤,c,s) =
p

�Cat Â
n,nt

s(n,nt)c⇤(n,nt)c(n,nt). (6.29)

In our definition of the integration measure Ds, we include a factor of 1/
p

2p for each degree
of freedom.

Next we consider an isospin-dependent contact interaction

SC0
int(c

⇤,c) = at
C0

2
Â

n,nt ,I
[c⇤(n,nt)tIc(n,nt)]

2 , (6.30)

where tI for I = 1,2,3 are the Pauli matrices in isospin space. Then we can use

exp

h
�SC0

int
(c⇤,c)

i
=

Z
’

I
DsI exp [�SsIsI (sI)�SsI (c

⇤,c,sI)] (6.31)

for auxiliary fields sI(n,nt) where



Coordinate-space vs configuration-space methods

⦿ Coordinate-space methods

○ Directly work with many-body wave function (e.g. Monte Carlo sampling)

✓ Flexible (any spatial configuration is accessible) + no intensive memory requirement

✗ Sign problem ➝ constrained choice of H + expensive in processor time

○ Discretise the problem on a lattice  ➝  Nuclear Lattice Effective Field Theory
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✓ Flexible (any spatial configuration is accessible) + no intensive memory requirement

✗ Sign problem ➝ constrained choice of H + expensive in processor time

○ Discretise the problem on a lattice  ➝  Nuclear Lattice Effective Field Theory

⦿ Configuration-space methods

○ Expand eigenstates on a basis of known many-body states

Correlations as particle-hole excitations

⦿ In configuration-space methods, correlations are accounted for by means of ph excitations

○ Recall:

Tichai et al. MBPT for Finite Nuclei

both generate all allowed diagrams at a given order without
missing any and to evaluate their expression in a quick and error-
safe way. Consequently, the last tool introduced to tackle this
difficulty consists of an automatized generation and evaluation
of diagrams [88–95]. All these technical, yet crucial, aspects of
MBPT are not addressed in the present article and the interested
reader is referred to the references.

5.1. Reference State
The present chapter is dedicated to the simplest form of MBPT
appropriate to closed-shell systems. This first version relies on the
use of a symmetry-conserving Slater determinant reference state

|!〉 ≡
A

∏

i=1

c†i |0〉, (34)

where the set of single-particle creation operators {c†p} acts on
the physical vacuum |0〉. This constitutes an appropriate starting
point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
case in Figure 2. While, in principle, the single-particle basis
is completely arbitrary, applications will reveal its significant
impact on the qualitative behavior of the perturbative expansion.

5.2. Normal Ordering
Applying Wick’s theorem with respect to |!〉, the Hamiltonian
can be rewritten in terms of normal-ordered contributions

H = H[0]+
∑

pq

H[2]
pq : c†pcq :+

1
4

∑

pqrs

H[4]
pqrs : c†pc

†
qcscr :+ . . . , (35)

where : : denotes the normal order of the involved creation and
annihilation operators. Thus, H[0] is the expectation value of
H in |!〉 whereas H[2]

pq and H[4]
pqrs define matrix elements of

effective, i.e., normal-ordered, one-body and two-body operators,
respectively. The dots denote normal-ordered operators of higher
ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).

5.3. Partitioning
To explicitly set up the partitioning of the Hamiltonian
(Equation 8), one adds and subtracts a diagonal normal-ordered
one-body operator

H̄[2] ≡
∑

p

ep : c†pcp : (36)

such that

H0 = H[0] +
∑

p

ep : c†pcp :, (37a)

H1 ≡ H̆[2] +H[4], (37b)

with

H̆[2] ≡ H[2] − H̄[2] =
∑

p%=q

H[2]
pq : c†pcq : . (38)

Introducing the set of Slater determinants obtained from |!〉 via
n-particle/n-hole excitations

|!ab···
ij··· 〉 ≡ c†ac

†
b . . . cjci|!〉, (39)

one obtains an orthonormal basis of the A-body Hilbert space

H
A = {|!〉, |!a

i 〉, |!
ab
ij 〉, |!

abc
ijk 〉, ...}, (40)

which is nothing but the eigenbasis of H0

H0|!〉 = H[0]|!〉, (41a)

H0|!
ab···
ij··· 〉 = (H[0] + εab···ij··· )|!

ab···
ij··· 〉, (41b)

where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
H1 = H[4]. This is obtained by using the reference Slater
determinant |!〉 solution of the Hartree-Fock (HF) variational
problem and by defining H̄[2] from the eigenvalues of the one-
body HF Hamiltonian.
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Ref. Slater ➝   expand on

⦿ Configuration-interaction techniques (e.g. no-core shell model)

○ Few-p-few-h and many-p-many-h excitations treated on an equal footing

⦿ Expansion techniques

○ Expansion in the rank k of kp-kh excitations

○ Efficient treatment of both dynamical and static correlations

○ Efficient treatment of dynamical correlations, difficult to treat static correlations

Correlations as particle-hole excitationsCorrelations as particle-hole excitationsCorrelations as particle-hole excitations

+  …  ++ +  …  + +  …

Ref 1p1h 2p2h 3p3h

Correlations as particle-hole excitations

✓ Universally applicable to any H + amenable to controlled approximations

✗ Expensive in memory usage + constrained by the properties of basis states



One-body (= single-particle) basis

⦿ Basic constituents: nucleons characterised by position, spin and isospin

○ Single-nucleon states expressed as

⦿ Standard choice for nuclear structure approaches 

⦿ Orbital angular momentum and spin are typically coupled 

e.g., solutions of one-body harmonic oscillator

eigenstates of s2 and sz with s=1/2

eigenstates of t2 and tz with t=1/2
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Many-body basis

⦿ When dealing with fermions, many-body states have to be explicitly antisymmetrised
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Antisymmetrisation operator

Slater determinants

○ Antisymmetric under exchange
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➝  minimal intrinsic correlations

⦿ Any antisymmetric state can be expanded in the Slater determinant basis
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Configuration interaction

1. Select a one-body basis

2. Construct A-body basis of Slater determinants

3. Convert Schrödinger equation into a matrix eigenvalue problem
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Model space truncations

⦿ Expansion on Slater determinants involves an infinite number of basis states

➪ truncations have to be necessarily introduced

⦿ Two main ways of truncating the basis

○ Full CI: truncate the one-body basis (at some maximum single-particle energy emax)

○ No-core shell model: cut the many-body basis (total number of HO excitation quanta Nmax)
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obviously cannot store an infinite vector…  

Robert Roth - TU Darmstadt - March 2021

No-Core Shell Model (NCSM)

! technical advantages of the NCSM: 

• many-body energy truncation (Nmax) truncation is much more efficient than 
single-particle energy truncation (emax, cf. FCI) 

• equivalent NCSM formulation in relative / Jacobi coordinates for each Nmax 

• explicit separation of center of mass and intrinsic motion for each Nmax

24

! special case of a CI approach: 

• single-particle basis is a  
spherical HO basis 

• truncation in terms of the total 
number of HO excitation quanta 
Nmax in the many-body states

6 Many-Body Calculation

After the SRG transformation of the initial �EFT interaction and the subsequent transformation to the JT-coupled
scheme, we want to solve the stationary Schrödinger equation,

H
�� i
↵
= Ei

�� i
↵

, (6.1)

for a given nucleus, where we are interested in the eigenvalues Ei . We only focus on the lowest eigenvalue, the
ground-state energy, which we use to investigate our new interactions that include irreducible four-body parts from
the SRG evolution.

An completely exact calculation would in principle require an infinite model space, and is therefore not possible.
However, our many-body methods, i.e., the NCSM and IT-NCSM, converge to the exact results when increasing
the model space size. Therefore, the calculation can be performed for any desired accuracy, as long as the model
space stays small enough to handle it. For simplicity we first discuss the no-core shell model (NCSM) without any
importance truncation.

The most prominent feature of the NCSM is its model space. It uses antisymmetric HO states for building the model
space. In principal, different kinds of HO bases are possible, but we focus on the m-scheme (Sec. 4.2), i.e., Slater-
determinants of single-particle HO states. First, the possible unperturbed Slater determinants are constructed, i.e.,
all m-scheme basis states with the lowest HO energy possible are included. For example, 4He would have two
protons and two neutrons in the s-shell. The total HO energy quantum number is E = 0 in this case and there is
only one Slater determinant that can be constructed. In the case of 5He, an additional neutron can be found in the
p-shell, raising the total HO energy quantum number to E = 1. Since we have multiple single-particle states in the
p-shell with the same HO energy, we have to add all the possible Slater determinants to our model space that have
one neutron in one of the p-shell single-particle states while the other two neutrons occupy the s-shell.

In a second step, excited HO configurations are added. We find these configurations by taking one of the unper-
turbed Slater determinants and moving one or multiple nucleons to states in upper shells. The relevant parameter
in this case is the excitation energy: As the energy difference between adjacent shells is always ~h!, we simply count
the total number of shells we lift the particles. For example, Fig. 6.1 shows a 6 ~h! configuration for 16O. This num-
ber is limited by Nmax, e.g., a model space with Nmax = 2 includes all the unperturbed Slater determinants, all
configurations where one particle has been lifted one or two shells and all configurations where two particles have
been lifted one shell each.

0s

0p

0d, 1s

0f, 1p

0g, 1d, 2s
�E = ~h!

Figure 6.1: Configuration for 16O with an excitation energy of 5 ~h!. Neutrons are depicted as blue dots, whereas protons are
red.

For a given nucleus and Nmax truncation, we can construct the necessary energy truncation E4
max, which we use for

the four-body m-scheme representations of the interaction. For instance, a consistent Nmax = 2 calculation of 4He
needs four-body m-scheme matrix elements with E4

max = 2. An 16O calculation, on the other hand, would require
matrix elements with E4

max = 6, as picking four particles out of a 16-body NCSM model space with Nmax = 2 can
at most yield a total HO energy quantum number of E = 6 for these four particles.
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Example: Nmax = 6

[Figure: R.Roth]



Computational strategy

⦿ Key features

○ One is only interested in a few low-lying eigenstates

○ Hamiltonian matrix is sparse (< 0.01% of non-zeros at working values of Nmax)

○ Lanczos-type algorithms employed to extract first few eigenstates and associated eigenvalues

○ Fast storage of non-zero matrix elements sets the limits of matrix dimensions
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Figure 2: On the left, sparsity structure of Ĥ for 6Li at Nmax = 2, with 800 many-body basis
states, 92 groups of states, 1,826 nonzero tiles and 33,476 nonzero matrix elements in the lower
triangular portion of the symmetric matrix. On the right a more detailed plot of one CSB block
(the (3,2)-block) of this matrix. Boundaries of CSB blocks and tiles are indicated by the solid and
dashed lines, respectively.

The grouping of many-body basis states leads to a partitioning of Ĥ into many tiles. Each
tile can be indexed by two group identification labels g(a) ⌘ (g(a1), g(a2), . . . , g(aA)) and g(a0) =
(g(a01), g(a

0
2), . . . , g(a

0
A
)), where g(ai) denotes the (n, l, j) quantum numbers associated with the

single-particle state ai. The dimension of the tile is determined by the sizes of g(a) and g(a0). In
MFDn, we first perform pairwise comparisons of g(a) and g(a0) to determine (potentially) nonzero
tiles. If g(ai) 6= g(a0

j
) for more than d single-particle states i and j, the entire tile indexed by g(a)

and g(a0) is zero. If g(ai) 6= g(a0
j
) for up to d single-particle states, then the tile generally contains

nonzero matrix elements.
Note that the sparsity of these nonzero tiles depends on the number of single-particle states

that di↵er between g(a) and g(a0). The diagonal tiles, with g(a) = g(a0), are generally the least
sparse (most dense) tiles, whereas tiles for which g(a) and g(a0) di↵er by exactly d particles are
the most sparse (least dense). In principle, additional blocking techniques such as those described
in [26] can be used to identify potentially nonzero tiles, or nonzero matrix elements within the tiles,
and further reduce the number of pairwise comparisons of (groups of) many-body basis states.

In Fig. 2, we show the sparsity pattern for a small case, 6Li, with three protons and three
neutrons, truncated to Nmax = 2. The M = 0 basis space dimension is 800, and the number
of groups is 92. Thus, there are in principle 4,186 tiles in half of the symmetric matrix, and
320,400 matrix elements. The number of (potentially) nonzero tiles is 1,826, corresponding to a
“tile-sparsity” of 0.44, and the total number of nonzero matrix elements within these nonzero tiles
is 33,476, corresponding to a sparsity of 0.104.

A well known technique for improving the performance of sparse matrix computation on modern
processors is blocking, i.e., partitioning the matrix into a number of smaller blocks that can be
loaded into fast memory (e.g., level-2 cache) and processed one block at a time. It is tempting to
use the tile structure of Ĥ to naturally block the matrix. However, this is not the best strategy.

7

⦿ Computational solutions & limitations

○ Extensive use of parallelisation, matrix transformations, optimisation techniques, …

⦿ Involved computational problem as A increases



⦿ “Back-of-the-envelope” estimate of matrix dimensions

⦿ How many Slater determinants can be built from a given number of single-particle states?

○ Take A nucleons and n single-particle states
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⦿ Example: 16O (Z = 8, N = 8) in 40 single-particle states

for protons for neutronsx
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➪ Total of D = 6·1015  Slater determinants

○ Petascale machines: D ~ 1010   // Exascale machines: D ~ 1012

○ Case of Full CI (recall: truncation acts on the single-particle basis)

➪ Number of non-zero matrix elements (NN only!) scales as D1.2  ➝  ~ 1018 non-zero entries

➪ Size in memory beyond EB  ➝  well beyond current capabilities

⦿ Current computational limits for the storage and diagonalisation of a large matrix

CI dimensionality
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nucleus. The heavier of these nuclei have been the subject of intense experimental investigation
and it is now believed that 28O is not a particle-stable nucleus even though it is expected to
have a doubly-closed shell structure according to the phenomenological shell model. It would
be very valuable to have converged ab initio NCFC results for 28O to probe whether realistic
potentials are capable of predicting its particle-unstable character.

We also include in Fig. 3 the estimated range that computer facilities of a given scale can
produce results with our current algorithms. As a result of these curves, we anticipate well
converged NCFC results for the first three isotopes of Oxygen will be achieved with Petascale
facilities since their curves fall near or below the upper limit of Petascale at Nmax = 10.

Dimensions of the natural parity basis spaces for another set of nuclei ranging up to A = 40 are
shown in Fig. 4. In addition, we include estimates of the upper limits reachable with Petascale
facilities depending on the rank of the potential. It is important to note that theoretically
derived 4N interactions are expected to be available in the near future. Though relatively less
important than 2N and 3N potentials, their contributions are expected to grow dramatically
with increasing A.

A significant measure of the computational burden is presented in Figs. 5 and 6 where
we display the number of non-zero many-body matrix elements as a function of the matrix
dimension (D). These results are for representative cases and show a useful scaling property. For
Hamiltonians with NN potentials, we find a useful fit F (D) for the non-zero matrix elements
with the function

F (D) = D + D1+ 12
14+ln D . (1)

The heavier systems displayed tend to be slightly below the fit while the lighter systems are
slightly above the fit. The horizontal red line indicates the expected limit of the Jaguar facility
(150,000 cores) running one of these applications assuming all matrix elements and indices are
stored in core. By way of contrast, we portray the more memory-intensive situation with NNN
potentials in Fig. 6, where we retain the fitted curve of Fig. 5 for reference. The horizontal red
line indicates the same limit shown in Fig. 5.
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nucleus. The heavier of these nuclei have been the subject of intense experimental investigation
and it is now believed that 28O is not a particle-stable nucleus even though it is expected to
have a doubly-closed shell structure according to the phenomenological shell model. It would
be very valuable to have converged ab initio NCFC results for 28O to probe whether realistic
potentials are capable of predicting its particle-unstable character.

We also include in Fig. 3 the estimated range that computer facilities of a given scale can
produce results with our current algorithms. As a result of these curves, we anticipate well
converged NCFC results for the first three isotopes of Oxygen will be achieved with Petascale
facilities since their curves fall near or below the upper limit of Petascale at Nmax = 10.

Dimensions of the natural parity basis spaces for another set of nuclei ranging up to A = 40 are
shown in Fig. 4. In addition, we include estimates of the upper limits reachable with Petascale
facilities depending on the rank of the potential. It is important to note that theoretically
derived 4N interactions are expected to be available in the near future. Though relatively less
important than 2N and 3N potentials, their contributions are expected to grow dramatically
with increasing A.

A significant measure of the computational burden is presented in Figs. 5 and 6 where
we display the number of non-zero many-body matrix elements as a function of the matrix
dimension (D). These results are for representative cases and show a useful scaling property. For
Hamiltonians with NN potentials, we find a useful fit F (D) for the non-zero matrix elements
with the function

F (D) = D + D1+ 12
14+ln D . (1)

The heavier systems displayed tend to be slightly below the fit while the lighter systems are
slightly above the fit. The horizontal red line indicates the expected limit of the Jaguar facility
(150,000 cores) running one of these applications assuming all matrix elements and indices are
stored in core. By way of contrast, we portray the more memory-intensive situation with NNN
potentials in Fig. 6, where we retain the fitted curve of Fig. 5 for reference. The horizontal red
line indicates the same limit shown in Fig. 5.
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1. Improve Nmax convergence

2. Get rid of 3N forces

3. Get rid of some matrix elements ➝  Importance truncation

➝  NO2B approximation

➝  SRG transformations

NCSM dimensionality



Short-range correlations & “low-momentum” interactions

⦿ Why do we need to include such high values of Nmax / large matrix dimensions?

○ Traditionally linked to “hard core” of one-boson exchange potentials

○ Weaker but present in modern chiral interactions

⦿ Idea: use unitary transformations on H to suppress these correlations

⦿ Nuclear interactions generate short-range correlations in many-body states
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Figure 9: Schematic illustration of two types of RG evolution for NN potentials in momentum space:
(a) Vlow k running in Λ, and (b) SRG running in λ. At each Λi or λi, the matrix elements outside of the
corresponding lines are zero, so that high- and low-momentum states are decoupled.

60, 61], as shown, for example, in Fig. 8. For variable-cutoff potentials, three-body (and higher-body)
interactions evolve naturally with the resolution scale.

1.3 Renormalization group approaches

A fundamental tenet of renormalization theory is that the relevant details of high-energy physics for
calculating low-energy observables can be captured in the scale-dependent coefficients of operators
in a low-energy Hamiltonian [29]. This principle does not mean that high-energy and low-energy
physics is automatically decoupled in every effective theory. In fact, it implies that we can include as
much irrelevant coupling to incorrect high-energy physics as we want by using a large cutoff, with no
consequence to low-energy predictions (assuming we can calculate accurately). But this freedom also
offers the possibility of decoupling, which makes practical calculations more tractable by restricting
the necessary degrees of freedom. This decoupling can be efficiently achieved by evolving nuclear
interactions using RG transformations designed to handle similar problems in relativistic field theories
and critical phenomena in condensed matter systems.6

The general purpose of the RG when dealing with the large range of scales in physical systems was
eloquently explained by David Gross [63]:

“At each scale, we have different degrees of freedom and different dynamics. Physics at a
larger scale (largely) decouples from the physics at a smaller scale. . . . Thus, a theory at a
larger scale remembers only finitely many parameters from the theories at smaller scales,
and throws the rest of the details away. More precisely, when we pass from a smaller scale
to a larger scale, we average over irrelevant degrees of freedom. . . . The general aim of the
RG method is to explain how this decoupling takes place and why exactly information is
transmitted from scale to scale through finitely many parameters.”

The common features of RG for critical phenomena and high-energy scattering are discussed by Steven
Weinberg in an essay in Ref. [64]. He summarizes:

“The method in its most general form can I think be understood as a way to arrange in
various theories that the degrees of freedom that you’re talking about are the relevant degrees
of freedom for the problem at hand.”

6For an early discussion of decoupling based on Okubo unitary transformations, see Ref. [62].
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Figure 9: Schematic illustration of two types of RG evolution for NN potentials in momentum space:
(a) Vlow k running in Λ, and (b) SRG running in λ. At each Λi or λi, the matrix elements outside of the
corresponding lines are zero, so that high- and low-momentum states are decoupled.

60, 61], as shown, for example, in Fig. 8. For variable-cutoff potentials, three-body (and higher-body)
interactions evolve naturally with the resolution scale.

1.3 Renormalization group approaches

A fundamental tenet of renormalization theory is that the relevant details of high-energy physics for
calculating low-energy observables can be captured in the scale-dependent coefficients of operators
in a low-energy Hamiltonian [29]. This principle does not mean that high-energy and low-energy
physics is automatically decoupled in every effective theory. In fact, it implies that we can include as
much irrelevant coupling to incorrect high-energy physics as we want by using a large cutoff, with no
consequence to low-energy predictions (assuming we can calculate accurately). But this freedom also
offers the possibility of decoupling, which makes practical calculations more tractable by restricting
the necessary degrees of freedom. This decoupling can be efficiently achieved by evolving nuclear
interactions using RG transformations designed to handle similar problems in relativistic field theories
and critical phenomena in condensed matter systems.6

The general purpose of the RG when dealing with the large range of scales in physical systems was
eloquently explained by David Gross [63]:

“At each scale, we have different degrees of freedom and different dynamics. Physics at a
larger scale (largely) decouples from the physics at a smaller scale. . . . Thus, a theory at a
larger scale remembers only finitely many parameters from the theories at smaller scales,
and throws the rest of the details away. More precisely, when we pass from a smaller scale
to a larger scale, we average over irrelevant degrees of freedom. . . . The general aim of the
RG method is to explain how this decoupling takes place and why exactly information is
transmitted from scale to scale through finitely many parameters.”

The common features of RG for critical phenomena and high-energy scattering are discussed by Steven
Weinberg in an essay in Ref. [64]. He summarizes:

“The method in its most general form can I think be understood as a way to arrange in
various theories that the degrees of freedom that you’re talking about are the relevant degrees
of freedom for the problem at hand.”

6For an early discussion of decoupling based on Okubo unitary transformations, see Ref. [62].
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Short-range correlations & “low-momentum” interactions

⦿ Why do we need to include such high values of Nmax / large matrix dimensions?

○ Traditionally linked to “hard core” of one-boson exchange potentials

○ Weaker but present in modern chiral interactions

⦿ Idea: use unitary transformations on H to suppress these correlations

⦿ Nuclear interactions generate short-range correlations in many-body states
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Figure 9: Schematic illustration of two types of RG evolution for NN potentials in momentum space:
(a) Vlow k running in Λ, and (b) SRG running in λ. At each Λi or λi, the matrix elements outside of the
corresponding lines are zero, so that high- and low-momentum states are decoupled.

60, 61], as shown, for example, in Fig. 8. For variable-cutoff potentials, three-body (and higher-body)
interactions evolve naturally with the resolution scale.

1.3 Renormalization group approaches

A fundamental tenet of renormalization theory is that the relevant details of high-energy physics for
calculating low-energy observables can be captured in the scale-dependent coefficients of operators
in a low-energy Hamiltonian [29]. This principle does not mean that high-energy and low-energy
physics is automatically decoupled in every effective theory. In fact, it implies that we can include as
much irrelevant coupling to incorrect high-energy physics as we want by using a large cutoff, with no
consequence to low-energy predictions (assuming we can calculate accurately). But this freedom also
offers the possibility of decoupling, which makes practical calculations more tractable by restricting
the necessary degrees of freedom. This decoupling can be efficiently achieved by evolving nuclear
interactions using RG transformations designed to handle similar problems in relativistic field theories
and critical phenomena in condensed matter systems.6

The general purpose of the RG when dealing with the large range of scales in physical systems was
eloquently explained by David Gross [63]:

“At each scale, we have different degrees of freedom and different dynamics. Physics at a
larger scale (largely) decouples from the physics at a smaller scale. . . . Thus, a theory at a
larger scale remembers only finitely many parameters from the theories at smaller scales,
and throws the rest of the details away. More precisely, when we pass from a smaller scale
to a larger scale, we average over irrelevant degrees of freedom. . . . The general aim of the
RG method is to explain how this decoupling takes place and why exactly information is
transmitted from scale to scale through finitely many parameters.”

The common features of RG for critical phenomena and high-energy scattering are discussed by Steven
Weinberg in an essay in Ref. [64]. He summarizes:

“The method in its most general form can I think be understood as a way to arrange in
various theories that the degrees of freedom that you’re talking about are the relevant degrees
of freedom for the problem at hand.”

6For an early discussion of decoupling based on Okubo unitary transformations, see Ref. [62].
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Figure 9: Schematic illustration of two types of RG evolution for NN potentials in momentum space:
(a) Vlow k running in Λ, and (b) SRG running in λ. At each Λi or λi, the matrix elements outside of the
corresponding lines are zero, so that high- and low-momentum states are decoupled.

60, 61], as shown, for example, in Fig. 8. For variable-cutoff potentials, three-body (and higher-body)
interactions evolve naturally with the resolution scale.

1.3 Renormalization group approaches

A fundamental tenet of renormalization theory is that the relevant details of high-energy physics for
calculating low-energy observables can be captured in the scale-dependent coefficients of operators
in a low-energy Hamiltonian [29]. This principle does not mean that high-energy and low-energy
physics is automatically decoupled in every effective theory. In fact, it implies that we can include as
much irrelevant coupling to incorrect high-energy physics as we want by using a large cutoff, with no
consequence to low-energy predictions (assuming we can calculate accurately). But this freedom also
offers the possibility of decoupling, which makes practical calculations more tractable by restricting
the necessary degrees of freedom. This decoupling can be efficiently achieved by evolving nuclear
interactions using RG transformations designed to handle similar problems in relativistic field theories
and critical phenomena in condensed matter systems.6

The general purpose of the RG when dealing with the large range of scales in physical systems was
eloquently explained by David Gross [63]:

“At each scale, we have different degrees of freedom and different dynamics. Physics at a
larger scale (largely) decouples from the physics at a smaller scale. . . . Thus, a theory at a
larger scale remembers only finitely many parameters from the theories at smaller scales,
and throws the rest of the details away. More precisely, when we pass from a smaller scale
to a larger scale, we average over irrelevant degrees of freedom. . . . The general aim of the
RG method is to explain how this decoupling takes place and why exactly information is
transmitted from scale to scale through finitely many parameters.”

The common features of RG for critical phenomena and high-energy scattering are discussed by Steven
Weinberg in an essay in Ref. [64]. He summarizes:

“The method in its most general form can I think be understood as a way to arrange in
various theories that the degrees of freedom that you’re talking about are the relevant degrees
of freedom for the problem at hand.”

6For an early discussion of decoupling based on Okubo unitary transformations, see Ref. [62].

11

➝ Decouple low- and high-momenta

➝ Can work in small Hilbert space

➝ Less correlated wave functions

➪ Similarity renormalisation group (SRG) transformation

➝ Observables unchanged!

➝ Many-body forces generated



Resolution: The higher the better?

• resolution of very small (irrelevant) structures can obscure this information

• small details have nothing to do with long-wavelength information!

in the nuclear physics here we are interested in low-energy observables

(long-wavelength information!)

Strategy: Use a low-resolution version

• long-wavelength information is preserved

• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 

Strategy: Use a low-resolution version

• long-wavelength information is preserved

• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 

[figures from K. Hebeler]

Strategy: Use a low-resolution version

• long-wavelength information is preserved

• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 

A matter of resolution



SRG transformation
116 S.K. Bogner et al. / Progress in Particle and Nuclear Physics 65 (2010) 94–147

Fig. 27. Contour plots of momentum–space matrix elements for the SRG evolution with � in (a) 1S0, (b) S-wave part of the 3S1–3D1 and (c) 1P1 channels.
The initial potential in (a) is the (⇤ = 600 MeV) N3LO potential [20] and in (b) and (c) the N3LO potential with ⇤/e⇤ = 500/600 MeV [44].

Fig. 28. (a) Low-momentum universality for momentum–space matrix elements of the evolved SRG potentials at � = 2 fm�1 for 1S0 (top, diagonal
elements) and 3S1 (bottom, off-diagonal elements). Also shown is the Vlow k potential for a smooth regulator with ⇤ = 2 fm�1 and nexp = 4. (b) Largest
repulsive Weinberg eigenvalues in the 1S0 and 3S1–3D1 channels as a function of �, with initial potentials as in Fig. 27. For details, see Ref. [7].

The evolution of the Hamiltonian according to Eq. (22) as s increases (or � decreases) is illustrated in Fig. 27, using two
initial chiral EFT potentials. On top is 1S0 starting from the harder (⇤ = 600 MeV) N3LO potential of Ref. [20], which has
significant strength near the high-momentum diagonal, in the middle is the S-wave part of the 3S1–3D1 channel starting
from one of the potentials of Ref. [44], which has more far off-diagonal strength initially and comparatively weaker higher-
momentum strength on the diagonal, and on bottom is 1P1 with that same potential. Each of these examples show the
characteristic features of the evolution in �, namely the systematic suppression of off-diagonal strength, as anticipated,
with the width of the diagonal scaling as �2.

The SRG-evolved interactions share key similarities (universality, increased perturbativeness, weaker correlations, etc.)
with the smooth-cutoff Vlow k potentials, even though the decoupling of low and high momenta is achieved in a somewhat
different manner. As � is lowered, different initial potentials flow to similar forms at low momentum (while remaining
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SRG in A-body systems

⦿ Effect of induced many-body forces is non-negligible already in small systems

duced many-body forces can be directly identified. Having
chosen such a basis, we obtain coupled first-order differ-
ential equations for the matrix elements of the flowing
Hamiltonian H!, where the right side of Eq. (2) is eval-
uated using simple matrix multiplications.

Our calculations are performed in the Jacobi coordinate
harmonic oscillator (HO) basis of the no-core shell model
(NCSM) [14]. This is a translationally invariant, antisym-
metric basis for each A, with a complete set of states up to a
maximum excitation of Nmax@! above the minimum en-
ergy configuration, where ! is the harmonic oscillator
parameter. The procedures used here build directly on
Ref. [13], which presents a one-dimensional implementa-
tion of our approach along with a general analysis of the
evolving many-body hierarchy.

We start by evolving H! in the A ¼ 2 subsystem, which

completely fixes the two-body matrix elements hVð2Þ
! i.

Next, by evolving H! in the A ¼ 3 subsystem we deter-
mine the combined two-plus-three-body matrix elements.
We can isolate the three-body matrix elements by subtract-

ing the evolved hVð2Þ
! i elements in the A ¼ 3 basis [13].

Having obtained the separate NN and NNN matrix ele-
ments, we can apply them unchanged to any nucleus. We
are also free to include any initial three-nucleon force in
the initial Hamiltonian without changing the procedure. If
applied to A $ 4, four-body (and higher) forces will not be
included and so the transformations will be only approxi-
mately unitary. The questions to be addressed are whether
the decreasing hierarchy of many-body forces is main-
tained and whether the induced four-body contribution is
unnaturally large. We summarize in Table I the different
calculations to be made for 3H and 4He to confront these
questions.

The initial (! ¼ 1) NN potential used here is the
500 MeV N3LO interaction from Ref. [15]. The initial
NNN potential is the N2LO interaction [16] in the local
form of Ref. [17] with constants fit to the average of triton
and 3He binding energies and to triton beta decay accord-
ing to Ref. [18]. We expect similar results from other initial
interactions because the SRG drives them toward near
universal form; a survey will be given in Ref. [19].
NCSM calculations with these initial interactions and the
parameter set in Table I of Ref. [18] yield energies of
%8:473ð4Þ MeV for 3H and%28:50ð2Þ MeV for 4He com-
pared with %8:482 MeV and %28:296 MeV from experi-
ment, respectively. So there is a 20 keV uncertainty in the
calculation of 4He from incomplete convergence and a
200 keV discrepancy with experiment. The latter is con-
sistent with the omission of three- and four-body chiral

interactions at N3LO. These provide a scale for assessing
whether induced four-body contributions are important
compared to other uncertainties.
In Fig. 1, the ground-state energy of the triton is plotted

as a function of the flow parameter !. Evolution is from
! ¼ 1, which is the initial (or ‘‘bare’’) interaction, toward
! ¼ 0. We use Nmax ¼ 36 and @! ¼ 28 MeV, for which
all energies are converged to better than 10 keV. We first
consider an NN interaction with no initial NNN (‘‘NN
only’’). If H! is evolved only in an A ¼ 2 system, higher-
body induced pieces are lost. The resulting energy calcu-
lations will only be approximately unitary for A > 2 and
the ground-state energy will vary with ! (squares).
Keeping the inducedNNN yields a flat line (circles), which
implies an exactly unitary transformation; the line is
equally flat if an initial NNN is included (diamonds).
Note that the net induced three-body is comparable to the
initial NNN contribution and thus is of natural size.
In Fig. 2, we examine the SRG evolution in ! for 4He

with @! ¼ 36 MeV. The hVð2Þ
! i and hVð3Þ

! i matrix elements
were evolved in A ¼ 2 and A ¼ 3withNmax ¼ 28 and then
truncated to Nmax ¼ 18 at each ! to diagonalize 4He. The
NN-only curve has a similar shape as for the triton. In fact,
this pattern of variation has been observed in all SRG
calculations of light nuclei [3]. When the induced NNN
is included, the evolution is close to unitary and the pattern

TABLE I. Definitions of the various calculations.

NN only No initial NNN interaction and do not keep NNN-induced interaction.
NN þ NNN-induced No initial NNN interaction but keep the SRG-induced NNN interaction.
NN þ NNN Include an initial NNN interaction and keep the SRG-induced NNN interaction.
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082501-2 only depends slightly on an initial NNN interaction. In
both cases the dotted line represents the converged value
for the initial Hamiltonian. At large !, the discrepancy is
due to a lack of convergence at Nmax ¼ 18, but at !<
3 fm"1 SRG decoupling takes over and the discrepancy is
due to short-range induced four-body forces, which there-
fore contribute about 50 keV net at ! ¼ 2 fm"1. This is
small compared to the rough estimate in Ref. [20] that the
contribution from the long-ranged part of the N3LO four-
nucleon force to 4He binding is of order of a few hundred
keV. If needed, we could evolve 4-body matrix elements in
A ¼ 4 and will do so when nuclear structure codes can
accommodate them.

In Fig. 3, we show the triton ground-state energy as a
function of the oscillator basis size, Nmax, for various
calculations. The lower (upper) curves are with (without)
an initial three-body force (see Table I). The convergence
of the bare interaction is compared with the SRG evolved
to ! ¼ 2:0 fm"1. The oscillator parameter @! in each case
was chosen roughly to optimize the convergence of each
Hamiltonian. (As ! decreases, so does the optimal @!.) We
also compare to a Lee-Suzuki (LS) effective interaction,
which has been used in the NCSM to greatly improve
convergence [21,22]. These effective interactions result
from unitary transformations within the model space of a
given nucleus, in contrast to the free-space transformation
of the SRG, which yields nucleus-independent matrix
elements.

The SRG calculations are variational and converge
smoothly and rapidly from above with or without an initial
three-body force. The dramatic improvement in conver-
gence rate compared to the initial interaction is seen even
though the "EFT interaction is relatively soft. Thus, once

evolved, a much smaller Nmax basis is adequate for a
desired accuracy and extrapolating in Nmax is also feasible.
Figure 4 illustrates for 4He the same rapid convergence

with Nmax of an SRG-evolved interaction. However, in this
case the asymptotic value of the energy differs slightly
because of the omitted induced four-body contribution.
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○ Initial (“genuine”) 4-body forces assumed to be very small

○ λ-dependence provides estimate of neglected induced 4-body contributions in 4He

[Jurgenson et al. 2009]



SRG in A-body systems

evolution equations at three-body level was demonstrated
only recently [6,7]. In view of the application in the
NCSM it is convenient to solve the flow equation for the
three-body system using a harmonic-oscillator (HO)
Jacobi-coordinate basis [12]. The intermediate sums in
the 3N Jacobi basis are truncated at Nmax ¼ 40 for chan-
nels with J " 5=2 and ramp down linearly to Nmax ¼ 24
for J # 13=2. Based on this and the corresponding solution
of the flow equation in two-body space (using either a
partial-wavemomentum or harmonic-oscillator representa-
tion) we extract the irreducible two- and three-body terms
of the Hamiltonian for the use in A-body calculations.

We have made major technical improvements regarding
the SRG transformation, reducing the computational effort
by 3 orders of magnitude compared to Ref. [7], e.g., by
using a solver with adaptive step-size and optimized matrix
operations. Furthermore, we have developed a transforma-
tion from 3N Jacobi matrix elements to a JT-coupled
representation with a highly efficient storage scheme,
which allows us to handle 3N matrix-element sets of
unprecedented size. A detailed discussion of these aspects
is presented elsewhere.

Importance-truncated NCSM.—Based on the SRG-
evolved Hamiltonian we treat the many-body problem in
the NCSM; i.e., we solve the large-scale eigenvalue prob-
lem of the Hamiltonian, represented in a many-body basis
of HO Slater determinants truncated with respect to the
maximum HO excitation energy Nmax@!. In order to cope
with the factorial growth of the basis dimension with Nmax

and particle number A, we use the importance-truncation
(IT) scheme introduced in Refs. [13,14]. The IT-NCSM
uses an importance measure !" for the individual basis
states j""i derived from many-body perturbation theory
and retains only states with j!"j above a threshold !min in
the model space. Through a variation of the threshold and
an a posteriori extrapolation !min ! 0 the contribution of
discarded states is recovered. We use the sequential update
scheme discussed in Ref. [14], which connects to the full
NCSMmodel space and thus the exact NCSM results in the
limit of vanishing threshold. In the following we always
report threshold-extrapolated results including an estimate
for the extrapolation uncertainties. For the present appli-
cation we have extended the IT-NCSM to include full 3N
interactions. Using the JT-coupled 3N matrix elements we
are able to perform calculations up to Nmax ¼ 12 or 14 for
all p-shell nuclei with moderate computational resources.

Ground-state energies.—We first focus on IT-NCSM
calculations for the ground states of 4He, 6Li, 12C, and
16O using SRG-transformed chiral NN þ 3N interactions.
Throughout this work we use the chiral NN interaction at
N3LO of Entem and Machleidt [1] and the 3N interaction
at N2LO [15] with low-energy constants determined from
the triton binding energy and #-decay half-life [16]. In
order to disentangle the effects of the initial and the
SRG-induced 3N contributions, we consider three different

Hamiltonians. (i) NN only: starting from the chiral NN
interaction only the SRG-evolved NN contributions are
kept. (ii) NN þ 3N-induced: starting from the chiral NN
interaction the SRG-evolvedNN and the induced 3N terms
are kept. (iii) NN þ 3N-full: starting from the chiral
NN þ 3N interaction all SRG-evolved NN and 3N terms
are kept. For each Hamiltonian we assess the dependence
of the observables, here the ground-state energies, on the
flow-parameter $. We use the five values $ ¼ 0:04, 0.05,
0.0625, 0.08, and 0:16 fm4, which correspond to momen-
tum scales #¼$%1=4¼2:24, 2.11, 2, 1.88, and 1:58 fm%1,
respectively. For extrapolations to infinite model-space,
Nmax ! 1, we use simple exponential fits based on the
last 3 or 4 data points. The extrapolated energy is given by
the average of the two extrapolations, the uncertainty by
the difference.
The ground-state energies obtained in IT-NCSM calcu-

lations for 4He and 6Li with the three Hamiltonians are
summarized in Fig. 1. Analogous calculations in the full
NCSM for the same SRG-evolved initial Hamiltonian have
been presented in Ref. [6] for 4He and in Ref. [7] for 6Li.
We have cross-checked our results with Refs. [6,7] and
found excellent agreement.
The first and foremost effect of the SRG transformation

is the acceleration of the convergence of NCSM calcula-
tions with Nmax. With increasing $ the convergence is
systematically improved for all three versions of the
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FIG. 1 (color online). IT-NCSM ground-state energies for 4He
and 6Li as function of Nmax for the three types of Hamiltonians
(see column headings) for a range of flow parameters: $ ¼ 0:04
(blue,&), 0.05 (red,r), 0.0625 (green,m), 0.08 (violet,j), and
0:16 fm4 (light blue,w). Error bars indicate the uncertainties of
the threshold extrapolations. The bars at the right-hand side
of each panel indicate the results of exponential extrapolations
of the individual Nmax sequences (see text).
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FIG. 2: (color online) IT-NCSM ground-state energies for 12C and
16O as function of Nmax for the three types of Hamiltonians and a
range of flow parameters (for details see Fig. 1).

initial NN interaction are negligible in the α-range considered
here, indicating that the NN+3N-induced Hamiltonian is uni-
tarily equivalent to the initial NN Hamiltonian. The extrapo-
lated ground-state energies for different α are summarized in
Tab. I.
By including the initial chiral 3N interaction, i.e., by using

the NN+3N-full Hamiltonian, the ground-state energies are
lowered and are in good agreement with experiment for both,
4He and 6Li. As for the NN+3N-induced there is no sizable
α-dependence in the range considered here. We conclude that
induced 3N terms originating from the initial NN interaction
are important, but that induced 4N (and higher) terms are not
relevant for light p-shell nuclei, since the ground-state ener-
gies obtained with the NN+3N-induced and the NN+3N-full
Hamiltonian are practically α-independent.
This picture changes if we consider nuclei in the upper p-

shell. In Fig. 2 we show the first accurate ab initio calcula-

TABLE I: Summary of Nmax-extrapolated IT-NCSMground-state en-
ergies in MeV for !Ω = 20MeV (see text).

α [fm4] 4He 6Li 12C 16O
NN 0.05 -28.08(2) -31.5(2) -99.1(6) -161.0(2)
only 0.0625 -28.25(1) -31.8(1) -101.4(3) -164.9(6)

0.08 -28.38(1) -32.2(1) -103.7(2) -170.2(4)
NN+ 0.05 -25.33(1) -27.7(2) -76.9(2) -119.5(3)
3N-ind. 0.0625 -25.34(1) -27.6(2) -77.2(1) -119.7(6)

0.08 -25.34(1) -27.6(1) -77.4(2) -119.5(2)
NN+ 0.05 -28.45(3) -31.8(2) -96.1(4) -143.7(2)
3N-full 0.0625 -28.45(1) -31.8(1) -96.8(3) -145.6(2)

0.08 -28.46(1) -31.8(1) -97.6(1) -147.8(1)
exp. -28.30 -31.99 -92.16 -127.62
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FIG. 3: (color online) Nmax-extrapolated ground-state energies of 4He
and 16O as function of the flow parameter α for the NN-only (•), the
NN+3N-induced ( !), and the NN+3N-full Hamiltonian (").

tions for the ground states of 12C and 16O starting from chiral
NN+3N interactions. By combining the IT-NCSM with the
JT -coupled storage scheme for the 3N matrix elements we
are able to reach model spaces up to Nmax = 12 for the upper
p-shell at moderate computational cost. Previously, even the
most extensive NCSM calculations including full 3N interac-
tions were limited to Nmax = 8 in this regime [16]. As evident
from the Nmax-dependence of the ground-state energies, this
increase in Nmax is vital for obtaining precise extrapolations.
The general pattern for 12C and 16O is similar to the light

p-shell nuclei: The NN-only Hamiltonian exhibits a severe
α-dependence indicating sizable induced 3N contributions.
Their inclusion in the NN+3N-induced Hamiltonian leads to
ground-state energies that are practically independent of α,
confirming that induced 4N contributions are irrelevant when
starting from the NN interaction only. Therefore, the NN+3N-
induced results can be considered equivalent to a solution for
the initial NN interaction. The 16O binding energy per nucleon
of 7.48(4)MeV is in good agreement with a recent coupled-
cluster Λ-CCSD(T) result of 7.56MeV for the ‘bare’ chiral
NN interaction [17].
In contrast to light nuclei the ground-state energies of 12C

and 16O obtained with the NN+3N-full Hamiltonian do show
a significant α-dependence, as evident from Fig. 2(c) and (f).
The inclusion of the initial chiral 3N interaction does induce
4N contributions whose omission leads to the α-dependence.
A direct comparison of the α-dependence of the extrapo-

lated ground-state energies for 4He and 16O is presented in
Fig. 3. For both nuclei, the NN-only Hamiltonian exhibits
a sizable variation of the ground-state energies of about 25
MeV (0.7 MeV) for 16O (4He) in the range from α = 0.04 fm4
to 0.16 fm4. The inclusion of the induced 3N terms elimi-
nates this α-dependence. The inclusion of the initial 3N in-
teraction again generates an α-dependence of about 10 MeV
for 16O. Note that the induced 4N (and higher) contributions
that are needed to compensate the α-dependence for 16O reach
about half the size of the total 3N contribution in the SRG-
transformed Hamiltonian. This is evidence that the hierarchy
of the many-body forces in chiral EFT may not be preserved
by the SRG transformation.
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FIG. 2: (color online) IT-NCSM ground-state energies for 12C and
16O as function of Nmax for the three types of Hamiltonians and a
range of flow parameters (for details see Fig. 1).

initial NN interaction are negligible in the α-range considered
here, indicating that the NN+3N-induced Hamiltonian is uni-
tarily equivalent to the initial NN Hamiltonian. The extrapo-
lated ground-state energies for different α are summarized in
Tab. I.
By including the initial chiral 3N interaction, i.e., by using

the NN+3N-full Hamiltonian, the ground-state energies are
lowered and are in good agreement with experiment for both,
4He and 6Li. As for the NN+3N-induced there is no sizable
α-dependence in the range considered here. We conclude that
induced 3N terms originating from the initial NN interaction
are important, but that induced 4N (and higher) terms are not
relevant for light p-shell nuclei, since the ground-state ener-
gies obtained with the NN+3N-induced and the NN+3N-full
Hamiltonian are practically α-independent.
This picture changes if we consider nuclei in the upper p-

shell. In Fig. 2 we show the first accurate ab initio calcula-

TABLE I: Summary of Nmax-extrapolated IT-NCSMground-state en-
ergies in MeV for !Ω = 20MeV (see text).

α [fm4] 4He 6Li 12C 16O
NN 0.05 -28.08(2) -31.5(2) -99.1(6) -161.0(2)
only 0.0625 -28.25(1) -31.8(1) -101.4(3) -164.9(6)

0.08 -28.38(1) -32.2(1) -103.7(2) -170.2(4)
NN+ 0.05 -25.33(1) -27.7(2) -76.9(2) -119.5(3)
3N-ind. 0.0625 -25.34(1) -27.6(2) -77.2(1) -119.7(6)

0.08 -25.34(1) -27.6(1) -77.4(2) -119.5(2)
NN+ 0.05 -28.45(3) -31.8(2) -96.1(4) -143.7(2)
3N-full 0.0625 -28.45(1) -31.8(1) -96.8(3) -145.6(2)

0.08 -28.46(1) -31.8(1) -97.6(1) -147.8(1)
exp. -28.30 -31.99 -92.16 -127.62
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FIG. 3: (color online) Nmax-extrapolated ground-state energies of 4He
and 16O as function of the flow parameter α for the NN-only (•), the
NN+3N-induced ( !), and the NN+3N-full Hamiltonian (").

tions for the ground states of 12C and 16O starting from chiral
NN+3N interactions. By combining the IT-NCSM with the
JT -coupled storage scheme for the 3N matrix elements we
are able to reach model spaces up to Nmax = 12 for the upper
p-shell at moderate computational cost. Previously, even the
most extensive NCSM calculations including full 3N interac-
tions were limited to Nmax = 8 in this regime [16]. As evident
from the Nmax-dependence of the ground-state energies, this
increase in Nmax is vital for obtaining precise extrapolations.
The general pattern for 12C and 16O is similar to the light

p-shell nuclei: The NN-only Hamiltonian exhibits a severe
α-dependence indicating sizable induced 3N contributions.
Their inclusion in the NN+3N-induced Hamiltonian leads to
ground-state energies that are practically independent of α,
confirming that induced 4N contributions are irrelevant when
starting from the NN interaction only. Therefore, the NN+3N-
induced results can be considered equivalent to a solution for
the initial NN interaction. The 16O binding energy per nucleon
of 7.48(4)MeV is in good agreement with a recent coupled-
cluster Λ-CCSD(T) result of 7.56MeV for the ‘bare’ chiral
NN interaction [17].
In contrast to light nuclei the ground-state energies of 12C

and 16O obtained with the NN+3N-full Hamiltonian do show
a significant α-dependence, as evident from Fig. 2(c) and (f).
The inclusion of the initial chiral 3N interaction does induce
4N contributions whose omission leads to the α-dependence.
A direct comparison of the α-dependence of the extrapo-

lated ground-state energies for 4He and 16O is presented in
Fig. 3. For both nuclei, the NN-only Hamiltonian exhibits
a sizable variation of the ground-state energies of about 25
MeV (0.7 MeV) for 16O (4He) in the range from α = 0.04 fm4
to 0.16 fm4. The inclusion of the induced 3N terms elimi-
nates this α-dependence. The inclusion of the initial 3N in-
teraction again generates an α-dependence of about 10 MeV
for 16O. Note that the induced 4N (and higher) contributions
that are needed to compensate the α-dependence for 16O reach
about half the size of the total 3N contribution in the SRG-
transformed Hamiltonian. This is evidence that the hierarchy
of the many-body forces in chiral EFT may not be preserved
by the SRG transformation.
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FIG. 2: (color online) IT-NCSM ground-state energies for 12C and
16O as function of Nmax for the three types of Hamiltonians and a
range of flow parameters (for details see Fig. 1).

initial NN interaction are negligible in the α-range considered
here, indicating that the NN+3N-induced Hamiltonian is uni-
tarily equivalent to the initial NN Hamiltonian. The extrapo-
lated ground-state energies for different α are summarized in
Tab. I.
By including the initial chiral 3N interaction, i.e., by using

the NN+3N-full Hamiltonian, the ground-state energies are
lowered and are in good agreement with experiment for both,
4He and 6Li. As for the NN+3N-induced there is no sizable
α-dependence in the range considered here. We conclude that
induced 3N terms originating from the initial NN interaction
are important, but that induced 4N (and higher) terms are not
relevant for light p-shell nuclei, since the ground-state ener-
gies obtained with the NN+3N-induced and the NN+3N-full
Hamiltonian are practically α-independent.
This picture changes if we consider nuclei in the upper p-

shell. In Fig. 2 we show the first accurate ab initio calcula-

TABLE I: Summary of Nmax-extrapolated IT-NCSMground-state en-
ergies in MeV for !Ω = 20MeV (see text).

α [fm4] 4He 6Li 12C 16O
NN 0.05 -28.08(2) -31.5(2) -99.1(6) -161.0(2)
only 0.0625 -28.25(1) -31.8(1) -101.4(3) -164.9(6)

0.08 -28.38(1) -32.2(1) -103.7(2) -170.2(4)
NN+ 0.05 -25.33(1) -27.7(2) -76.9(2) -119.5(3)
3N-ind. 0.0625 -25.34(1) -27.6(2) -77.2(1) -119.7(6)

0.08 -25.34(1) -27.6(1) -77.4(2) -119.5(2)
NN+ 0.05 -28.45(3) -31.8(2) -96.1(4) -143.7(2)
3N-full 0.0625 -28.45(1) -31.8(1) -96.8(3) -145.6(2)
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FIG. 3: (color online) Nmax-extrapolated ground-state energies of 4He
and 16O as function of the flow parameter α for the NN-only (•), the
NN+3N-induced ( !), and the NN+3N-full Hamiltonian (").

tions for the ground states of 12C and 16O starting from chiral
NN+3N interactions. By combining the IT-NCSM with the
JT -coupled storage scheme for the 3N matrix elements we
are able to reach model spaces up to Nmax = 12 for the upper
p-shell at moderate computational cost. Previously, even the
most extensive NCSM calculations including full 3N interac-
tions were limited to Nmax = 8 in this regime [16]. As evident
from the Nmax-dependence of the ground-state energies, this
increase in Nmax is vital for obtaining precise extrapolations.
The general pattern for 12C and 16O is similar to the light

p-shell nuclei: The NN-only Hamiltonian exhibits a severe
α-dependence indicating sizable induced 3N contributions.
Their inclusion in the NN+3N-induced Hamiltonian leads to
ground-state energies that are practically independent of α,
confirming that induced 4N contributions are irrelevant when
starting from the NN interaction only. Therefore, the NN+3N-
induced results can be considered equivalent to a solution for
the initial NN interaction. The 16O binding energy per nucleon
of 7.48(4)MeV is in good agreement with a recent coupled-
cluster Λ-CCSD(T) result of 7.56MeV for the ‘bare’ chiral
NN interaction [17].
In contrast to light nuclei the ground-state energies of 12C

and 16O obtained with the NN+3N-full Hamiltonian do show
a significant α-dependence, as evident from Fig. 2(c) and (f).
The inclusion of the initial chiral 3N interaction does induce
4N contributions whose omission leads to the α-dependence.
A direct comparison of the α-dependence of the extrapo-

lated ground-state energies for 4He and 16O is presented in
Fig. 3. For both nuclei, the NN-only Hamiltonian exhibits
a sizable variation of the ground-state energies of about 25
MeV (0.7 MeV) for 16O (4He) in the range from α = 0.04 fm4
to 0.16 fm4. The inclusion of the induced 3N terms elimi-
nates this α-dependence. The inclusion of the initial 3N in-
teraction again generates an α-dependence of about 10 MeV
for 16O. Note that the induced 4N (and higher) contributions
that are needed to compensate the α-dependence for 16O reach
about half the size of the total 3N contribution in the SRG-
transformed Hamiltonian. This is evidence that the hierarchy
of the many-body forces in chiral EFT may not be preserved
by the SRG transformation.
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FIG. 2: (color online) IT-NCSM ground-state energies for 12C and
16O as function of Nmax for the three types of Hamiltonians and a
range of flow parameters (for details see Fig. 1).

initial NN interaction are negligible in the α-range considered
here, indicating that the NN+3N-induced Hamiltonian is uni-
tarily equivalent to the initial NN Hamiltonian. The extrapo-
lated ground-state energies for different α are summarized in
Tab. I.
By including the initial chiral 3N interaction, i.e., by using

the NN+3N-full Hamiltonian, the ground-state energies are
lowered and are in good agreement with experiment for both,
4He and 6Li. As for the NN+3N-induced there is no sizable
α-dependence in the range considered here. We conclude that
induced 3N terms originating from the initial NN interaction
are important, but that induced 4N (and higher) terms are not
relevant for light p-shell nuclei, since the ground-state ener-
gies obtained with the NN+3N-induced and the NN+3N-full
Hamiltonian are practically α-independent.
This picture changes if we consider nuclei in the upper p-

shell. In Fig. 2 we show the first accurate ab initio calcula-

TABLE I: Summary of Nmax-extrapolated IT-NCSMground-state en-
ergies in MeV for !Ω = 20MeV (see text).

α [fm4] 4He 6Li 12C 16O
NN 0.05 -28.08(2) -31.5(2) -99.1(6) -161.0(2)
only 0.0625 -28.25(1) -31.8(1) -101.4(3) -164.9(6)

0.08 -28.38(1) -32.2(1) -103.7(2) -170.2(4)
NN+ 0.05 -25.33(1) -27.7(2) -76.9(2) -119.5(3)
3N-ind. 0.0625 -25.34(1) -27.6(2) -77.2(1) -119.7(6)

0.08 -25.34(1) -27.6(1) -77.4(2) -119.5(2)
NN+ 0.05 -28.45(3) -31.8(2) -96.1(4) -143.7(2)
3N-full 0.0625 -28.45(1) -31.8(1) -96.8(3) -145.6(2)

0.08 -28.46(1) -31.8(1) -97.6(1) -147.8(1)
exp. -28.30 -31.99 -92.16 -127.62
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FIG. 3: (color online) Nmax-extrapolated ground-state energies of 4He
and 16O as function of the flow parameter α for the NN-only (•), the
NN+3N-induced ( !), and the NN+3N-full Hamiltonian (").

tions for the ground states of 12C and 16O starting from chiral
NN+3N interactions. By combining the IT-NCSM with the
JT -coupled storage scheme for the 3N matrix elements we
are able to reach model spaces up to Nmax = 12 for the upper
p-shell at moderate computational cost. Previously, even the
most extensive NCSM calculations including full 3N interac-
tions were limited to Nmax = 8 in this regime [16]. As evident
from the Nmax-dependence of the ground-state energies, this
increase in Nmax is vital for obtaining precise extrapolations.
The general pattern for 12C and 16O is similar to the light

p-shell nuclei: The NN-only Hamiltonian exhibits a severe
α-dependence indicating sizable induced 3N contributions.
Their inclusion in the NN+3N-induced Hamiltonian leads to
ground-state energies that are practically independent of α,
confirming that induced 4N contributions are irrelevant when
starting from the NN interaction only. Therefore, the NN+3N-
induced results can be considered equivalent to a solution for
the initial NN interaction. The 16O binding energy per nucleon
of 7.48(4)MeV is in good agreement with a recent coupled-
cluster Λ-CCSD(T) result of 7.56MeV for the ‘bare’ chiral
NN interaction [17].
In contrast to light nuclei the ground-state energies of 12C

and 16O obtained with the NN+3N-full Hamiltonian do show
a significant α-dependence, as evident from Fig. 2(c) and (f).
The inclusion of the initial chiral 3N interaction does induce
4N contributions whose omission leads to the α-dependence.
A direct comparison of the α-dependence of the extrapo-

lated ground-state energies for 4He and 16O is presented in
Fig. 3. For both nuclei, the NN-only Hamiltonian exhibits
a sizable variation of the ground-state energies of about 25
MeV (0.7 MeV) for 16O (4He) in the range from α = 0.04 fm4
to 0.16 fm4. The inclusion of the induced 3N terms elimi-
nates this α-dependence. The inclusion of the initial 3N in-
teraction again generates an α-dependence of about 10 MeV
for 16O. Note that the induced 4N (and higher) contributions
that are needed to compensate the α-dependence for 16O reach
about half the size of the total 3N contribution in the SRG-
transformed Hamiltonian. This is evidence that the hierarchy
of the many-body forces in chiral EFT may not be preserved
by the SRG transformation.
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FIG. 2: (color online) IT-NCSM ground-state energies for 12C and
16O as function of Nmax for the three types of Hamiltonians and a
range of flow parameters (for details see Fig. 1).

initial NN interaction are negligible in the α-range considered
here, indicating that the NN+3N-induced Hamiltonian is uni-
tarily equivalent to the initial NN Hamiltonian. The extrapo-
lated ground-state energies for different α are summarized in
Tab. I.
By including the initial chiral 3N interaction, i.e., by using

the NN+3N-full Hamiltonian, the ground-state energies are
lowered and are in good agreement with experiment for both,
4He and 6Li. As for the NN+3N-induced there is no sizable
α-dependence in the range considered here. We conclude that
induced 3N terms originating from the initial NN interaction
are important, but that induced 4N (and higher) terms are not
relevant for light p-shell nuclei, since the ground-state ener-
gies obtained with the NN+3N-induced and the NN+3N-full
Hamiltonian are practically α-independent.
This picture changes if we consider nuclei in the upper p-

shell. In Fig. 2 we show the first accurate ab initio calcula-

TABLE I: Summary of Nmax-extrapolated IT-NCSMground-state en-
ergies in MeV for !Ω = 20MeV (see text).

α [fm4] 4He 6Li 12C 16O
NN 0.05 -28.08(2) -31.5(2) -99.1(6) -161.0(2)
only 0.0625 -28.25(1) -31.8(1) -101.4(3) -164.9(6)

0.08 -28.38(1) -32.2(1) -103.7(2) -170.2(4)
NN+ 0.05 -25.33(1) -27.7(2) -76.9(2) -119.5(3)
3N-ind. 0.0625 -25.34(1) -27.6(2) -77.2(1) -119.7(6)

0.08 -25.34(1) -27.6(1) -77.4(2) -119.5(2)
NN+ 0.05 -28.45(3) -31.8(2) -96.1(4) -143.7(2)
3N-full 0.0625 -28.45(1) -31.8(1) -96.8(3) -145.6(2)

0.08 -28.46(1) -31.8(1) -97.6(1) -147.8(1)
exp. -28.30 -31.99 -92.16 -127.62
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FIG. 3: (color online) Nmax-extrapolated ground-state energies of 4He
and 16O as function of the flow parameter α for the NN-only (•), the
NN+3N-induced ( !), and the NN+3N-full Hamiltonian (").

tions for the ground states of 12C and 16O starting from chiral
NN+3N interactions. By combining the IT-NCSM with the
JT -coupled storage scheme for the 3N matrix elements we
are able to reach model spaces up to Nmax = 12 for the upper
p-shell at moderate computational cost. Previously, even the
most extensive NCSM calculations including full 3N interac-
tions were limited to Nmax = 8 in this regime [16]. As evident
from the Nmax-dependence of the ground-state energies, this
increase in Nmax is vital for obtaining precise extrapolations.
The general pattern for 12C and 16O is similar to the light

p-shell nuclei: The NN-only Hamiltonian exhibits a severe
α-dependence indicating sizable induced 3N contributions.
Their inclusion in the NN+3N-induced Hamiltonian leads to
ground-state energies that are practically independent of α,
confirming that induced 4N contributions are irrelevant when
starting from the NN interaction only. Therefore, the NN+3N-
induced results can be considered equivalent to a solution for
the initial NN interaction. The 16O binding energy per nucleon
of 7.48(4)MeV is in good agreement with a recent coupled-
cluster Λ-CCSD(T) result of 7.56MeV for the ‘bare’ chiral
NN interaction [17].
In contrast to light nuclei the ground-state energies of 12C

and 16O obtained with the NN+3N-full Hamiltonian do show
a significant α-dependence, as evident from Fig. 2(c) and (f).
The inclusion of the initial chiral 3N interaction does induce
4N contributions whose omission leads to the α-dependence.
A direct comparison of the α-dependence of the extrapo-

lated ground-state energies for 4He and 16O is presented in
Fig. 3. For both nuclei, the NN-only Hamiltonian exhibits
a sizable variation of the ground-state energies of about 25
MeV (0.7 MeV) for 16O (4He) in the range from α = 0.04 fm4
to 0.16 fm4. The inclusion of the induced 3N terms elimi-
nates this α-dependence. The inclusion of the initial 3N in-
teraction again generates an α-dependence of about 10 MeV
for 16O. Note that the induced 4N (and higher) contributions
that are needed to compensate the α-dependence for 16O reach
about half the size of the total 3N contribution in the SRG-
transformed Hamiltonian. This is evidence that the hierarchy
of the many-body forces in chiral EFT may not be preserved
by the SRG transformation.

NN NN+3Nind NN+3Nfull

2 4 6 8 10 12 14 2 4 6 8 10 12 14 2 4 6 8 10 12 14

-80

-100

-120

-140

-160

-180

adapted from Roth et al., 
 PRL 107, 072501 (2011)

Exp.

∞ ∞ ∞

Nmax

E 0
  [
M
eV
]

<latexit sha1_base64="n6953dTcz81pPD/LPFErupyw8e8=">AAADD3ichVLLShxBFD12TKLm4RiXbgqHgItk6B5EsxGERHEjKDgqOEaqe2rGZvpFd82gDrPNPv/hVt2JWz/Bf/ATXHiqbAOJRKupvrfOPffUvVXlZ1FYaNe9GXFejb5+83ZsfOLd+w8fJytTn7aLtJcHqhGkUZrv+rJQUZiohg51pHazXMnYj9SO3/1u4jt9lRdhmmzp40ztx7KThO0wkJrQQUU0I5JbUiyJeq0+L5pfRFOrIz1ox8Ofg6/e8KBSdWuuHeKp45VOFeXYSCu3aKKFFAF6iKGQQNOPIFHw24MHFxmxfQyI5fRCG1cYYoK5PbIUGZJol/8OV3slmnBtNAubHXCXiDNnpsBnzlWr6JNtdlX0C9o7zhOLdf67w8AqmwqPaX0qjlvFdeIah2S8lBmXzMdaXs40XWm08c12E7K+zCKmz+CPzg9GcmJdGxFYscwONXy77vMEEtoGKzCn/KggbMctWmmtsipJqSipl9Oa0zf1PNedyevDPAXv34t/6mzXa95Czd2cry4vlI9iDDOYxRxvfhHLWMMGaw3wC6c4w7nz27lwLp2rB6ozUuZM46/hXN8DIbaiRA==</latexit>

� = 2.24 fm�1
<latexit sha1_base64="1EUb6RzUawCxJwbyeKHtTTVNg6w=">AAADD3ichVJNTxsxEH1sSwkUSqBHLhZRpR5KtFtVwAUJiRb1ggQSCUiEIu/GCavsl3adiBDl2nv/B1foDXHtT+h/6E/ogWd3U6lFLV55Z/zmzfOMbT+LwkK77vcp58nT6Wczldm55/MLLxarS8vNIu3ngWoEaZTmx74sVBQmqqFDHanjLFcy9iN15Pd2TPxooPIiTJNDPczUaSy7SdgJA6kJnVVFKyK5LcWWeFv3PNF6I1paXehRJx5/Gq1547Nqza27doiHjlc6NZRjP63+QAttpAjQRwyFBJp+BImC3wk8uMiInWJELKcX2rjCGHPM7ZOlyJBEe/x3uTop0YRro1nY7IC7RJw5MwVece5aRZ9ss6uiX9D+5Ly0WPefO4yssqlwSOtTcdYq7hHXOCfjscy4ZE5qeTzTdKXRwabtJmR9mUVMn8FvnfeM5MR6NiLwwTK71PDtesATSGgbrMCc8kRB2I7btNJaZVWSUlFSL6c1p2/q+V93Jm8A8xS8vy/+odPkO1qvuwfvatvr5aOoYAWreM2b38A2PmKftQb4jCtc48b54nx1bp27X1Rnqsx5iT+G8+0eF0WiQA==</latexit>

� = 2.11 fm�1
<latexit sha1_base64="G9Ufj1qUAaNYC80J3+o3RAe3FSA=">AAADD3ichVLLThsxFD2ZlvIoLYEuu7GIkLpooxmEgA1SJFrUTSWQSEAiFHkmThhlXppxIkKUbff9D7bQXdVtP6H/0E/ogmN3QALU4pHnXp977vG9tv0sCgvtur8qzpOnU8+mZ2bnns+/eLlQXVxqFekgD1QzSKM0P/RloaIwUU0d6kgdZrmSsR+pA7+/beIHQ5UXYZrs61GmjmPZS8JuGEhN6KQq2hHJHSm2xGrddUX7rWhrdabH3XjyefzOm5xUay4DZoiHjlc6NZRjN63+RhsdpAgwQAyFBJp+BImC3xE8uMiIHWNMLKcX2rjCBHPMHZClyJBE+/z3uDoq0YRro1nY7IC7RJw5MwVWOHesok+22VXRL2j/cJ5brPfPHcZW2VQ4ovWpOGsVPxHXOCXjscy4ZN7U8nim6Uqji03bTcj6MouYPoNbnfeM5MT6NiLwwTJ71PDtesgTSGibrMCc8o2CsB13aKW1yqokpaKkXk5rTt/U87/uTN4Q5il49y/+odNarXvrdXdvrdZYLx/FDF5jGW948xto4CN2WWuAL7jAJa6cr84357vz4y/VqZQ5r3BnOD+vARIMoj4=</latexit>

� = 2.00 fm�1
<latexit sha1_base64="3BDIo5tDMw2ia+aANaFJHREZ7Ik=">AAADD3ichVLLThsxFD2ZFsqblC67sRohdQHRTIVoNpUi0aJukEBqAhIB5Jk46Sjz0owTNY2y7b7/0W3prmLbT+g/9BO64NgdkABRPPLc63PPPb7Xtp9FYaFd93fFefR4ZvbJ3PzC4tLyymr16Vq7SId5oFpBGqX5kS8LFYWJaulQR+ooy5WM/Ugd+oMdEz8cqbwI0+SDHmfqJJb9JOyFgdSEzqqiE5HcleKN8OqNhuhsiI5Wn/SkF09PJ5ve9Kxac+uuHeKu45VODeXYT6t/0EEXKQIMEUMhgaYfQaLgdwwPLjJiJ5gQy+mFNq4wxQJzh2QpMiTRAf99ro5LNOHaaBY2O+AuEWfOTIF1zl2r6JNtdlX0C9q/nJ8t1r93h4lVNhWOaX0qzlvFPeIaH8l4KDMumVe1PJxputLooWG7CVlfZhHTZ3Ct85aRnNjARgTeWWafGr5dj3gCCW2LFZhTvlIQtuMurbRWWZWkVJTUy2nN6Zt6/tedyRvBPAXv9sXfddqv6t523T3YqjW3y0cxh+d4gZe8+ddo4j32WWuAL/iG7zh3vjo/nJ/OxT+qUylznuHGcH5dAjk1ok0=</latexit>

� = 1.88 fm�1
<latexit sha1_base64=" 5FHbwv1OpPrA4kJ+UXKJSI266zo=">AAADD3ichVLLThsxFD1MeZfSUJZsLKJKXbTRTNUGNkhIBdQNEkgEkAggz8QJo8xLM05UGmXbPf/BFthV3fYT+Ac+gQXHZqjUIopHnnt97rnH99r2sygstOtejzgvRsfGJyanpl/OvJp9XZl7s1ukvTxQjSCN0nzfl4WKwkQ1dKgjtZ/lSsZ+pPb87hcT3+urvAjTZEefZuowlp0kbIeB1ISOK6IZkdySYkV4tc/LovleNLX6pgfteHg0+OANjytVt+baIR47XulUUY6ttHKDJlpIEaCHGAoJNP0IEgW/A3hwkRE7xIBYTi+0cYUhppnbI0uRIYl2+e9wdVCiCddGs7DZAXeJOHNmCrzl3LCKPtlmV0W/oL3l/G6xzpM7DKyyqfCU1qfilFXcJK5xQsZzmXHJfKjl+UzTlUYby7abkPVlFjF9Bn901hjJiXVtRGDdMjvU8O26zxNIaBuswJzyg4KwHbdopbXKqiSloqReTmtO39Tzv+5MXh/mKXj/XvxjZ/djzavX3O1P1dV6+SgmsYBFvOPNL2EVX7HFWgP8wDkucOmcOVfOT+fXPdUZKXPm8ddwft8BMV6iSg==</latexit>

� = 1.58 fm�1

No-core shell model calculations using SRG-evolved interactions

16O

Flow parameters [fm-1]

2.24

2.11

2.00

1.88

1.58

⦿ Example: no-core shell model calculations of 4He and 6Li ground-state energies

SRG
 evolution

[Roth et al. 2011]
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nucleus. The heavier of these nuclei have been the subject of intense experimental investigation
and it is now believed that 28O is not a particle-stable nucleus even though it is expected to
have a doubly-closed shell structure according to the phenomenological shell model. It would
be very valuable to have converged ab initio NCFC results for 28O to probe whether realistic
potentials are capable of predicting its particle-unstable character.

We also include in Fig. 3 the estimated range that computer facilities of a given scale can
produce results with our current algorithms. As a result of these curves, we anticipate well
converged NCFC results for the first three isotopes of Oxygen will be achieved with Petascale
facilities since their curves fall near or below the upper limit of Petascale at Nmax = 10.

Dimensions of the natural parity basis spaces for another set of nuclei ranging up to A = 40 are
shown in Fig. 4. In addition, we include estimates of the upper limits reachable with Petascale
facilities depending on the rank of the potential. It is important to note that theoretically
derived 4N interactions are expected to be available in the near future. Though relatively less
important than 2N and 3N potentials, their contributions are expected to grow dramatically
with increasing A.

A significant measure of the computational burden is presented in Figs. 5 and 6 where
we display the number of non-zero many-body matrix elements as a function of the matrix
dimension (D). These results are for representative cases and show a useful scaling property. For
Hamiltonians with NN potentials, we find a useful fit F (D) for the non-zero matrix elements
with the function

F (D) = D + D1+ 12
14+ln D . (1)

The heavier systems displayed tend to be slightly below the fit while the lighter systems are
slightly above the fit. The horizontal red line indicates the expected limit of the Jaguar facility
(150,000 cores) running one of these applications assuming all matrix elements and indices are
stored in core. By way of contrast, we portray the more memory-intensive situation with NNN
potentials in Fig. 6, where we retain the fitted curve of Fig. 5 for reference. The horizontal red
line indicates the same limit shown in Fig. 5.
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⦿ No-core shell model 

○ More gentle scaling (recall: truncation Nmax  acts on the many-body basis)

3H

Convergence w.r.t. Nmax

[Vary et al. 2009]

1. Improve Nmax convergence

2. Get rid of 3N forces

3. Get rid of some matrix elements ➝  Importance truncation

➝  NO2B approximation

➝  SRG transformations

NCSM dimensionality



⦿ From original Hamiltonian (normal-ordered w.r.t. the particle vacuum)…

Normal-ordered two-body approximation
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⦿ Define density matrix & occupation numbers

… to a Hamiltonian normal-ordered w.r.t. to a reference Slater determinant
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➝  Discard residual 3N operator

Large part of the original 3N transferred 
into effective lower-rank operators
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Normal-ordered 2-body approximation (NO2B)

➝  Discard residual 3N operator

⦿ Benchmarked in light nuclei

showing deviations below 1%. For! ¼ 0:08 fm4 the NO2B
approximation yields "310ð2Þ MeV and "472ð1Þ MeV
as compared to "309ð1Þ MeV and "468ð1Þ MeV for the
Nmax ¼ 8 ground-state energy with the exact NN þ
3N-induced and NN þ 3N-full Hamiltonians, respectively.

For a comprehensive picture of its anatomy, we analyze
the expectation values of the 3N interaction at different
levels of the NOnB approximation using IT-NCSM eigen-
states obtained with the exact 3N interaction for 4He, 16O,
and 40Ca for fixed Nmax. Figure 2 summarizes these expec-
tation values of the 3N interaction for a set of NN þ
3N-induced and NN þ 3N-full Hamiltonians. For 16O
and 40Ca a similar pattern emerges: The NO2B approxi-
mation does reproduce the expectation value of the exact
3N interaction very well, both for the NN þ 3N-induced
and the NN þ 3N-full Hamiltonian. The pattern observed
for the sequence of NOnB approximations is different for
both types of Hamiltonians. For NN þ 3N-induced the 1B
and 2B contributions of the normal-ordered Hamiltonian
have opposite sign, with the 1B contribution being signifi-
cantly larger, whereas for the NN þ 3N-full Hamiltonian
the 1B and 2B contributions are both attractive and of
similar size. In all cases the 0B contribution is the largest
and overestimates the exact 3N expectation value. For 4He
the pattern is different. The 0B term does not provide the
largest contribution and underestimates the 3N expectation
value. The signs and relative sizes of the 1B and 2B terms
again depend on the Hamiltonian, and the NO2B approxi-
mation still shows a sizable deviation from the exact 3N
expectation value, contrary to the single example presented
in Ref. [8].

This case study shows that there is no universal pattern
and no hierarchy in the individual NOnB contributions.
The size of the individual terms and also the deviation of
the NO2B approximation from the exact 3N result depends
on the Hamiltonian, the nucleus, and the oscillator fre-
quency. Nonetheless, the 3N expectation values in Fig. 2
and the ground-state energies in Fig. 1 demonstrate that the
NO2B approximation works very well beyond the lightest
nuclei.
Application in coupled-cluster theory.—After validating

the NO2B approximation, we are now applying it in ground-
state calculations for heavier closed-shell nuclei in the
framework of the coupled-cluster method. Coupled-cluster
theory is a natural framework since normal-ordering of the
Hamiltonian with respect to a reference state is inherent to
the formulation of the approach. We have developed an
efficient coupled-cluster code using the J-coupled scheme
discussed in Ref. [23], which enables us to go to very large
model spaces. We limit ourselves to coupled cluster with
singles and doubles excitations (CCSD), which has been
shown to be a good approximation for soft SRG-evolved
interactions [23]. An additional approximation present in
the CCSD calculations for technical reasons is a truncation
of the 3N matrix elements entering the NO2B to harmonic-
oscillator principal quantum numbers e1 þ e2 þ e3 &
E3max ¼ 14.
In a first step, we confront the CCSD results for 16O

with the previous IT-NCSM results, both using the NO2B
approximation. Figure 3 shows the convergence of the
ground-state energies in both methods using the NN þ
3N-induced and NN þ 3N-full Hamiltonian. We observe
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FIG. 2 (color online). Anatomy of the NOnB approximation of
the ground-state energies of 4He, 16O, and 40Ca. The bar charts
show the expectation values of the 3N interaction computed at
different levels of the normal-ordering approximation, i.e.,
NO0B, NO1B, NO2B, and exact 3N. We employ the NN þ
3N-induced and NN þ 3N-full Hamiltonians, each with two
values of ! (see labels). We use the eigenstates obtained for
the exact 3N interaction in Nmax ¼ 10 for 4He and 16O and
Nmax ¼ 8 for 40Ca, all at @! ¼ 20 MeV.

-130

-120

-110

-100

-90

.

E
[M

eV
]

NN+3N-ind.

16O

IT-NCSM

NN+3N-ind.

Ω = 20 MeV

CCSD

2 4 6 8 10 12 14 16 18
Nmax

-150

-140

-130

-120

.

E
[M

eV
]

NN+3N-full

16 14 12 10 8 6 4 2
emax

NN+3N-full

FIG. 3 (color online). Comparison of the ground-state energies
of 16O obtained in IT-NCSM and CCSD including 3N interac-
tions at the NO2B level for the NN þ 3N-induced and the NN þ
3N-full Hamiltonians with ! ¼ 0:04 fm4 (d), 0:05 fm4 (r),
0:0625 fm4 (m), and 0:08 fm4 (j).

PRL 109, 052501 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

3 AUGUST 2012

052501-3

showing deviations below 1%. For! ¼ 0:08 fm4 the NO2B
approximation yields "310ð2Þ MeV and "472ð1Þ MeV
as compared to "309ð1Þ MeV and "468ð1Þ MeV for the
Nmax ¼ 8 ground-state energy with the exact NN þ
3N-induced and NN þ 3N-full Hamiltonians, respectively.

For a comprehensive picture of its anatomy, we analyze
the expectation values of the 3N interaction at different
levels of the NOnB approximation using IT-NCSM eigen-
states obtained with the exact 3N interaction for 4He, 16O,
and 40Ca for fixed Nmax. Figure 2 summarizes these expec-
tation values of the 3N interaction for a set of NN þ
3N-induced and NN þ 3N-full Hamiltonians. For 16O
and 40Ca a similar pattern emerges: The NO2B approxi-
mation does reproduce the expectation value of the exact
3N interaction very well, both for the NN þ 3N-induced
and the NN þ 3N-full Hamiltonian. The pattern observed
for the sequence of NOnB approximations is different for
both types of Hamiltonians. For NN þ 3N-induced the 1B
and 2B contributions of the normal-ordered Hamiltonian
have opposite sign, with the 1B contribution being signifi-
cantly larger, whereas for the NN þ 3N-full Hamiltonian
the 1B and 2B contributions are both attractive and of
similar size. In all cases the 0B contribution is the largest
and overestimates the exact 3N expectation value. For 4He
the pattern is different. The 0B term does not provide the
largest contribution and underestimates the 3N expectation
value. The signs and relative sizes of the 1B and 2B terms
again depend on the Hamiltonian, and the NO2B approxi-
mation still shows a sizable deviation from the exact 3N
expectation value, contrary to the single example presented
in Ref. [8].

This case study shows that there is no universal pattern
and no hierarchy in the individual NOnB contributions.
The size of the individual terms and also the deviation of
the NO2B approximation from the exact 3N result depends
on the Hamiltonian, the nucleus, and the oscillator fre-
quency. Nonetheless, the 3N expectation values in Fig. 2
and the ground-state energies in Fig. 1 demonstrate that the
NO2B approximation works very well beyond the lightest
nuclei.
Application in coupled-cluster theory.—After validating

the NO2B approximation, we are now applying it in ground-
state calculations for heavier closed-shell nuclei in the
framework of the coupled-cluster method. Coupled-cluster
theory is a natural framework since normal-ordering of the
Hamiltonian with respect to a reference state is inherent to
the formulation of the approach. We have developed an
efficient coupled-cluster code using the J-coupled scheme
discussed in Ref. [23], which enables us to go to very large
model spaces. We limit ourselves to coupled cluster with
singles and doubles excitations (CCSD), which has been
shown to be a good approximation for soft SRG-evolved
interactions [23]. An additional approximation present in
the CCSD calculations for technical reasons is a truncation
of the 3N matrix elements entering the NO2B to harmonic-
oscillator principal quantum numbers e1 þ e2 þ e3 &
E3max ¼ 14.
In a first step, we confront the CCSD results for 16O

with the previous IT-NCSM results, both using the NO2B
approximation. Figure 3 shows the convergence of the
ground-state energies in both methods using the NN þ
3N-induced and NN þ 3N-full Hamiltonian. We observe
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FIG. 2 (color online). Anatomy of the NOnB approximation of
the ground-state energies of 4He, 16O, and 40Ca. The bar charts
show the expectation values of the 3N interaction computed at
different levels of the normal-ordering approximation, i.e.,
NO0B, NO1B, NO2B, and exact 3N. We employ the NN þ
3N-induced and NN þ 3N-full Hamiltonians, each with two
values of ! (see labels). We use the eigenstates obtained for
the exact 3N interaction in Nmax ¼ 10 for 4He and 16O and
Nmax ¼ 8 for 40Ca, all at @! ¼ 20 MeV.
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○ 1-3% error

○ Comparable to other errors

[Roth et al. 2012]
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nucleus. The heavier of these nuclei have been the subject of intense experimental investigation
and it is now believed that 28O is not a particle-stable nucleus even though it is expected to
have a doubly-closed shell structure according to the phenomenological shell model. It would
be very valuable to have converged ab initio NCFC results for 28O to probe whether realistic
potentials are capable of predicting its particle-unstable character.

We also include in Fig. 3 the estimated range that computer facilities of a given scale can
produce results with our current algorithms. As a result of these curves, we anticipate well
converged NCFC results for the first three isotopes of Oxygen will be achieved with Petascale
facilities since their curves fall near or below the upper limit of Petascale at Nmax = 10.

Dimensions of the natural parity basis spaces for another set of nuclei ranging up to A = 40 are
shown in Fig. 4. In addition, we include estimates of the upper limits reachable with Petascale
facilities depending on the rank of the potential. It is important to note that theoretically
derived 4N interactions are expected to be available in the near future. Though relatively less
important than 2N and 3N potentials, their contributions are expected to grow dramatically
with increasing A.

A significant measure of the computational burden is presented in Figs. 5 and 6 where
we display the number of non-zero many-body matrix elements as a function of the matrix
dimension (D). These results are for representative cases and show a useful scaling property. For
Hamiltonians with NN potentials, we find a useful fit F (D) for the non-zero matrix elements
with the function

F (D) = D + D1+ 12
14+ln D . (1)

The heavier systems displayed tend to be slightly below the fit while the lighter systems are
slightly above the fit. The horizontal red line indicates the expected limit of the Jaguar facility
(150,000 cores) running one of these applications assuming all matrix elements and indices are
stored in core. By way of contrast, we portray the more memory-intensive situation with NNN
potentials in Fig. 6, where we retain the fitted curve of Fig. 5 for reference. The horizontal red
line indicates the same limit shown in Fig. 5.
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⦿ No-core shell model 

○ More gentle scaling (recall: truncation Nmax  acts on the many-body basis)

3H

Convergence w.r.t. Nmax

[Vary et al. 2009]

1. Improve Nmax convergence

2. Get rid of 3N forces

3. Get rid of some matrix elements ➝  Importance truncation

➝  NO2B approximation

➝  SRG transformations

NCSM dimensionality



Importance truncation

⦿ Not all matrix elements of H are equally relevant

○ Nmax cuts might not be the most efficient way of selecting important entries

⦿ Importance truncation: prior to diagonalisation

1. Estimate the size of each entry upon a given criterion

2. Discard irrelevant entries (i.e., make the matrix even more sparse)

⦿ Required features:

○ Estimate has be done with a cheap method

- Typical tool of choice: many-body perturbation theory

○ In the limit of null threshold one must recover the original (exact) problem

- Smooth behaviour desirable in order to perform extrapolations

○ Is there a way of discarding a priori the most irrelevant entries for a given Nmax?

➪ Construct importance-truncated space from all basis states having 
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Importance truncation

⦿ Example: no-core shell model calculation of 16O
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! repeat calculations for a
sequence of importance
thresholds κmin

! observables show smooth
threshold dependence and
systematically approach the
full NCSM limit

! use a posteriori extrapola-
tion κmin → 0 of observables to
account for effect of excluded
configurations

! uncertainty quantification
via set of extrapolations
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Roth, PRC 79, 064324 (2009) 

○ Smooth threshold dependence 

Importance Truncated NCSM

9

Roth, PRC 79, 064324 (2009); PRL 99, 092501 (2007)

! converged NCSM calcula-
tions essentially restricted
to lower/mid p-shell

! full Nmx = 10 calculation
for 16O very difficult
(basis dimension > 1010)
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Importance Truncation

! converged NCSM calculations 
limited to lower & mid p-shell 
nuclei 

! example: full Nmax=10 calculation 
for 16O would be very difficult, 
basis dimension D > 1010
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Importance 
Truncation 

reduce model space to the 
relevant basis states using an a 
priori importance measure 

derived from MBPT  

Roth, PRC 79, 064324 (2009) 

○ Extrapolation to un-truncated result

○ Uncertainty quantification from fit

○ Benchmarks possible for for small Nmax

[Roth 2009]



Applications: oxygen isotopes

truncation of the many-body expansion, while the effect of
theNO2Bapproximation is found to be independent of!SRG.

For !3N ¼ 350 MeV=c we do not expect significant
induced 4N interactions [27]. As !SRG is reduced, we
capture additional repulsive 3N strength in matrix elements
with e1 þ e2 þ e3 # E3max. We also speed up the conver-
gence of the many-body expansion and reduce the error due
to the MR-IM-SRG(2) truncation, but for the resolution
scales considered here, this effect is already saturated. In
total, we find a slight artificial increase of the ground-state
energies as we lower !SRG [13].

For our standard choice !3N ¼ 400 MeV=c, effects
from omitted 4N interactions, the E3max cut, and the
many-body truncation cancel, and the !SRG dependence
of the energies in Fig. 2 is extremely weak [13]. The
omission of 4N interactions becomes the dominant source
of uncertainty as we increase!3N to 450 MeV=c, resulting
in an enhanced !SRG dependence of the ground-state ener-
gies of the heavier oxygen isotopes. This is consistent with
the even stronger !SRG dependence for!3N ¼ 500 MeV=c
observed in Refs. [23,26,27].

To assess the quality of our MR-IM-SRG(2) ground-
state energies, we compare them to results from the
IT-NCSM, which yields the exact NCSM results within
quantified uncertainties from the importance truncation
[26,32]. In the IT-NCSM calculations, we use the full
3N interaction without the NO2B approximation, and the
E3max cut is naturally compatible with the IT-NCSM
model-space truncation [13]. In Fig. 3 we show the
convergence of the oxygen ground-state energies for the
NN þ 3N-induced and NN þ 3N-full Hamiltonians as a
function of Nmax, along with exponential fits which ex-
trapolate Nmax ! 1 [26,32,33]. With the exception of 26O,
all isotopes converge well, and the uncertainties of the
threshold and model spaces truncations of the IT-NCSM
results are typically about 1 MeV. For 26O, the rate of
convergence is significantly worse, which is expected due
to the resonance nature of this ground state.

The neutron-rich oxygen isotopes are the heaviest nuclei
studied so far in the IT-NCSMwith full 3N interactions. For
26O, the computation of the complete Nmax sequence shown
in Fig. 3 requires about 200 000 CPU hours. In contrast, a
corresponding sequence of single-particle basis sizes in the
MR-IM-SRG requires only about 3000 CPU hours on a
comparable system.Overall, themethod scales polynomially
with OðN6Þ to larger basis sizes N, which makes it ideally
suited for the description ofmedium- and heavy-mass nuclei.

In Fig. 4, we compare the MR-IM-SRG(2) and
IT-NCSM ground-state energies of the oxygen isotopes, for
the NN þ 3N-induced and NN þ 3N-full Hamiltonians
with !SRG ¼ 1:88 fm&1 to experiment. For the latter, the
overall agreement between the twovery differentmany-body
approaches and experiment is striking: Except for slightly
larger deviations in 12O and 26O, we reproduce experimental
binding energies within 2–3 MeV. This is a remarkable

demonstration of the predictive power of current chiral
NN þ 3N Hamiltonians, at least for ground-state energies.
For further confirmation, we perform CC calculations with
singles and doubles (CCSD), as well as perturbative triples
[!-CCSD(T)] [15,22,34,35] for oxygen isotopes with sub-
shell closures. Using the same Hamiltonians in the NO2B
approximation, the MR-IM-SRG energies are bracketed
by the CC results, and similar to the !-CCSD(T) values,
consistentwith the closed-shell results discussed inRef. [13].
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FIG. 3 (color online). IT-NCSM ground-state energies of the
even oxygen isotopes for the NN þ 3N-induced (a) and NN þ
3N-full Hamiltonians (b) at !SRG ¼ 1:88 fm&1. Solid lines in-
dicate the energy extrapolation based on Nmax ¼ 8–12 data;
dotted lines guide the eye for smaller Nmax. Uncertainties due
to the importance truncation are smaller than the symbols used to
represent the data. All energies are obtained at optimal @".
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FIG. 4 (color online). Oxygen ground-state energies for the
NN þ 3N-induced (a) and NN þ 3N-full (b) Hamiltonian with
!3N ¼ 400 MeV=c. MR-IM-SRG(2), CCSD, and !-CCSD(T)
results are obtained at optimal @", using 15 major oscillator
shells and E3max ¼ 14. The IT-NCSM energies are extrapolated
to infinite model space. Experimental values are indicated by
black bars [28,36].
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truncation of the many-body expansion, while the effect of
theNO2Bapproximation is found to be independent of!SRG.

For !3N ¼ 350 MeV=c we do not expect significant
induced 4N interactions [27]. As !SRG is reduced, we
capture additional repulsive 3N strength in matrix elements
with e1 þ e2 þ e3 # E3max. We also speed up the conver-
gence of the many-body expansion and reduce the error due
to the MR-IM-SRG(2) truncation, but for the resolution
scales considered here, this effect is already saturated. In
total, we find a slight artificial increase of the ground-state
energies as we lower !SRG [13].

For our standard choice !3N ¼ 400 MeV=c, effects
from omitted 4N interactions, the E3max cut, and the
many-body truncation cancel, and the !SRG dependence
of the energies in Fig. 2 is extremely weak [13]. The
omission of 4N interactions becomes the dominant source
of uncertainty as we increase!3N to 450 MeV=c, resulting
in an enhanced !SRG dependence of the ground-state ener-
gies of the heavier oxygen isotopes. This is consistent with
the even stronger !SRG dependence for!3N ¼ 500 MeV=c
observed in Refs. [23,26,27].

To assess the quality of our MR-IM-SRG(2) ground-
state energies, we compare them to results from the
IT-NCSM, which yields the exact NCSM results within
quantified uncertainties from the importance truncation
[26,32]. In the IT-NCSM calculations, we use the full
3N interaction without the NO2B approximation, and the
E3max cut is naturally compatible with the IT-NCSM
model-space truncation [13]. In Fig. 3 we show the
convergence of the oxygen ground-state energies for the
NN þ 3N-induced and NN þ 3N-full Hamiltonians as a
function of Nmax, along with exponential fits which ex-
trapolate Nmax ! 1 [26,32,33]. With the exception of 26O,
all isotopes converge well, and the uncertainties of the
threshold and model spaces truncations of the IT-NCSM
results are typically about 1 MeV. For 26O, the rate of
convergence is significantly worse, which is expected due
to the resonance nature of this ground state.

The neutron-rich oxygen isotopes are the heaviest nuclei
studied so far in the IT-NCSMwith full 3N interactions. For
26O, the computation of the complete Nmax sequence shown
in Fig. 3 requires about 200 000 CPU hours. In contrast, a
corresponding sequence of single-particle basis sizes in the
MR-IM-SRG requires only about 3000 CPU hours on a
comparable system.Overall, themethod scales polynomially
with OðN6Þ to larger basis sizes N, which makes it ideally
suited for the description ofmedium- and heavy-mass nuclei.

In Fig. 4, we compare the MR-IM-SRG(2) and
IT-NCSM ground-state energies of the oxygen isotopes, for
the NN þ 3N-induced and NN þ 3N-full Hamiltonians
with !SRG ¼ 1:88 fm&1 to experiment. For the latter, the
overall agreement between the twovery differentmany-body
approaches and experiment is striking: Except for slightly
larger deviations in 12O and 26O, we reproduce experimental
binding energies within 2–3 MeV. This is a remarkable

demonstration of the predictive power of current chiral
NN þ 3N Hamiltonians, at least for ground-state energies.
For further confirmation, we perform CC calculations with
singles and doubles (CCSD), as well as perturbative triples
[!-CCSD(T)] [15,22,34,35] for oxygen isotopes with sub-
shell closures. Using the same Hamiltonians in the NO2B
approximation, the MR-IM-SRG energies are bracketed
by the CC results, and similar to the !-CCSD(T) values,
consistentwith the closed-shell results discussed inRef. [13].
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dicate the energy extrapolation based on Nmax ¼ 8–12 data;
dotted lines guide the eye for smaller Nmax. Uncertainties due
to the importance truncation are smaller than the symbols used to
represent the data. All energies are obtained at optimal @".
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NN þ 3N-induced (a) and NN þ 3N-full (b) Hamiltonian with
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shells and E3max ¼ 14. The IT-NCSM energies are extrapolated
to infinite model space. Experimental values are indicated by
black bars [28,36].
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⦿ First ab initio calculations with NN+3N chiral interactions along the oxygen chain

○ Converged results achieved up to 24O

○ Unbound 26O harder to compute in HO basis

○ Role of “genuine” 3N forces evident
[Hergert et al. 2013]
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Expansion many-body methods for closed-shell nuclei



Correlation expansion methods: the idea
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⦿ The goal is always to solve

⦿ Idea: write the exact ground-state wave function as

reference statewave operator / correlation operator

then expand and truncate Ω0

⦿ Reference state

○ Must be simple enough (such that it can be computed easily and exactly)
○ Must be rich enough (such that it is a suitable starting point for the expansion)

7

which is a basis-independent function of the energy.

S(z) =
X

µ2HA+1

SF+
µ
�(z � E+

µ
) +

X

⌫2HA�1

SF�

⌫
�(z � E�

⌫
)

⌧ ⇠ ��1
k

�k = 0 �! ⌧ = 1

zk = "k + i�k

G(k, z)⇤ = G(k, z⇤)

⇧(0)(q,!)

W = v + v⇧W

⌃GW (k,!) = i

Z
d!0

2⇡

Z
dk0

(2⇡)3
G(k� k0,! � !0)W (k0,!0)

⌃11 [ADC(3)] �!

⌃(!) = ⌃(1) +⌃dyn(!)

H| A

k
i = EA

k
| A

k
i

| A

0 i = ⌦0|�i

| A

0 i = ⌦0|�0i

EA

0 =
h�|H⌦0|�i
h�|⌦0|�i

H| i = E| i

He↵| e↵i = E| e↵i

Hbr| bri = Ebr| bri

○ Obtained by

1) Splitting

1

|'ki =
h
|'space

k
i ⌦ |'spin

k
i
i
⌦ |'isospin

k
i (1)

|'space
k

i = |n `m`i (2)

|'spin
k

i = |smsi = |1
2
msi (3)

|'isospin
k

i = |tmti = |1
2
mti (4)

|n (`
1

2
) j m;

1

2
mti =

X

ml,ms

c

✓
` 1

2
ml ms

����
j
m

◆
|n `m`i ⌦ |1

2
msi ⌦ |1

2
mti (5)

| Ai = |'k1i ⌦ |'k2i ⌦ · · ·⌦ |'kAi (6)

| Ai = A{|'k1i ⌦ |'k2i ⌦ · · ·⌦ |'kAi} (7)

A =
1

A!

X

⇡

sgn(⇡)P⇡ (8)

|k1 k2 · · · kAi ⌘
1p
A!

X

⇡

sgn(⇡)P⇡ (|'k1i ⌦ |'k2i ⌦ · · ·⌦ |'kAi) (9)

1 =
X

k1>k2>···>kA

|k1 k2 · · · kAihk1 k2 · · · kA| =
1

A!

X

k1 k2 ... kA

|k1 k2 · · · kAihk1 k2 · · · kA| (10)

| Ai =
X

k1>k2···>kA

ck1 k2 ... kA |k1 k2 · · · kAi ⌘
X

i

ci | ii (11)

H = Hint = Tint + VNN + V3N + . . . (12)

✓
n
A

◆
=

n!

(n�A)!A!
(13)

✓
40
8

◆
=

40!

(40� 8)! 8!
⇡ 8 · 107 (14)

np = ne (15)

µn = µp + µe (16)

nB = np + nn (17)

H = H0 +H1 (18)

H0|�0i = E0|�0i (19)

2) Solving for H0 (one-body operator)

1

H0|�ki = ✏k|�ki

� ⌘ ↵�1/4 [fm�1]

V↵(k, k
0) ⇡ V↵=0(k, k

0) e�↵(k2
�k

02)2

dV↵(k, k0)

d↵
= �(k2 � k02)2V↵(k, k

0) +
2

⇡

Z
1

0
q2dq(k2 + k02 � 2q2)V↵(k, q)V↵(q, k

0)

H↵ = Tint + V↵

H↵ = Tint + V↵ + V 3N
↵

Hm =

2

6666664

↵1 �2

�2 ↵2 �3

�3 ↵3
. . .

. . .
. . . �m

�m ↵m

3

7777775

Hint = T � Tcm + VNN + V3N + · · ·

Hint| inti = Eint| inti

[Hcm, Hint] = 0

| i = | cmi ⌦ | inti

~x ⌘ ~x1 � ~x2

x̄ ⌘ ~x

|~x|

Ok =

8
>>>>>>><

>>>>>>>:

1

~L · ~S
Sr

12 ⌘ 3(~�1 · r̄)(~�2 · r̄)� (~�1 · ~�2)

Sp

12 ⌘ 3(~�1 · p̄)(~�2 · p̄)� (~�1 · ~�2)

Q12 ⌘ 1
2

h
(~�1 · ~L)(~�2 · ~L) + (~�2 · ~L)(~�1 · ~L)

i

V i =
5X

k=1

ci
k
f i

k
(~r 2, ~p 2, ~L 2)Ok

VNN = V (1, 2) = V (~r1, ~p1,~�1,~⌧1;~r2, ~p2,~�2,~⌧2)

➪ Before truncation, the expansion is exact
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⦿ Independent-particle picture
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○ One-body potential:
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○ Nucleons move independently inside a (one-body) potential well or mean field

○ Range of nuclear interaction ≈ Inter-particle distance in nuclei ~ 2 fm

⦿ Does an independent-particle picture make any sense at all?
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Nucleons partially fill levels 
below a magic number

Larger energy gap,
excitations hindered,

enhanced stability

Smaller (➝ 0) energy gap,
excitations enabled,
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Closed- vs. open-shell systems
⦿ In practice: expand on Slater determinant basis  ➝  particle-hole expansion

Correlations as particle-hole excitations

⦿ In configuration-space methods, correlations are accounted for by means of ph excitations

○ Recall:

Tichai et al. MBPT for Finite Nuclei

both generate all allowed diagrams at a given order without
missing any and to evaluate their expression in a quick and error-
safe way. Consequently, the last tool introduced to tackle this
difficulty consists of an automatized generation and evaluation
of diagrams [88–95]. All these technical, yet crucial, aspects of
MBPT are not addressed in the present article and the interested
reader is referred to the references.

5.1. Reference State
The present chapter is dedicated to the simplest form of MBPT
appropriate to closed-shell systems. This first version relies on the
use of a symmetry-conserving Slater determinant reference state

|!〉 ≡
A

∏

i=1

c†i |0〉, (34)

where the set of single-particle creation operators {c†p} acts on
the physical vacuum |0〉. This constitutes an appropriate starting
point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
case in Figure 2. While, in principle, the single-particle basis
is completely arbitrary, applications will reveal its significant
impact on the qualitative behavior of the perturbative expansion.

5.2. Normal Ordering
Applying Wick’s theorem with respect to |!〉, the Hamiltonian
can be rewritten in terms of normal-ordered contributions

H = H[0]+
∑

pq

H[2]
pq : c†pcq :+

1
4

∑

pqrs

H[4]
pqrs : c†pc

†
qcscr :+ . . . , (35)

where : : denotes the normal order of the involved creation and
annihilation operators. Thus, H[0] is the expectation value of
H in |!〉 whereas H[2]

pq and H[4]
pqrs define matrix elements of

effective, i.e., normal-ordered, one-body and two-body operators,
respectively. The dots denote normal-ordered operators of higher
ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).

5.3. Partitioning
To explicitly set up the partitioning of the Hamiltonian
(Equation 8), one adds and subtracts a diagonal normal-ordered
one-body operator

H̄[2] ≡
∑

p

ep : c†pcp : (36)

such that

H0 = H[0] +
∑

p

ep : c†pcp :, (37a)

H1 ≡ H̆[2] +H[4], (37b)

with

H̆[2] ≡ H[2] − H̄[2] =
∑

p%=q

H[2]
pq : c†pcq : . (38)

Introducing the set of Slater determinants obtained from |!〉 via
n-particle/n-hole excitations

|!ab···
ij··· 〉 ≡ c†ac

†
b . . . cjci|!〉, (39)

one obtains an orthonormal basis of the A-body Hilbert space

H
A = {|!〉, |!a

i 〉, |!
ab
ij 〉, |!

abc
ijk 〉, ...}, (40)

which is nothing but the eigenbasis of H0

H0|!〉 = H[0]|!〉, (41a)

H0|!
ab···
ij··· 〉 = (H[0] + εab···ij··· )|!

ab···
ij··· 〉, (41b)

where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
H1 = H[4]. This is obtained by using the reference Slater
determinant |!〉 solution of the Hartree-Fock (HF) variational
problem and by defining H̄[2] from the eigenvalues of the one-
body HF Hamiltonian.
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Ref. Slater ➝   expand on

⦿ Configuration-interaction techniques (e.g. no-core shell model)

○ Few-p-few-h and many-p-many-h excitations treated on an equal footing

⦿ Expansion techniques

○ Expansion in the rank k of kp-kh excitations

○ Efficient treatment of both dynamical and static correlations

○ Efficient treatment of dynamical correlations, difficult to treat static correlations

Correlations as particle-hole excitationsCorrelations as particle-hole excitationsCorrelations as particle-hole excitations

+  …  ++ +  …  + +  …

Ref 1p1h 2p2h 3p3h

Correlations as particle-hole excitations

✓ Success of nuclear shell model

○ However, it looks like it actually does make sense
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✓ Large mean free path λ

✓ Fermi statistics helps out



Effective or phenomenological models
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(Beyond) mean field

M. BENDER, G. F. BERTSCH, AND P. -H. HEENEN PHYSICAL REVIEW C 73, 034322 (2006)

FIG. 9. The upper panel shows that the static deformation energy
is a function of neutron number N. Isotopic chains are connected
by curves. The lower panel gives the correlation energy including
angular-momentum projection and mixing of deformations. Note that
the panels share the same energy scale.

Physical Review archive [63] as well as from our own web
site [64].

Figure 9 illustrates how static and dynamical quadrupole
correlations enter into the total binding energies. In the upper
panel are plotted the static deformation energies. Note that
they automatically include contributions from all multipoles
Q!0 with even !.

Both static and dynamic correlation energies are close to
zero for doubly- magic nuclei and increase rapidly away from
closed shells to be maximum at mid-shell. In light nuclei, the
static correlation energy never exceeds a few MeV, whereas
while it grows up to 18 MeV for A between 150 and 180 and
for actinides. This energy gain is typical for nonrelativistic
interactions, as illustrated by Fig. 16 in Ref. [1], whereas it
is only around 5 MeV for relativistic Lagrangians for 240Pu.
On the other hand, the dynamical correlation energy is close
to 4 MeV for mid-shell nuclei and decreases slightly for
heavy ones. However, static and dynamical correlations behave
differently: The latter are significant as soon as the nucleus is
not a doubly magic one, whereas the former sets in only in
nuclei with a larger number of protons and neutrons in the
open shells. This has some consequences for mass systematics
around closed shells, as subsequently discussed.

FIG. 10. Deviation of spherical mean field (top panel), deformed
mean field (middle panel), and J = 0 projected GCM energies from
experiment. Positive residuals denote underbound nuclei. Note that
all panels share the same energy scale. Isotopic chains are connected
by curves.

The results plotted in Fig. 9 are in agreement with the
usual assumption that the mean-field approximation is better
justified in heavy nuclei. For heavy open-shell nuclei with
large symmetry breaking, a large fraction of quadrupole
correlations are static and already included at the mean-field
level. Dynamical correlations dominate the quadrupole energy
only in light systems or around closed shells.

Figure 10 illustrates how the mass residuals are affected
by quadrupole correlations. The top panel shows the deviation
from experiment when spherical symmetry is imposed on the
mean field. The middle panel, identical to Fig. 8, includes static
correlations by allowing for a deformed mean field. In the bot-
tom panel, dynamical correlations from projection on J = 0
and GCM are included. The difference between the two upper
panels is given by the upper panel in Fig. 9, and the difference
between the two lower panels is given by the lower panel of
Fig. 9. As can be expected from the systematics of deformation
energies, restricting the mean field to spherical shapes causes
huge fluctuations of the mass residuals for heavy open-shell
nuclei. These fluctuations are not removed completely by static
deformations, but their amplitude and their spread decrease,
leaving a plateau for open-shell nuclei. The curves for all
isotopic chains nearly fall on top of each other. The deviation

034322-12

[Bender et al. 2006]

✓ Low cost  ➝  Access whole nuclear chart

✗ Unclear how to improve (systematically)
S. M. LENZI, F. NOWACKI, A. POVES, AND K. SIEJA PHYSICAL REVIEW C 82, 054301 (2010)

In Table I we list as well the percentages of neutron
n-particle n-hole excitations in the ground-state wave func-
tions. The 4p-4h components are dominant in Fe, Cr, Ti,
and Ca, however, 2p-2h and 6p-6h contributions are sizable.
The complexity of the wave functions constitutes the main
difference between the N = 40 and N = 20 regions. In the
latter, nearly pure 2p-2h components have been shown to
dominate the 0+ ground states [18].

It should be also pointed out that this evolution of the
neutron filling and of the particle-hole structure does not
mean that the nuclei will become more and more deformed
with decreasing Z; the ground-state deformation properties
result from the total balance between the monopole and the
correlation energies (mainly of a proton-neutron character). In
Table I, we also list these correlation energies extracted from
the multipole Hamiltonian along the N = 40 line. Indeed, the
correlation energy, reflecting the deformation, increases from
Ni to Cr, where it reaches its maximum, and then diminishes
toward Ca. The transition between Ni and Cr is not gradual:
The removal of two protons already provokes an abrupt change
from spherical to a strongly deformed prolate shape.

IV. THE EVOLUTION OF THE DEFORMATION ALONG
THE ISOTOPIC CHAINS

The isotope chains provide a very illustrative picture of
the evolution of deformation in this region. In Fig. 3 we
show the results obtained for the iron chain. In Fig. 3(a)
the excitation energies of the 2+ states are compared to the
available experimental data. In Fig. 3(b) we show the ratio of
the excitation energies E(4+)/E(2+) and E(6+)/E(4+), which
make it possible to recognize whether a nuclear spectrum is
close to that of the rigid rotor or not. Remember that the
perfect rotational limit will require E(4+)/E(2+) = 3.33 and
E(6+)/E(4+) = 2.1. Figure 3(c) depicts the theoretical and
experimental B(E2) transition probabilities along the yrast
bands. The measured B(E2; 2+ → 0+) values from Ref. [9]
are plotted with dots and from Ref. [10] with crosses. Finally,
the intrinsic quadrupole moments derived from the calculated
spectroscopic ones are shown in Fig. 3(d). To establish a
connection between the laboratory and the intrinsic frames
we use the relations

Qint = (J + 1)(2J + 3)
3K2 − J (J + 1)

Qspec(J ), K #= 1, (1)

and

B(E2, J → J − 2) = 5
16e2|〈JK20|J − 2,K〉|2Q2

int, (2)

for K #= 1
2 , 1.

The same properties are plotted in Fig. 4 for the chromium
chain. An excellent agreement with the experiment is found
for all excitation energies.

The known B(E2) transition rates are well reproduced
within the error bars as well. Comparing the results for both
isotopic chains it can be seen that the onset of deformation
occurs at a different neutron number. In the chromium chain
the intrinsic quadrupole moment stays constant along the yrast
band already at N = 38. This is one of the fingerprints of a
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FIG. 3. (Color online) Theoretical results along the iron isotopic
chain in comparison with the available experimental data: the
excitation energies of the 2+ states are shown in panel (a), in panel (b)
we present the ratio of energies of E(J + 2)/E(J ), the B(E2)
transition rates are plotted in panel (c), and the calculated intrinsic
quadrupole moments in panel (d). Two experimental sets of the B(E2)
values are shown: from Ref. [9] (black dots) and from Ref. [10]
(crosses).

good rotor behavior. The iron isotopes undergo the transition
at N = 40. We also verified that the intrinsic quadrupole
moments obtained from the spectroscopic ones [Eq. (1)] are
nearly equal to those obtained from the transition probabilities
according to Eq. (2) in 62,64,66Cr and 66,68Fe. We obtain a

054301-4

[Lenzi et al. 2010]
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FIG. 4. (Color online) The same as in Fig. 3, but for the chromium
isotopes.

value of Qint ∼ 150e fm2 in 62,64,66Cr, which corresponds to
β ∼ 0.35. The deformation of 66,68Fe is slightly lower, with
Qint = 145e fm2 (β ∼ 0.3). In the lighter Fe and Cr nuclei,
the discrepancies between the calculated quadrupole moments
and those obtained in the rotational scheme from the B(E2)’s
are much larger.

Let us further discuss the structure of the calculated states.
In Table II we show the occupancies of the neutron intruder
orbitals in the ground states of the chromium and iron chains.
In the case of the 0g9/2 orbit the extra occupancy is reported

TABLE II. Extra occupations of neutron 0g9/2 and 1d5/2 orbitals
in the ground states of the chromium and iron chains.

Nucleus N ν0g9/2 ν1d5/2

62Fe 36 0.95 0.12
64Fe 38 2.0 0.27
66Fe 40 3.22 0.51
68Fe 42 2.30 0.62
60Cr 36 1.55 0.31
62Cr 38 2.77 0.66
64Cr 40 3.41 0.76
66Cr 42 2.28 0.90

(i.e., the difference between the value obtained in the config-
uration mixing calculation and the one that corresponds to the
normal filling). The neutron intruder occupations increase with
N in both isotopic chains, however, the absolute occupancies
are larger in the chromium chain. As mentioned already for the
N = 40 nuclei, the strong deformation in the Cr chain is not
only due to the increased population of the 0g9/2-1d5/2 doublet,
but to the strong proton-neutron correlations which tend to be
maximal when four protons are active in the pf shell as well.

In Fig. 5 we also show the evolution of the collectivity
in the nickel chain: in Fig. 5(a) the theoretical energies of
the first excited 2+ states are compared with experimental
ones, while in Fig. 5(b) we show the calculated transition rates
in comparison to the available data. The agreement in the
calculated energies is very good for all nickels. Concerning
transition rates, the model reproduces well the systematics with
the minimum in 68Ni and the rapid increase of collectivity in
70Ni. However, the calculated value is closer to the lower tip of
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FIG. 5. (Color online) Theoretical versus experimental energies
and transition rates of the nickel isotopes in the vicinity of
N = 40.
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Correlation expansion: perturbative approach

Correlations as particle-hole excitationsCorrelations as particle-hole excitationsCorrelations as particle-hole excitations
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Correlations as particle-hole excitations

⦿ Expansion of the exact wave function

7

which is a basis-independent function of the energy.
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⦿ Standard many-body perturbation theory (MBPT)

○ Simple expressions for E at low orders

○ Non-iterative calculation

○ Polynomial scaling O(Nα)  ➝  O(N4) at MBPT(2) level

284 A. Tichai et al. / Physics Letters B 756 (2016) 283–288

in its local form [26] with three-body cutoff !3N = 400 MeV/c. 
Additionally, we use the similarity renormalization group (SRG) 
to soften the Hamiltonian through a continuous unitary transfor-
mation controlled by a flow parameter α [27–31]. In principle 
this transformation induces beyond-3N operators, which we have 
to neglect. To avoid the complication of dealing with explicit 3N 
interactions, we make use of the normal-ordered two-body ap-
proximation (NO2B) of the 3N interaction that was found to be 
very accurate for medium-mass nuclei, see Refs. [32,33]. For the 
matrix-element preparation we adopt the procedure introduced in 
Ref. [6], in particular, we use large SRG model spaces and exploit 
the iterative scheme where necessary. Thus, the matrix elements 
and the treatment of the chiral NN+3N interaction are identical to 
Ref. [6] and we can compare directly to the CC results presented 
there.

3. Many-body perturbation theory

The essence of Rayleigh–Schrödinger perturbation theory is the 
definition of an additive splitting, referred to as partitioning, of a 
given Hamiltonian H into an unperturbed part H0 and a pertur-
bation W . By introducing an auxiliary parameter λ we obtain a 
one-parameter family of operators,

Hλ = H0 + λW , (1)

where the perturbation is defined by W = H − H0. As ansatz for 
the solution of the eigenvalue problem of H we take a power se-
ries expansion of the energy and eigenstate in terms of an auxiliary 
parameter λ, where the expansion coefficients are given by the en-
ergy corrections and state corrections, respectively. We choose H0
to be the HF Hamiltonian arising from an initial NN+3N interaction. 
We have shown in Refs. [19,18] that high-order MBPT corrections 
are accessible by means of a recursive scheme, allowing for de-
tailed investigations of the convergence characteristics of the per-
turbation series. In general we cannot expect that a perturbation 
series is convergent [34–36], but one can exploit resummation-
theory techniques to extract information on the observables of in-
terest. There are different schemes and transformations that can be 
used to extract, e.g., the ground-state energy from a divergent ex-
pansion [37–39]. Padé approximants have proven to be particularly 
useful in the treatment of high-order HO-MBPT [19,18]. Addition-
ally, they are well-known to mathematicians especially in the field 
of convergence acceleration [21,36,37]. However, the calculation of 
energy corrections up to sufficiently high orders is only feasible for 
light nuclei due to increasing computational requirements. When 
proceeding to the medium-mass region, one has to choose a dif-
ferent strategy. Depending on the rate of convergence, one might 
expect low-order partial sums of the perturbation series to be rea-
sonable approximations to the exact ground-state energy. Having 
only low-order information available, resummation methods are 
less effective, because one is limited to a small number of ap-
proximants that yield valid approximations only if the transformed 
sequence converges sufficiently fast [18]. However, an alternative 
is to exploit the freedom in the partitioning, i.e., the choice of the 
unperturbed basis, to improve the convergence of the perturbation 
series.

We specifically explore a partitioning defined by a prior HF cal-
culation, which optimizes the single-particle basis [17]. Note that 
the HF ground-state energy corresponds to the first-order partial 
sum,

EHF = E(0) + E(1) . (2)

Therefore, the first contribution to the correlation energy appears 
in second-order HF-MBPT. The second- and third-order contribu-

tions to the ground-state energy for a two-body operator W are 
given by [40]

E(2) = 1
4

>εF∑

ab

<εF∑

i j

〈ab|W |i j〉〈i j|W |ab〉
(εa + εb − εi − ε j)

,

E(3) = 1
8

>εF∑

abcd

<εF∑

i j

〈ab|W |i j〉〈i j|W |cd〉〈cd|W |ab〉
(εa + εb − εc − εd)(εa + εb − εi − ε j)

+ 1
8

>εF∑

ab

<εF∑

i jkl

〈ab|W |i j〉〈i j|W |kl〉〈kl|W |ab〉
(εa + εb − εi − ε j)(εa + εb − εk − εl)

+
>εF∑

abc

<εF∑

i jk

〈ab|W |i j〉〈cj|W |kb〉〈ik|W |ac〉
(εa + εb − εi − ε j)(εa + εc − εi − εk)

. (3)

In the third-order energy correction the first, second, and third 
term are called particle–particle (pp), hole–hole (hh), and particle–
hole (ph) correction, respectively. The εi correspond to the HF 
single-particle energies and all matrix elements are taken to be 
antisymmetrized. Summation indices a, b, c, . . . correspond to par-
ticle indices, i.e., states above the Fermi level εF, whereas i, j, k, . . .
correspond to hole indices up to the Fermi level. The zero and 
one-body parts of the normal-ordered Hamiltonian only enter in 
the first-order energy correction. Brillouin’s theorem states that 
there is no mixing of the HF state with singly-excited determinants 
[17] and by orthogonality the zero-body part is only present in the 
expectation value of the perturbation. In principle, the derivation 
of energy corrections beyond third order is straightforward. How-
ever, considering a diagrammatic approach in terms of Hugenholtz 
diagrams, the number of contributing diagrams at a given pertur-
bation order p increases rapidly [41] such that it becomes chal-
lenging to go beyond third-order in practice. Additionally, terms 
from higher-order corrections involve expressions that are noto-
riously hard to compute, because their efficient implementation, 
e.g., by means of BLAS-enabled matrix operations, is not obvious. 
The computational power needed to perform third-order MBPT cal-
culations up into the medium-mass region can be provided by a 
single compute node within 1–3% of the computing time needed 
for state-of-the-art CC calculations.

4. Convergence characteristics of Hartree–Fock many-body 
perturbation theory

We start by comparing perturbation series from HO and HF-
MBPT, and we focus on their convergence characteristics and sen-
sitivity to the SRG flow parameter. In Fig. 1 we present a direct 
comparison of the order-by-order behavior for the two partition-
ings up to 30th order for 16O. For these high-order calculations 
we use an Nmax-truncation of the many-body model space, simi-
lar to the no-core shell model (NCSM) [23]. The left-hand column 
of Fig. 1 shows the high-order partial sums and the right-hand 
column the individual energy corrections for each order. Panel (a) 
shows the partial sums from HO-MBPT for a sequence of model 
spaces with fixed SRG flow parameter α = 0.08 fm4. The partial 
sums are divergent for every model space. The divergence is also 
apparent from panel (c) which reveals exponentially increasing en-
ergy corrections. In contrast, panel (b) shows the partial sums 
arising from HF-MBPT that are convergent for all model spaces. 
Furthermore, the converged values agree with direct CI results. As 
seen in panel (d), the energy corrections are exponentially sup-
pressed for higher orders, giving rise to a robust convergence.

In Fig. 2 we show the high-order partial sums and energy 
corrections in HF-MBPT for different SRG flow parameters. Pan-
els (a), (b) and (c) show the convergent perturbation series for 

➪ Perturbative methods: expansion coefficients computed independently



Many-body perturbation theory

⦿ Convergence of MBPT series

○ Convergence of the series can be tested up to high orders in small basis (recursive scheme)
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FIG. 1. Partial sums of 16O in HO basis (a) and HF basis (b) for the
NN+3N-full interaction with ↵ = 0.08fm4 and truncation parameters
Nmax = 2 (l), 4 ( H) and 6 (F). The corresponding energy correc-
tions for each order are displayed in (c) and (d), respectively. All
calculations are performed at oscillator frequency ~⌦ = 24 MeV.

cillatory behavior of the partial sums. However, even in these
cases we can easily extract a robust estimate for the asymp-
totic value. In the case of 4He the suppression is independent
of ↵ and we observe the same rapid convergence for all inter-
actions.

The numerical values of the partial sums for selected or-
ders of HF-MPBT for the three nuclei and the di↵erent flow
parameters are summarized in Tab. I together with the results
of direct CI calculations for the same Hamiltonians and model
spaces. The higher-order partial sums are in good agreement
with the CI results—in most cases the deviation of the ground-
state energy is much smaller than 0.1%.

Based on our detailed analysis of high-order HF-MBPT and
due to the exponential suppression of the energy corrections,
we can take low-order partial sums as a reasonable approxi-
mation to the converged results. This motivates the investiga-
tion of third-order partial sums for selected medium-mass and
heavy closed-shell nuclei in the following.

Explicit Summation for Heavy Nuclei. For heavier nuclei
and larger model spaces we cannot compute the high-order
perturbation series explicitly and, thus, we cannot investigate
the convergence characteristics explicitly. We can, however,
evaluate the perturbative contributions up to third order very
e�ciently. To demonstrate the validity of a low-order per-
turbative approximation, we need to compare our results to
established ab initio techniques, in our case, coupled-cluster
calculations with sophisticated triples corrections.

We consider a sequence of closed-shell nuclei ranging from
4He to 132Sn and perform calculations in second and third-
order HF-MBPT in a large model space truncated with respect
to the single-particle principal quantum number emax = 12.
We restrict ourselves to SRG-evolved Hamiltonians with flow
parameter ↵ = 0.08 fm4, which was used extensively in previ-
ous calculations and showed favorable order-by-order conver-
gence in our high-order studies. We cannot perform CI cal-
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FIG. 2. Partial sums for varying flow parameters in HF-MBPT for
4He (a), 16O (b) and 24O (c). The corresponding energy corrections
are given in (d), (e) and (f), respectively. The model space for the first
and second panel are truncated at Nmax = 6. The truncation for the
third panel is given by Nmax = 4. The flow parameters for the di↵er-
ent data sets are ↵ = 0.02 fm4 (l), 0.04 fm4 ( H) and 0.08 fm4(F). All
calculations use a NN+3N-full interaction with oscillator frequency
~⌦ = 24 MeV.

culations for these large spaces, however, the coupled-cluster
framework has proven to provide accurate results for ground-
state energies of closed-shell nuclei [1–4]. We compare the
HF-MBPT results to recent CC calculations at the CCSD and
the CR-CC(2, 3) level [5, 6, 42]. Starting from a HF reference
state this approach provides a complete inclusion of singly and
doubly excited clusters on top of the reference state and, in the
case of CR-CC(2, 3) an approximate non-iterative inclusion of
triply excited clusters [43–46].

In Figs. 3 and 4 the ground-state energies per nucleon (a) as
well as the correlation energy Ecorr = E � EHF per nucleon (b)
from HF-MBPT and CR-CC(2, 3) are depicted for an initial
chiral NN+3N and an initial chiral NN interaction. The SRG-
induced three-nucleon contribution are taken into account in
both cases, leading to the NN+3N-full and NN+3N-induced
interactions, respectively.

These figures show a remarkable result: The binding ener-
gies in third-order HF-MBPT and CR-CC(2,3) are in excel-
lent agreement with each other. The relative di↵erences are
in most cases much smaller than 1%. The same observation
holds for the correlation energy, i.e., the corrections to the HF
energy. The third-order energy corrections contribute approx-
imately 0.2 MeV to the overall binding energy per nucleon
and are, therefore, non negligible even though the third-order
energy corrections in HF-MBPT are one order of magnitude
smaller than the second-order correction.

16O

HO reference

HF reference
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FIG. 1. Partial sums of 16O in HO basis (a) and HF basis (b) for the
NN+3N-full interaction with ↵ = 0.08fm4 and truncation parameters
Nmax = 2 (l), 4 ( H) and 6 (F). The corresponding energy correc-
tions for each order are displayed in (c) and (d), respectively. All
calculations are performed at oscillator frequency ~⌦ = 24 MeV.

cillatory behavior of the partial sums. However, even in these
cases we can easily extract a robust estimate for the asymp-
totic value. In the case of 4He the suppression is independent
of ↵ and we observe the same rapid convergence for all inter-
actions.

The numerical values of the partial sums for selected or-
ders of HF-MPBT for the three nuclei and the di↵erent flow
parameters are summarized in Tab. I together with the results
of direct CI calculations for the same Hamiltonians and model
spaces. The higher-order partial sums are in good agreement
with the CI results—in most cases the deviation of the ground-
state energy is much smaller than 0.1%.

Based on our detailed analysis of high-order HF-MBPT and
due to the exponential suppression of the energy corrections,
we can take low-order partial sums as a reasonable approxi-
mation to the converged results. This motivates the investiga-
tion of third-order partial sums for selected medium-mass and
heavy closed-shell nuclei in the following.

Explicit Summation for Heavy Nuclei. For heavier nuclei
and larger model spaces we cannot compute the high-order
perturbation series explicitly and, thus, we cannot investigate
the convergence characteristics explicitly. We can, however,
evaluate the perturbative contributions up to third order very
e�ciently. To demonstrate the validity of a low-order per-
turbative approximation, we need to compare our results to
established ab initio techniques, in our case, coupled-cluster
calculations with sophisticated triples corrections.

We consider a sequence of closed-shell nuclei ranging from
4He to 132Sn and perform calculations in second and third-
order HF-MBPT in a large model space truncated with respect
to the single-particle principal quantum number emax = 12.
We restrict ourselves to SRG-evolved Hamiltonians with flow
parameter ↵ = 0.08 fm4, which was used extensively in previ-
ous calculations and showed favorable order-by-order conver-
gence in our high-order studies. We cannot perform CI cal-
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FIG. 2. Partial sums for varying flow parameters in HF-MBPT for
4He (a), 16O (b) and 24O (c). The corresponding energy corrections
are given in (d), (e) and (f), respectively. The model space for the first
and second panel are truncated at Nmax = 6. The truncation for the
third panel is given by Nmax = 4. The flow parameters for the di↵er-
ent data sets are ↵ = 0.02 fm4 (l), 0.04 fm4 ( H) and 0.08 fm4(F). All
calculations use a NN+3N-full interaction with oscillator frequency
~⌦ = 24 MeV.

culations for these large spaces, however, the coupled-cluster
framework has proven to provide accurate results for ground-
state energies of closed-shell nuclei [1–4]. We compare the
HF-MBPT results to recent CC calculations at the CCSD and
the CR-CC(2, 3) level [5, 6, 42]. Starting from a HF reference
state this approach provides a complete inclusion of singly and
doubly excited clusters on top of the reference state and, in the
case of CR-CC(2, 3) an approximate non-iterative inclusion of
triply excited clusters [43–46].

In Figs. 3 and 4 the ground-state energies per nucleon (a) as
well as the correlation energy Ecorr = E � EHF per nucleon (b)
from HF-MBPT and CR-CC(2, 3) are depicted for an initial
chiral NN+3N and an initial chiral NN interaction. The SRG-
induced three-nucleon contribution are taken into account in
both cases, leading to the NN+3N-full and NN+3N-induced
interactions, respectively.

These figures show a remarkable result: The binding ener-
gies in third-order HF-MBPT and CR-CC(2,3) are in excel-
lent agreement with each other. The relative di↵erences are
in most cases much smaller than 1%. The same observation
holds for the correlation energy, i.e., the corrections to the HF
energy. The third-order energy corrections contribute approx-
imately 0.2 MeV to the overall binding energy per nucleon
and are, therefore, non negligible even though the third-order
energy corrections in HF-MBPT are one order of magnitude
smaller than the second-order correction.

[Tichai et al. 2016]

➪ Importance of using the right reference

➪ Resummation schemes possible (e.g. Padé, eigenvector continuation, …)



⦿ Reach
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FIG. 3. Panel (a) shows the ground-state energies per nucleon from third-order HF-MBPT (l) in comparison to CR-CC(2, 3) ( H) results for
selected closed-shell nuclei. Panel (b) shows the correlation energy per nucleon, E(2)

0 (�) as well as E(2)
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0 (l) for HF-MBPT. Additionally,
the correlation energy per nuclei for CCSD (4) and CR-CC(2,3) ( H) are shown. All calculations were performed with the NN+3N-full
interaction with ↵ = 0.08 fm4, ~⌦ = 24 MeV in an emax = 12 truncated model space. Experimental values are indicated by black bars.
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The third-order energy contribution (3) consists of three
terms corresponding to three Hugenholtz diagrams. Figure 5
disentangles their individual contributions to the overall third-
order energy correction. The contribution of the pp and hh
corrections are almost constant over the entire mass range,
whereas the energy correction arising from the ph term scales
with increasing mass number in the case of a NN+3N-full
interaction. For the tin isotopes the third-order energy cor-
rection contributes 3% of the overall binding energy in third-
order HF-MBPT and is not negligible. In particular we see
that most of the third-order energy correction arises from the
ph diagram. In the case of a NN+3N-induced interaction
we see that all three terms are suppressed with increasing
mass number. These systematic dependencies of the individ-

ual third-order contributions on the input Hamiltonian show
that a partial inclusion of selected third-order terms may lead
to wrong estimates.

Conclusions. We have discussed Rayleigh-Schrödinger
MBPT as an e�cient approach to compute ground-state en-
ergies for closed-shell nuclei up to the heavy-mass region.
The use of a HF basis has enabled us to overcome conver-
gence problems that generally arise in HO-MBPT. Investigat-
ing 16O in di↵erent model spaces showed convergent partial
sums when using HF-MBPT and the limit of the perturba-
tion series coincides with the results from explicit CI calcu-
lations. Additionally, we found systematic dependencies of
the convergence rate on the SRG parameter in the case of
16O and 24O. Thus, in HF-MBPT we can improve the conver-
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to wrong estimates.
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rection contributes 3% of the overall binding energy in third-
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we see that all three terms are suppressed with increasing
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Conclusions. We have discussed Rayleigh-Schrödinger
MBPT as an e�cient approach to compute ground-state en-
ergies for closed-shell nuclei up to the heavy-mass region.
The use of a HF basis has enabled us to overcome conver-
gence problems that generally arise in HO-MBPT. Investigat-
ing 16O in di↵erent model spaces showed convergent partial
sums when using HF-MBPT and the limit of the perturba-
tion series coincides with the results from explicit CI calcu-
lations. Additionally, we found systematic dependencies of
the convergence rate on the SRG parameter in the case of
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○ Calculations currently possible up to mass A ~ 100 (and beyond)

MBPT Coupled cluster

⦿ Benchmark

○ Accuracy competitive with coupled cluster calculations (non-perturbative and more costly)

Many-body perturbation theory

[Tichai et al. 2016]



Correlation expansion: non-perturbative approach

Correlations as particle-hole excitationsCorrelations as particle-hole excitationsCorrelations as particle-hole excitations

+  …  ++ +  …  + +  …

Ref 1p1h 2p2h 3p3h

Correlations as particle-hole excitations

⦿ Expansion of the exact wave function
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⦿ Examples of non-perturbative approaches

○ Coupled-cluster theory (CC)

➪ Exponential ansatz for the wave function

Hergert Ab initio Nuclear Many-Body Theory

FIGURE 4 | Schematic view of correlations in nuclei. Solid circles indicate

nucleons, transparent circles hole states, and dashed ellipses indicate

correlations between nucleons. Certain 2p2h, 3p3h and higher correlations

(indicated in blue) are built into a correlated wave function that then serves as

the reference state for an MR-IMSRG(2) calculation (capturing correlations

indicated in red), while up to an IMSRG(A) calculation would be needed for an

equivalent description in the conventional framework.

irreducible k-body density matrices λ(k):

λpq ≡ ρpq , (25)

λpqrs ≡ ρpqrs − ρprρqs + ρqrρps , (26)

etc. The irreducible densities matrices encode the correlation
content of an arbitrary reference state |#〉, hence they vanish
for Slater determinants. While the basis of normal-ordered
operators superficially is the same as in the conventional
IMSRG, shown in Equation (22), the inclusion of the irreducible
densities (cf. Equations 12 and 13) equips the basis with the
capability to describe the correlations that are present in the
reference state, which in turn should help to reduce MR-IMSRG
truncation errors. To understand this, let us assume that we
know the ground state of our system, and we normal order the
Hamiltonian with respect to this correlated state. Then the zero-
body part of the normal ordered Hamiltonian already is the
exact ground-state energy, and the normal-ordered one-, two-,
and higher-body parts do not matter at all for our result, and
neither does their evolution under an exact or truncated MR-
IMSRG flow. Thus, the better the reference state matches the
ground state, the less work the MR-IMSRG evolution and any
subsequent many-body method have to do to obtain the correct
ground-state energy.
Computational scaling and Magnus expansion. The
computational scaling of all three IMSRG flavors discussed
here—traditional, VS-IMSRG, and MR-IMSRG—is governed
by the truncation scheme. If we truncate operators and
commutators at the two-body level, as briefly mentioned
above, the number of flow equations scales as O(N4) with the
single-particle basis size N, and the computational effort for
evaluating the right-hand sides as O(N6). This holds despite
the greater complexity of the MR-IMSRG flow equations, which
contain terms containing irreducible two- and higher-body
density matrices.

Any observables of interest must, in principle, be evolved
alongside the Hamiltonian for consistency, which would create

a significant overhead. In practice, we can address this issue by
using the so-called Magnus formulation of the IMSRG [58, 76,
83, 96]: Assuming that the IMSRG transformation can be written
as an explicit exponential, U(s) = exp$(s), we can solve a single
set of flow equations for the anti-Hermitian operator$(s) instead
of evolving observables separately. All operators of interest can
then be computed by applying the Baker-Campbell-Hausdorff
expansion to O(s) = exp[$(s)]O exp[−$(s)].
IMSRG hybrid methods. As noted earlier in this section, the
conventional IMSRG evolution makes the matrix representation
of the Hamiltonian more diagonal by suppressing couplings
between the npnh excitations of the reference state. This implies a
decoupling of energy scales of the many-body system, analogous
to the decoupling of momentum scales by the free-space SRG,
although there are differences in detail that are associated with
the operator bases in which the flow is expressed (cf. Equations 10
and 22).

From this realization, it is not a big step to consider using the
IMSRG to construct RG-improved Hamiltonians for applications
in other methods, defining novel hybrid approaches. In fact, even
the original IMSRG formulation can be understood from this
perspective: The evolution generates a Hamiltonian that yields
the exact ground-state energy (up to truncations) in a Hartree-
Fock calculation, except the HF equations are automatically
satisfied for the evolved H, and we can read off the ground-state
energy directly. The same Hamiltonian can then be used as input
for EOM methods to compute excitation spectra [83]. Likewise,
the VS-IMSRG produces an RG-improved Hamiltonian that
serves as input for a Shell Model diagonalization.

Applying the same logic as in the VS-IMSRG case, the
IMSRG has been merged with the No-Core Shell Model
(NCSM, see section 2.3.6) into the In-Medium NCSM [84,
97]. In this approach, the IMSRG improves the Hamiltonian
with dynamical correlations from high-energy few-nucleon
excitations that would require enormously large model spaces
in the conventional NCSM, and the exact diagonalization in
a small model space describes the dynamics of many-nucleon
excitations. The NCSM as the “host” method is rooted in the
same particle-hole expansion picture as the IMSRG itself, but
this is not a requirement. Another new hybrid method is the In-
Medium Generator Coordinate Method (IM-GCM), which relies
on the GCM as a host method to capture collective correlations
[29, 85, 86]. In this approach, a many-body basis is generated
by restoring the symmetries of mean field solutions with various
types of shape and gauge configuration constraints, which is very
different from the particle-hole excitation basis discussed so far.

2.3.4. Coupled Cluster Methods
The Coupled Cluster (CC) method [12, 63] is an older cousin of
the IMSRG approach. It can also be understood as a decoupling
transformation of the Hamiltonian, but in contrast to the
IMSRG, it relies on a non-unitary similarity transformation
(see Figure 3). Traditionally, CC is motivated by an exponential
ansatz for the exact wave function of a system,

|%CC〉 = eT |#〉 , (27)
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○ In-medium similarity renormalisation group (IMSRG)

➪ SRG evolution for H normal-ordered w.r.t. to a reference Slater determinant

➪ Perturbative methods: expansion coefficients computed independently

➪ Non-perturbative methods: expansion coefficients computed self-consistently

○ Self-consistent Green’s function (SCGF)  [next slide]



Green’s function techniques

⦿ The goal is to solve the A-body Schrödinger equation

⦿ Instead of working with the full A-body wave function            , rewrite the Schrödinger equation 
in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

⦿ 1-, 2-, …. A-body Green’s functions yield expectation values of 1-, 2-, …. A-body operators

⦿ One-body Green’s function obtained by solving Dyson equation (derived from Schrödinger eq.)

⦿ Bonus: one-body Green’s function contains information about A±1 excitation energy spectra

➟ Spectral or Lehmann representation of the Green’s function

➟ In practice, one usually needs 1- and/or 2-body GFs (~ 1- & 2-body density matrices)
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unperturbed Green’s function many-body effects contained in the self-energy Σ
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∑
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➟ A-1 coupled equations



Benchmarks

Oxygen binding energies

2N

2N+3N

[Hebeler et al. 2015]

○ Different strategies to solve HΨ=EΨ

⦿ Convergence of many-body results

○ Same input Hamiltonian (except lattice EFT)

○ All methods agree within 5%

○ Energy trend reproduced by 2N+3N results

⦿ Physics of oxygen isotopes

○ Correct drip line only with 3N forces



Part 4

Expansion many-body methods for open-shell nuclei



Ref. state varies with N & Z
Nucleons entirely fill levels 

below a magic number

Closed-shell systems Open-shell systems

Nucleons partially fill levels 
below a magic number

Larger energy gap,
excitations hindered,

enhanced stability

Smaller (➝ 0) energy gap,
excitations enabled,

lesser stability

Closed- vs. open-shell systems
⦿ In practice: expand on Slater determinant basis  ➝  particle-hole (ph) expansion

Correlations as particle-hole excitations

⦿ In configuration-space methods, correlations are accounted for by means of ph excitations

○ Recall:

Tichai et al. MBPT for Finite Nuclei

both generate all allowed diagrams at a given order without
missing any and to evaluate their expression in a quick and error-
safe way. Consequently, the last tool introduced to tackle this
difficulty consists of an automatized generation and evaluation
of diagrams [88–95]. All these technical, yet crucial, aspects of
MBPT are not addressed in the present article and the interested
reader is referred to the references.

5.1. Reference State
The present chapter is dedicated to the simplest form of MBPT
appropriate to closed-shell systems. This first version relies on the
use of a symmetry-conserving Slater determinant reference state

|!〉 ≡
A

∏

i=1

c†i |0〉, (34)

where the set of single-particle creation operators {c†p} acts on
the physical vacuum |0〉. This constitutes an appropriate starting
point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
case in Figure 2. While, in principle, the single-particle basis
is completely arbitrary, applications will reveal its significant
impact on the qualitative behavior of the perturbative expansion.

5.2. Normal Ordering
Applying Wick’s theorem with respect to |!〉, the Hamiltonian
can be rewritten in terms of normal-ordered contributions

H = H[0]+
∑

pq

H[2]
pq : c†pcq :+

1
4

∑

pqrs

H[4]
pqrs : c†pc

†
qcscr :+ . . . , (35)

where : : denotes the normal order of the involved creation and
annihilation operators. Thus, H[0] is the expectation value of
H in |!〉 whereas H[2]

pq and H[4]
pqrs define matrix elements of

effective, i.e., normal-ordered, one-body and two-body operators,
respectively. The dots denote normal-ordered operators of higher
ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).

5.3. Partitioning
To explicitly set up the partitioning of the Hamiltonian
(Equation 8), one adds and subtracts a diagonal normal-ordered
one-body operator

H̄[2] ≡
∑

p

ep : c†pcp : (36)

such that

H0 = H[0] +
∑

p

ep : c†pcp :, (37a)

H1 ≡ H̆[2] +H[4], (37b)

with

H̆[2] ≡ H[2] − H̄[2] =
∑

p%=q

H[2]
pq : c†pcq : . (38)

Introducing the set of Slater determinants obtained from |!〉 via
n-particle/n-hole excitations

|!ab···
ij··· 〉 ≡ c†ac

†
b . . . cjci|!〉, (39)

one obtains an orthonormal basis of the A-body Hilbert space

H
A = {|!〉, |!a

i 〉, |!
ab
ij 〉, |!

abc
ijk 〉, ...}, (40)

which is nothing but the eigenbasis of H0

H0|!〉 = H[0]|!〉, (41a)

H0|!
ab···
ij··· 〉 = (H[0] + εab···ij··· )|!

ab···
ij··· 〉, (41b)

where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
H1 = H[4]. This is obtained by using the reference Slater
determinant |!〉 solution of the Hartree-Fock (HF) variational
problem and by defining H̄[2] from the eigenvalues of the one-
body HF Hamiltonian.
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of diagrams [88–95]. All these technical, yet crucial, aspects of
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where the set of single-particle creation operators {c†p} acts on
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point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
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H in |!〉 whereas H[2]
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ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).
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To explicitly set up the partitioning of the Hamiltonian
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such that
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where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
H1 = H[4]. This is obtained by using the reference Slater
determinant |!〉 solution of the Hartree-Fock (HF) variational
problem and by defining H̄[2] from the eigenvalues of the one-
body HF Hamiltonian.
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Ref. Slater ➝   expand on

⦿ Configuration-interaction techniques (e.g. no-core shell model)

○ Few-p-few-h and many-p-many-h excitations treated on an equal footing

⦿ Expansion techniques

○ Expansion in the rank k of kp-kh excitations

○ Efficient treatment of both dynamical and static correlations

○ Efficient treatment of dynamical correlations, difficult to treat static correlations

Correlations as particle-hole excitationsCorrelations as particle-hole excitationsCorrelations as particle-hole excitations
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8
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Ref. state varies with N & Z

Nucleons entirely fill levels 
below a magic number

Closed-shell systems Open-shell systems

Nucleons partially fill levels 
below a magic number

Larger energy gap,
excitations hindered,

enhanced stability

Smaller (➝ 0) energy gap,
excitations enabled,

lesser stability

Closed- vs. open-shell systems
⦿ In practice: expand on Slater determinant basis  ➝  particle-hole expansion

Correlations as particle-hole excitations

⦿ In configuration-space methods, correlations are accounted for by means of ph excitations

○ Recall:
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both generate all allowed diagrams at a given order without
missing any and to evaluate their expression in a quick and error-
safe way. Consequently, the last tool introduced to tackle this
difficulty consists of an automatized generation and evaluation
of diagrams [88–95]. All these technical, yet crucial, aspects of
MBPT are not addressed in the present article and the interested
reader is referred to the references.

5.1. Reference State
The present chapter is dedicated to the simplest form of MBPT
appropriate to closed-shell systems. This first version relies on the
use of a symmetry-conserving Slater determinant reference state

|!〉 ≡
A

∏

i=1

c†i |0〉, (34)

where the set of single-particle creation operators {c†p} acts on
the physical vacuum |0〉. This constitutes an appropriate starting
point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
case in Figure 2. While, in principle, the single-particle basis
is completely arbitrary, applications will reveal its significant
impact on the qualitative behavior of the perturbative expansion.

5.2. Normal Ordering
Applying Wick’s theorem with respect to |!〉, the Hamiltonian
can be rewritten in terms of normal-ordered contributions

H = H[0]+
∑

pq

H[2]
pq : c†pcq :+

1
4

∑

pqrs

H[4]
pqrs : c†pc

†
qcscr :+ . . . , (35)

where : : denotes the normal order of the involved creation and
annihilation operators. Thus, H[0] is the expectation value of
H in |!〉 whereas H[2]

pq and H[4]
pqrs define matrix elements of

effective, i.e., normal-ordered, one-body and two-body operators,
respectively. The dots denote normal-ordered operators of higher
ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).

5.3. Partitioning
To explicitly set up the partitioning of the Hamiltonian
(Equation 8), one adds and subtracts a diagonal normal-ordered
one-body operator

H̄[2] ≡
∑

p

ep : c†pcp : (36)

such that

H0 = H[0] +
∑

p

ep : c†pcp :, (37a)

H1 ≡ H̆[2] +H[4], (37b)

with

H̆[2] ≡ H[2] − H̄[2] =
∑

p%=q
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pq : c†pcq : . (38)

Introducing the set of Slater determinants obtained from |!〉 via
n-particle/n-hole excitations

|!ab···
ij··· 〉 ≡ c†ac

†
b . . . cjci|!〉, (39)

one obtains an orthonormal basis of the A-body Hilbert space

H
A = {|!〉, |!a

i 〉, |!
ab
ij 〉, |!

abc
ijk 〉, ...}, (40)

which is nothing but the eigenbasis of H0

H0|!〉 = H[0]|!〉, (41a)

H0|!
ab···
ij··· 〉 = (H[0] + εab···ij··· )|!

ab···
ij··· 〉, (41b)

where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
H1 = H[4]. This is obtained by using the reference Slater
determinant |!〉 solution of the Hartree-Fock (HF) variational
problem and by defining H̄[2] from the eigenvalues of the one-
body HF Hamiltonian.

Frontiers in Physics | www.frontiersin.org 9 June 2020 | Volume 8 | Article 164

Tichai et al. MBPT for Finite Nuclei

both generate all allowed diagrams at a given order without
missing any and to evaluate their expression in a quick and error-
safe way. Consequently, the last tool introduced to tackle this
difficulty consists of an automatized generation and evaluation
of diagrams [88–95]. All these technical, yet crucial, aspects of
MBPT are not addressed in the present article and the interested
reader is referred to the references.

5.1. Reference State
The present chapter is dedicated to the simplest form of MBPT
appropriate to closed-shell systems. This first version relies on the
use of a symmetry-conserving Slater determinant reference state

|!〉 ≡
A

∏

i=1

c†i |0〉, (34)

where the set of single-particle creation operators {c†p} acts on
the physical vacuum |0〉. This constitutes an appropriate starting
point of the perturbative expansion as long as |!〉 denotes a
closed-shell Slater determinant in agreement with the left-hand
case in Figure 2. While, in principle, the single-particle basis
is completely arbitrary, applications will reveal its significant
impact on the qualitative behavior of the perturbative expansion.

5.2. Normal Ordering
Applying Wick’s theorem with respect to |!〉, the Hamiltonian
can be rewritten in terms of normal-ordered contributions

H = H[0]+
∑

pq

H[2]
pq : c†pcq :+

1
4

∑

pqrs

H[4]
pqrs : c†pc

†
qcscr :+ . . . , (35)

where : : denotes the normal order of the involved creation and
annihilation operators. Thus, H[0] is the expectation value of
H in |!〉 whereas H[2]

pq and H[4]
pqrs define matrix elements of

effective, i.e., normal-ordered, one-body and two-body operators,
respectively. The dots denote normal-ordered operators of higher
ranks, up to the maximum rank kmax characterizing the initial
Hamiltonian (Equation 3). Through the application of Wick’s
theorem, an effective operator of rank keff receives contributions
from all initial operators with rank k, where keff ≤ k ≤
kmax. Using an initial Hamiltonian with up to three-nucleon
interactions and working in the normal-ordered two-body
approximation (NO2B) [79, 82], the residual three-body part
H[6] is presently discarded. For explicit expressions of the matrix
elements defining the normal-ordered operator (see [79, 82, 83]).

5.3. Partitioning
To explicitly set up the partitioning of the Hamiltonian
(Equation 8), one adds and subtracts a diagonal normal-ordered
one-body operator

H̄[2] ≡
∑

p

ep : c†pcp : (36)

such that

H0 = H[0] +
∑

p

ep : c†pcp :, (37a)

H1 ≡ H̆[2] +H[4], (37b)

with

H̆[2] ≡ H[2] − H̄[2] =
∑

p%=q

H[2]
pq : c†pcq : . (38)

Introducing the set of Slater determinants obtained from |!〉 via
n-particle/n-hole excitations

|!ab···
ij··· 〉 ≡ c†ac

†
b . . . cjci|!〉, (39)

one obtains an orthonormal basis of the A-body Hilbert space

H
A = {|!〉, |!a

i 〉, |!
ab
ij 〉, |!

abc
ijk 〉, ...}, (40)

which is nothing but the eigenbasis of H0

H0|!〉 = H[0]|!〉, (41a)

H0|!
ab···
ij··· 〉 = (H[0] + εab···ij··· )|!

ab···
ij··· 〉, (41b)

where

εab···ij··· ≡ (ea + eb + · · · )− (ei + ej + · · · ) (42)

sums (subtracts) the n one-body energies of the particle (hole)
states the nucleons are excited into (from). Equation (41)
corresponds to the explicit form of Equation (9) in the case of
a Slater determinant reference state.
Convention: One-body states occupied (unoccupied) in the
reference determinant are labeled by i, j, k, ... (a, b, c, ...) and are
referred to as hole (particle) states. Generic one-body states are
denoted by p, q, r, ....

The single-particle energies {εp} are parameters of the theory
that are fixed by the partitioning, which itself defines the
reference state. They can be chosen arbitrarily as long as the
A occupied hole states have lower energies than the remaining
particle states, such that εab···ij··· > 0. A simple choice employed in
nuclear physics consists of building |!〉 by filling up the A lowest
single-particle eigenstates of the spherical harmonic oscillator
Hamiltonian [32, 33], i.e., setting

H0 ≡
&p 2

2m
+

1
2
mω2&r 2, (43)

where the oscillator frequency ω specifies the width of the
potential. A more standard choice throughout various fields of
many-body physics and chemistry relates to the so-called Møller-
Plesset partitioning that corresponds to taking H̆[2] = 0, i.e.,
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FIGURE 2 | (Top) Schematic representation of neutron or proton energy shells and associated occupations corresponding to a two-particle/two-hole excitation on

top of the reference Slater determinant, i.e., the ground state of H0, appropriate to a 16O-like nucleus (N = Z = 8). The last occupied shell in the reference state is the

Fermi level and its energy separation to the first empty level is denoted as !EF. Left: closed-shell nucleus for which the number of nucleons is such that (i) the Fermi

level is fully occupied and (ii) !EF ! 0. Center: sub-closed shell nucleus for which the number of nucleons is such that (i) the Fermi level is fully occupied and (ii) !EF is

small. Right: open-shell nucleus for which the number of nucleons is such that the Fermi level is only partly occupied such that !EF = 0. (Bottom) Emergence of an

infra-red divergence in the MBPT expansion of the ground-state energy of 16O induced by a step-wise reduction (going from blue, to yellow, to green, to purple, and

to red) of the size of the particle-hole gap in the spectrum of H0.
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The Hamiltonian is, thus, represented via a set of one-, two-, and
three-body matrix elements tpq, v̄pqrs and w̄pqrstu, respectively.
In a modern language the above matrix elements define tensors
of mode n = 2, 4, 6, respectively, where the mode specifies the
number of indices.

3.2. Similarity Renormalization Group
While the tensors defining the Hamiltonian built within χEFT
may display large low-to-high momentum couplings, pre-
processing tools can be used to tame them. During the past
decade the (free-space) similarity renormalization group (SRG)
approach has become the standard technique to generate a
“softened” basis representation of an operator more amenable to
many-body calculations [76].

The SRG approach is based on a unitary transformation of
the initial operator O parameterized by a continuous parameter

α ∈ R, i.e.,

O(α) = U†(α)OU(α). (4)

Equation (4) can be re-cast into a first-order differential equation

d

dα
O(α) = [η(α),O(α)] (5)

involving an anti-Hermitian generator η(α) that can be chosen
freely to achieve a desired decoupling pattern in the transformed
operator. A convenient choice employed in many calculations is
given by

η(α) ≡ [T,O(α)], (6)

such that the SRG evolution can be interpreted as a pre-
diagonalization of the operator in momentum space, thus
suppressing the coupling between high- and low-momentum
modes. This procedure thus drives the Hamiltonian toward a
band-diagonal form. Writing H(α) ≡ T + V(α) + W(α) + . . .

in the same single-particle basis as the starting Hamiltonian,
the SRG transformation corresponds to generating α-dependent
tensors v̄pqrs(α), w̄pqrstu(α) . . .whose UV elements linking single-
particle states corresponding to low and high momenta are
strongly suppressed.
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○ Can be explicitly demonstrated by 
artificially decreasing the gap in 16O

gap

[Tichai et al. 2020]



⦿ Idea: reopen gap via symmetry breaking

Symmetry breaking
⦿ Approximate/truncated methods capture correlations via an expansion in ph excitations

⦿ Open-shell nuclei are (near-)degenerate with respect to ph excitations

open-shellclosed-shell

i j

a b

i j a b

⦿ Solution: multi-determinantal or symmetry-breaking reference state 

Doubly open-shell nuclei

Pairing correlations
↕ 

Superfluidity
↕

Breaking of U(1)

Quadrupole correlations
↕

Deformation
↕

Breaking of SU(2)

○ Symmetry-breaking solution allows to lift the degeneracy

Singly open-shells Doubly open-shells

To be developed and implementedDeveloped and implemented

⦿ Approximate/truncated methods capture correlations via an expansion in ph excitations

⦿ Open-shell nuclei are (near-)degenerate with respect to ph excitations

open-shellclosed-shell

i j

a b

i j a b

Approximate ab initio methods

i j

a b

⦿ Which symmetries?

○ GHam ➝  symmetries of H usually dictated by QCD + general principles 

○ Gwf   ➝  symmetries of w.f. depend on a given ansatz

○ Gbas  ➝  eigenfunctions of a given operator with certain symmetries (e.g. HO Hamiltonian)

Usually one chooses   GHam  = Gwf  = Gbas

⦿ Why should it help?

○ Variational space of w.f. is enlarged

○ Degeneracy is lifted by deformation  ➝  Particle-hole expansion again well defined

Symmetry breaking  ➝  GHam  ≠ Gwf 

○ We know it works from experience (collective model, energy density functionals)



Which symmetry for which type of correlation?

Physical symmetry Group Correlations

SU(2)Rotational inv. Deformation

U(1)N x U(1)ZParticle-number Superfluidity

⦿ Allowing w.f. to break symmetries is an efficient way to account for strong correlations

Singly open-shell    ➪ Sufficient to break U(1)  

Doubly open-shell  ➪ Necessary to break SU(2)
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V. Somà et al.: Moving away from singly-magic nuclei with Gorkov Green’s function theory 9

16 20 24 28 32 36 40
0

0.1

0.2

0.3

Cr

β

N

(d)

16 20 24 28 32 36 40

Ti

N

(c)

Ti

ΔE/A β Np x Nn

16 20 24 28 32 36 40

Ca

N

(b)

16 20 24 28 32 36 40
0

0.1

0.2

0.3

0.4

0.5

Ar

Δ
E/

A
 [M

eV
]

N

(a)

Fig. 9. Relative errors on total binding energies per nucleon for Z = 18, 20, 22 and 24 isotopes (full symbols and solid lines,
taken from Fig. 8, referring to the left vertical axis). Theoretical results are compared to the simple estimate Np ⇥Nn, following
Ref. [66] (crosses and dotted lines, arbitrarily normalised) and the deformation parameter � computed via EDF calculations [67]
(empty symbols and dashed lines, referring to the right vertical axis).

static deformation. ADC(3) deviations, available for cal-
cium isotopes with sub-shell closures, are also displayed
in the figure. They illustrate the typical gain achieved by
the inclusion of higher-order correlations in semi-magic
systems.

The hypothetical correlation with deformation is fur-
ther examined in Fig. 9, where the four curves of Fig. 8 are
plotted separately and compared to two di↵erent quantities
measuring the e↵ects of deformation in phenomenologi-
cal approaches. First, we consider the simple estimate
Np ⇥Nn, where Np (Nn) is the number of valence proton
(neutron) pairs in a mean-field picture. Such a quantity
has been shown to provide a good estimate of the so-called
deformation energy in (single-reference) energy density
functional (EDF) calculations [66]. Second, we plot the ac-
tual deformation parameter � obtained in (multi-reference)
EDF calculations [67]. These two estimates of deforma-
tion provide a similar picture throughout the four isotopic
chains. This is consistent with the idea that deformation is
mean-field dominated, with beyond-mean-field correlations
accounting for additional fluctuations on top. Turning to
our results, one observes that the correlation between the
theoretical error �E/A and the two phenomenological esti-
mates is striking for all chains. The deformation parameter
�, with smoother variations across sub-shell closures, seems
to provide a slightly better account of our theoretical er-
ror. An exception is visible for light argon isotopes, with
the mean-field estimate Np ⇥Nn better capturing the be-
haviour of �E/A around N = 20. This analysis eventually
supports the intuition that the collective quadrupole cor-
relations arising in doubly-open shell systems can hardly
be captured by present SU(2)-conserving calculations.

Even if in principle all correlations can be accounted
for in the current theoretical scheme, one would need to
include very high orders in the expansion in order to grasp
such quadrupole static correlations. Indeed, for spherical
bases, these are typically associated with the coherent
superposition of many particle-many hole excitations that
are not included in the low-order many-body truncation
schemes currently at reach. Extending beyond the ADC(3)
approximation involves a factorial increase in the numbers

of diagrams and would need a shift of paradigm in which
all contributions are dealt with at once through stochastic
sampling [68]. An alternative solution is the extension
of existing expansion methods towards SU(2)-breaking
schemes that will enable an e�cient description of static
deformation from the outset.

4 Radii

Among the basic nuclear properties addressed by ab initio
calculations in the past few years, the size of medium-mass
nuclei has typically represented (and, to a good extent,
still represents) one of the main challenges. The first sets
of calculations that successfully reproduced ground-state
energies of oxygen isotopes failed to provide, at the same
time, a good description of charge radii [35]. The NNLOsat

Hamiltonian, specifically introduced to cure this issue [40],
very much improved the description of radii although dis-
crepancies for neutron-rich systems have been shown to
persist [35, 69]. An unsatisfactory account of nuclear sizes
remains for several Hamiltonians that are currently em-
ployed in state-of-the-art calculations [74, 8]. Very recently,
new generations of chiral interactions have been proposed
and shown to provide promising results for charge radii of
closed-shell [75] as well as some open-shell [30] medium-
mass nuclei. The behaviour along isotopic chains around
calcium remains however to be investigated. In Ref. [8]
charge radii of oxygen, calcium and nickel isotopes have
been systematically investigated with the NN+3N(lnl)
and NNLOsat Hamiltonians. The study confirmed the good
performance of NNLOsat up to the nickel chains. Here, in
addition to a more refined analysis of calcium isotopes,
charge radii along argon, titanium and chromium chains
are presented.

Mean square (m.s.) charge radii are computed starting
from m.s. point-proton radii hr2pi as follows

hr2chi = hr2pi+ hR2
pi+

N

Z
hR2

ni+ hr2iso +
3~2

4m2
pc

2
. (7)

8 V. Somà et al.: Moving away from singly-magic nuclei with Gorkov Green’s function theory

14 16 18 20 22 24 26 28 30 32 34 36 38 40
-5

0

5

10

15

N

Δ
(3

)  [M
eV

]

Ar

Ti

Ca

Cr

Full symbols + dotted line: experimental data
Empty symbols + dotted line: extrapolated data

Symbols + solid line: theory

Fig. 7. Three-point mass di↵erences, Eq. (6), along
Z = 18, 20, 22 and 24 isotopic chains computed with the
NN+3N(lnl) interaction (symbols joined by solid lines), com-
pared to experimental (measured, full symbols and extrapolated,
empty symbols) data. Both calculated and experimental values
are shifted by (Z � 20)⇥ 2 MeV for a better readability.

pared to experiment. This feature is particularly visible for
N 2 [21, 27] isotopes in all considered chains, as well as be-
yond N = 34 for calcium and chromium. Keeping in mind
the possible deficiency of the currently used Hamiltonian,
this result likely points to missing higher-order correlations.
The ADC(2) truncation scheme employed here already in-
cludes both the lowest-order pairing term and the induced
interaction resulting from the exchange of unperturbed
particle-hole excitations. However, it does not account for
the collective vibrations that are thought to be responsible
for the remaining pairing strength [61, 62, 63, 64]. Conse-
quently, it does improve on HFB results, e.g., by correcting
the odd-even staggering present at the mean-field level
(not shown here), but it does not significantly change the
amplitude of the pairing gap. The extension of GSCGF to
the ADC(3) level is envisaged in the near future, knowing
that such a truncation does indeed seize important features
of collective fluctuations and of their e↵ect on superfluidity.

In titanium and chromium, theoretical and experimen-
tal three-point mass di↵erences show further qualitative
di↵erences. In addition to the average value of �(3) being
too low, the increase of its oscillation between N = 20 and
N = 28 compared to calcium isotopes along with the shell-
closure disappearances at N = 28, 32, 34 are not captured.
The oscillation of �(3) around its average is not related

to the anomalous part of the self-energy (i.e. the pairing
gap) but rather to its normal part (i.e. the e↵ective mean-
field) [55, 65]. The qualitative evolution of this staggering
from calcium to titanium and chromium pointed out above
is thus a fingerprint of increased quadrupole correlations on
the normal self-energy. The absence of this evolution in our
theoretical calculation confirms the need to include these
correlations consistently in both normal and anomalous
channels. While extending GSCGF to the ADC(3) level
should help better describing the staggering of �(3), an
explicit treatment of deformation will probably be the most
e�cient way to reach a quantitative agreement whenever
quadrupole fluctuations become truly collective, i.e. as one
moves significantly away from semi-magic systems.

3.5 E↵ects of deformation

For several of the quantities discussed above, the poorer
agreement with theoretical data when departing from semi-
magic calcium has been ascribed to an ine�cient descrip-
tion of quadrupole correlations. To substantiate this ob-
servation, di↵erences between computed and experimental
ground-state energies per nucleon are displayed in Fig. 8
for four isotopic chains. The best agreement with experi-
mental values is found for calcium isotopes. Other chains
perform generally worse, with the quality of the descrip-
tion deteriorating in particular for neutron-rich argon and
chromium isotopes. In all cases a clear minimum is visible
at N = 20 and a maximum around N = 24, which suggests
a correlation with the closed- or open-shell character of
the neutrons and the associated absence or presence of
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Fig. 8. Relative ADC(2) errors (theory - experiment) on total
binding energies per nucleon along Z = 18, 20, 22 and 24 isotopic
chains. ADC(3) errors are also reported for doubly closed-shell
calcium isotopes and displayed as horizontal bars. Calculations
and experimental data are taken from Fig. 1.

○ Description deteriorates when going away from singly open-shell

⦿ Example: U(1)-breaking SCGF calculations [Somà et al. 2021]

Symmetry breaking
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Fig. 9. Relative errors on total binding energies per nucleon for Z = 18, 20, 22 and 24 isotopes (full symbols and solid lines,
taken from Fig. 8, referring to the left vertical axis). Theoretical results are compared to the simple estimate Np ⇥Nn, following
Ref. [66] (crosses and dotted lines, arbitrarily normalised) and the deformation parameter � computed via EDF calculations [67]
(empty symbols and dashed lines, referring to the right vertical axis).

static deformation. ADC(3) deviations, available for cal-
cium isotopes with sub-shell closures, are also displayed
in the figure. They illustrate the typical gain achieved by
the inclusion of higher-order correlations in semi-magic
systems.

The hypothetical correlation with deformation is fur-
ther examined in Fig. 9, where the four curves of Fig. 8 are
plotted separately and compared to two di↵erent quantities
measuring the e↵ects of deformation in phenomenologi-
cal approaches. First, we consider the simple estimate
Np ⇥Nn, where Np (Nn) is the number of valence proton
(neutron) pairs in a mean-field picture. Such a quantity
has been shown to provide a good estimate of the so-called
deformation energy in (single-reference) energy density
functional (EDF) calculations [66]. Second, we plot the ac-
tual deformation parameter � obtained in (multi-reference)
EDF calculations [67]. These two estimates of deforma-
tion provide a similar picture throughout the four isotopic
chains. This is consistent with the idea that deformation is
mean-field dominated, with beyond-mean-field correlations
accounting for additional fluctuations on top. Turning to
our results, one observes that the correlation between the
theoretical error �E/A and the two phenomenological esti-
mates is striking for all chains. The deformation parameter
�, with smoother variations across sub-shell closures, seems
to provide a slightly better account of our theoretical er-
ror. An exception is visible for light argon isotopes, with
the mean-field estimate Np ⇥Nn better capturing the be-
haviour of �E/A around N = 20. This analysis eventually
supports the intuition that the collective quadrupole cor-
relations arising in doubly-open shell systems can hardly
be captured by present SU(2)-conserving calculations.

Even if in principle all correlations can be accounted
for in the current theoretical scheme, one would need to
include very high orders in the expansion in order to grasp
such quadrupole static correlations. Indeed, for spherical
bases, these are typically associated with the coherent
superposition of many particle-many hole excitations that
are not included in the low-order many-body truncation
schemes currently at reach. Extending beyond the ADC(3)
approximation involves a factorial increase in the numbers

of diagrams and would need a shift of paradigm in which
all contributions are dealt with at once through stochastic
sampling [68]. An alternative solution is the extension
of existing expansion methods towards SU(2)-breaking
schemes that will enable an e�cient description of static
deformation from the outset.

4 Radii

Among the basic nuclear properties addressed by ab initio
calculations in the past few years, the size of medium-mass
nuclei has typically represented (and, to a good extent,
still represents) one of the main challenges. The first sets
of calculations that successfully reproduced ground-state
energies of oxygen isotopes failed to provide, at the same
time, a good description of charge radii [35]. The NNLOsat

Hamiltonian, specifically introduced to cure this issue [40],
very much improved the description of radii although dis-
crepancies for neutron-rich systems have been shown to
persist [35, 69]. An unsatisfactory account of nuclear sizes
remains for several Hamiltonians that are currently em-
ployed in state-of-the-art calculations [74, 8]. Very recently,
new generations of chiral interactions have been proposed
and shown to provide promising results for charge radii of
closed-shell [75] as well as some open-shell [30] medium-
mass nuclei. The behaviour along isotopic chains around
calcium remains however to be investigated. In Ref. [8]
charge radii of oxygen, calcium and nickel isotopes have
been systematically investigated with the NN+3N(lnl)
and NNLOsat Hamiltonians. The study confirmed the good
performance of NNLOsat up to the nickel chains. Here, in
addition to a more refined analysis of calcium isotopes,
charge radii along argon, titanium and chromium chains
are presented.

Mean square (m.s.) charge radii are computed starting
from m.s. point-proton radii hr2pi as follows

hr2chi = hr2pi+ hR2
pi+
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Z
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(empty symbols and dashed lines, referring to the right vertical axis).

static deformation. ADC(3) deviations, available for cal-
cium isotopes with sub-shell closures, are also displayed
in the figure. They illustrate the typical gain achieved by
the inclusion of higher-order correlations in semi-magic
systems.

The hypothetical correlation with deformation is fur-
ther examined in Fig. 9, where the four curves of Fig. 8 are
plotted separately and compared to two di↵erent quantities
measuring the e↵ects of deformation in phenomenologi-
cal approaches. First, we consider the simple estimate
Np ⇥Nn, where Np (Nn) is the number of valence proton
(neutron) pairs in a mean-field picture. Such a quantity
has been shown to provide a good estimate of the so-called
deformation energy in (single-reference) energy density
functional (EDF) calculations [66]. Second, we plot the ac-
tual deformation parameter � obtained in (multi-reference)
EDF calculations [67]. These two estimates of deforma-
tion provide a similar picture throughout the four isotopic
chains. This is consistent with the idea that deformation is
mean-field dominated, with beyond-mean-field correlations
accounting for additional fluctuations on top. Turning to
our results, one observes that the correlation between the
theoretical error �E/A and the two phenomenological esti-
mates is striking for all chains. The deformation parameter
�, with smoother variations across sub-shell closures, seems
to provide a slightly better account of our theoretical er-
ror. An exception is visible for light argon isotopes, with
the mean-field estimate Np ⇥Nn better capturing the be-
haviour of �E/A around N = 20. This analysis eventually
supports the intuition that the collective quadrupole cor-
relations arising in doubly-open shell systems can hardly
be captured by present SU(2)-conserving calculations.

Even if in principle all correlations can be accounted
for in the current theoretical scheme, one would need to
include very high orders in the expansion in order to grasp
such quadrupole static correlations. Indeed, for spherical
bases, these are typically associated with the coherent
superposition of many particle-many hole excitations that
are not included in the low-order many-body truncation
schemes currently at reach. Extending beyond the ADC(3)
approximation involves a factorial increase in the numbers

of diagrams and would need a shift of paradigm in which
all contributions are dealt with at once through stochastic
sampling [68]. An alternative solution is the extension
of existing expansion methods towards SU(2)-breaking
schemes that will enable an e�cient description of static
deformation from the outset.

4 Radii

Among the basic nuclear properties addressed by ab initio
calculations in the past few years, the size of medium-mass
nuclei has typically represented (and, to a good extent,
still represents) one of the main challenges. The first sets
of calculations that successfully reproduced ground-state
energies of oxygen isotopes failed to provide, at the same
time, a good description of charge radii [35]. The NNLOsat

Hamiltonian, specifically introduced to cure this issue [40],
very much improved the description of radii although dis-
crepancies for neutron-rich systems have been shown to
persist [35, 69]. An unsatisfactory account of nuclear sizes
remains for several Hamiltonians that are currently em-
ployed in state-of-the-art calculations [74, 8]. Very recently,
new generations of chiral interactions have been proposed
and shown to provide promising results for charge radii of
closed-shell [75] as well as some open-shell [30] medium-
mass nuclei. The behaviour along isotopic chains around
calcium remains however to be investigated. In Ref. [8]
charge radii of oxygen, calcium and nickel isotopes have
been systematically investigated with the NN+3N(lnl)
and NNLOsat Hamiltonians. The study confirmed the good
performance of NNLOsat up to the nickel chains. Here, in
addition to a more refined analysis of calcium isotopes,
charge radii along argon, titanium and chromium chains
are presented.

Mean square (m.s.) charge radii are computed starting
from m.s. point-proton radii hr2pi as follows
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static deformation. ADC(3) deviations, available for cal-
cium isotopes with sub-shell closures, are also displayed
in the figure. They illustrate the typical gain achieved by
the inclusion of higher-order correlations in semi-magic
systems.

The hypothetical correlation with deformation is fur-
ther examined in Fig. 9, where the four curves of Fig. 8 are
plotted separately and compared to two di↵erent quantities
measuring the e↵ects of deformation in phenomenologi-
cal approaches. First, we consider the simple estimate
Np ⇥Nn, where Np (Nn) is the number of valence proton
(neutron) pairs in a mean-field picture. Such a quantity
has been shown to provide a good estimate of the so-called
deformation energy in (single-reference) energy density
functional (EDF) calculations [66]. Second, we plot the ac-
tual deformation parameter � obtained in (multi-reference)
EDF calculations [67]. These two estimates of deforma-
tion provide a similar picture throughout the four isotopic
chains. This is consistent with the idea that deformation is
mean-field dominated, with beyond-mean-field correlations
accounting for additional fluctuations on top. Turning to
our results, one observes that the correlation between the
theoretical error �E/A and the two phenomenological esti-
mates is striking for all chains. The deformation parameter
�, with smoother variations across sub-shell closures, seems
to provide a slightly better account of our theoretical er-
ror. An exception is visible for light argon isotopes, with
the mean-field estimate Np ⇥Nn better capturing the be-
haviour of �E/A around N = 20. This analysis eventually
supports the intuition that the collective quadrupole cor-
relations arising in doubly-open shell systems can hardly
be captured by present SU(2)-conserving calculations.

Even if in principle all correlations can be accounted
for in the current theoretical scheme, one would need to
include very high orders in the expansion in order to grasp
such quadrupole static correlations. Indeed, for spherical
bases, these are typically associated with the coherent
superposition of many particle-many hole excitations that
are not included in the low-order many-body truncation
schemes currently at reach. Extending beyond the ADC(3)
approximation involves a factorial increase in the numbers

of diagrams and would need a shift of paradigm in which
all contributions are dealt with at once through stochastic
sampling [68]. An alternative solution is the extension
of existing expansion methods towards SU(2)-breaking
schemes that will enable an e�cient description of static
deformation from the outset.

4 Radii

Among the basic nuclear properties addressed by ab initio
calculations in the past few years, the size of medium-mass
nuclei has typically represented (and, to a good extent,
still represents) one of the main challenges. The first sets
of calculations that successfully reproduced ground-state
energies of oxygen isotopes failed to provide, at the same
time, a good description of charge radii [35]. The NNLOsat

Hamiltonian, specifically introduced to cure this issue [40],
very much improved the description of radii although dis-
crepancies for neutron-rich systems have been shown to
persist [35, 69]. An unsatisfactory account of nuclear sizes
remains for several Hamiltonians that are currently em-
ployed in state-of-the-art calculations [74, 8]. Very recently,
new generations of chiral interactions have been proposed
and shown to provide promising results for charge radii of
closed-shell [75] as well as some open-shell [30] medium-
mass nuclei. The behaviour along isotopic chains around
calcium remains however to be investigated. In Ref. [8]
charge radii of oxygen, calcium and nickel isotopes have
been systematically investigated with the NN+3N(lnl)
and NNLOsat Hamiltonians. The study confirmed the good
performance of NNLOsat up to the nickel chains. Here, in
addition to a more refined analysis of calcium isotopes,
charge radii along argon, titanium and chromium chains
are presented.

Mean square (m.s.) charge radii are computed starting
from m.s. point-proton radii hr2pi as follows

hr2chi = hr2pi+ hR2
pi+

N

Z
hR2

ni+ hr2iso +
3~2

4m2
pc

2
. (7)

○ Correlation with (expected) deformation observed



Partition, expand, project

1. Compute symmetry-breaking ref. state

⦿ Partition, then expand & project

2. Expand in H1

⦿ Partition & project, then expand

3. Restore broken symmetries

3. Expand in H1

2

that is as accurate as possible. In Eq. (2), µ denotes a
principal quantum number whereas � ⌘ (JM⇧NZ) ⌘
(�̃M) collects the set of symmetry quantum numbers
labelling the many-body states, i.e. the angular momen-
tum J and its projection M, the parity ⇧ as well as
neutron N and proton Z numbers. The M -independence
of the eigenenergies E�̃

µ
and the symmetry quantum

numbers carried by the eigenstates are a testimony of
the symmetry group

GH ⌘ {R(✓), ✓ 2 DG} (3)

of the Hamiltonian, i.e.,

[H,R(✓)] = 0 , 8✓ , (4)

which plays a key role in the present context3.

The breaking of ab initio calculations away from so-
called p-shell nuclei over the last fifteen years has essen-
tially been due to the development and implementation
of so-called expansion many-body methods. Generically,
these methods rely on a partitioning of the Hamilto-
nian

H = H0 +H1 (5)

chosen such that (at least) one appropriate eigenstate
|⇥�

µ
i of H0 is known, i.e.

H0|⇥
�

µ
i = E�̃(0)

µ
|⇥�

µ
i . (6)

Given this state, the so-called unperturbed state, expan-
sion methods aim at finding an e�cient way to connect
it to a target eigenstate | �

µ
i of H. This connection

is formally achieved via the so-called wave operator,
i.e.

| �

µ
i ⌘ ⌦[�̃,µ,H1]|⇥

�

µ
i , (7)

which is state specific and carries the complete e↵ect of
the residual interaction H1. This two-step procedure is
schematically illustrated in Fig. 1.

Two ingredients characterize a given expansion method

1. the nature of the partitioning and of the associated
unperturbed state,

2. the rationale behind the construction, i.e the expan-
sion and truncation, of the wave operator.

3The characteristics of GH and the definitions of the quanti-
ties associated with it used throughout the present work are
detailed in App. B.

Fig. 1: (color online) Schematic illustration of the work-
flow of expansion many-body methods based on a given
input Hamiltonian H . While the unperturbed state must
be capable of capturing so-called static correlations (if
any), the expansion on top of it typically focuses on
grasping so-called dynamical correlations (either pertur-
batively or non-perturbatively).

The construction of the wave operator is typically real-
ized via either perturbative [?] or non-perturbative [?]
techniques, i.e. by either expanding ⌦[�̃,µ,H1] as a power
series in H1 or by organizing the series as a more elabo-
rate function of the residual interaction. Independently
of this, the nature and the reach of the expansion is first
and foremost determined by the class of unperturbed
state used, which is itself governed by two main charac-
teristics. The first feature relates to whether |⇥�

µ
i is a

pure product state or a linear combination of product
states. In the former case, the method is said to be
of single reference (SR) nature. In the latter case, the
method is said to be of multi-reference (MR) charac-
ter. One typically needs to transition from the former
to the latter whenever the system is (nearly) degener-
ate and displays strong static correlations making the
SR expansion singular, e.g. going from closed-shell to
open-shell nuclei. Standard MR unperturbed states are
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(PGCM). The unperturbed state is thus of MR character
given that a PGCM state is nothing but a linear combina-
tion of non-orthogonal product states whose coe�cients
result from solving Hill-Wheeler-Gri�n’s (HWG) secu-
lar problem [21], i.e. a generalized many-body eigenvalue
problem. The PGCM perturbation theory (PGCM-PT)
of present interest adapts to the nuclear many-body
problem the MR perturbation theory recently formu-
lated in the context of quantum chemistry [?] where
the reference state arises from a non-orthogonal config-
uration interaction (NOCI) calculation involving Slater
determinants. In order to do so, the method is presently
generalized to the mixing of Bogoliubov vacua.

In the present context, PGCM must thus be viewed as
the unperturbed, i.e. zeroth-order, limit of the PGCM-
PT formalism that is universally applicable, i.e. indepen-
dently of the closed or open-shell nature of the system
and of the ground or excited character of the PGCM
state generated though the initial HWG problem. Be-
cause PGCM states e�ciently capture strong static
correlations associated with the spontaneous breaking
of symmetries and their restoration as well as with
large amplitude collective fluctuations, one is only left
with incorporating the remaining weak dynamical cor-
relations, which PGCM-PT o↵ers to do consistently.
Because of the incorporation of static correlations into
the zeroth-order state, the hope is that nuclear observ-
ables associated with a large set of nuclei and quantum
states can be su�ciently converged at low orders in
PGCM-PT.

3.1 PGCM unperturbed state

3.1.1 Ansatz

|⇥0
i = |�(q)i

|⇥0
i =

X

q

f(q)P |�(q)i

A MR PGCM state can be written as

|⇥�

µ
i ⌘

Z
dqf �̃

µ
(q)P �̃

M0|�(q)i

=
d�̃
vG

X

q

f �̃

µ
(q)

X

✓

D�̃⇤
M0(✓)|�(q; ✓)i , (27)

where integrals over the collective coordinate q and the
rotation angle ✓ have been discretized as actually done
in a practical calculation.

In Eq. (27), Bq ⌘ {|�(q)i; q 2 set} denotes a set of non-
orthogonal Bogoliubov states di↵ering by the value of

the collective deformation parameter q. Such an ansatz is
characterized by its capacity to e�ciently capture static
correlations from a low-dimensional, i.e. from several
tens to a few hundreds, configuration mixing at the price
of dealing with non-orthogonal vectors. This constitutes
a very advantageous feature, especially as the mass A of
the system, and thus the dimensionality of the Hilbert
space HA, grows.

The product states belonging to Bq are typically ob-
tained in a first step by solving repeatedly Hartree-Fock-
Boboliubov (HFB) mean-field equations with a Lagrange
term associated with a constraining operator11 Q such
that the solution satisfies

h�(q)|Q|�(q)i = q . (28)

The constrained HFB total energyH00(q) (see Eq. (113))
delivers as a function of q, the so-called HFB total energy
curve (TEC). Details about Bogoliubov states and the
associated algebra, as well as constrained HFB equations,
can be found in App. C. The constraining operator Q is
typically defined such that the product states belonging
to Bq break a symmetry of the Hamiltonian as soon
as q 6= 0. Because physical states must carry good
symmetry quantum numbers one acts on |�(q)i with
the operator12

P �̃

M0 =
d�̃
vG

Z

DG

d✓D�̃⇤
M0(✓)R(✓) (29)

in Eq. (27) to project the HFB state onto eigenstates of
the symmetry operators with eigenvalues (�̃,M). The
operator P �̃

M0 is expressed in terms of the symmetry
rotation operator R(✓) and the IRREP D�̃

MK(✓) of the
symmetry group GH . See App. B for a discussion of the
actual symmetry group, symmetry quantum numbers
and symmetry projector of present interest.

Due to the symmetry projection, the PGCM state is
eventually constructed from an extended set Bq;✓ ⌘

{|�(q; ✓)i; q 2 set and ✓ 2 DG}
13 of Bogoliubov states

11The generic operator Q can embody several constraining
operators such that the collective coordinate q may in fact be
multi dimensional.
12The present work is e↵ectively concerned with HFB states
that are invariant under spatial rotation around a given sym-
metry axis. Extending the formulation to the case where |�(q)i
does not display such a symmetry poses no formal di�culty
but requires a more general projection operator P�; see App. B
for details.
13Seeing the PGCM state as a configuration mixing of states
belonging to Bq;✓ rather than as resulting from the projection
of the states belonging Bq allows one to define the SR limit of
PGCM-PT via the truncation of the double sum in Eq. (27) to
a single term such that the PGCM unperturbed state reduces
to one symmetry-breaking state |�(q; 0)i.
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which is state specific and carries the complete e↵ect of
the residual interaction H1. This two-step procedure is
schematically illustrated in Fig. 1.

Two ingredients characterize a given expansion method

1. the nature of the partitioning and of the associated
unperturbed state,

2. the rationale behind the construction, i.e the expan-
sion and truncation, of the wave operator.

3The characteristics of GH and the definitions of the quanti-
ties associated with it used throughout the present work are
detailed in App. B.
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be capable of capturing so-called static correlations (if
any), the expansion on top of it typically focuses on
grasping so-called dynamical correlations (either pertur-
batively or non-perturbatively).

The construction of the wave operator is typically real-
ized via either perturbative [?] or non-perturbative [?]
techniques, i.e. by either expanding ⌦[�̃,µ,H1] as a power
series in H1 or by organizing the series as a more elabo-
rate function of the residual interaction. Independently
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to the exact solution of Eq. (15b) delivers a variational
estimate10 of E(2).

3 PGCM-PT formalism

The above formal perturbation theory is now speci-
fied to the case where the unperturbed state is gener-
ated through the projected generator coordinate method
(PGCM). The unperturbed state is thus of MR character
given that a PGCM state is nothing but a linear combina-
tion of non-orthogonal product states whose coe�cients
result from solving Hill-Wheeler-Gri�n’s (HWG) secu-
lar problem [21], i.e. a generalized many-body eigenvalue
problem. The PGCM perturbation theory (PGCM-PT)
of present interest adapts to the nuclear many-body
problem the MR perturbation theory recently formu-
lated in the context of quantum chemistry [?] where
the reference state arises from a non-orthogonal config-
uration interaction (NOCI) calculation involving Slater
determinants. In order to do so, the method is presently
generalized to the mixing of Bogoliubov vacua.

In the present context, PGCM must thus be viewed as
the unperturbed, i.e. zeroth-order, limit of the PGCM-
PT formalism that is universally applicable, i.e. indepen-
dently of the closed or open-shell nature of the system
and of the ground or excited character of the PGCM
state generated though the initial HWG problem. Be-
cause PGCM states e�ciently capture strong static
correlations associated with the spontaneous breaking
of symmetries and their restoration as well as with
large amplitude collective fluctuations, one is only left
with incorporating the remaining weak dynamical cor-
relations, which PGCM-PT o↵ers to do consistently.
Because of the incorporation of static correlations into
the zeroth-order state, the hope is that nuclear observ-
ables associated with a large set of nuclei and quantum
states can be su�ciently converged at low orders in
PGCM-PT.

3.1 PGCM unperturbed state

3.1.1 Ansatz

|⇥0
i = |�(q)i

|⇥0
i = |�(qmin)i

10One however obtains a variational upper bound of the exact
eigen energy if and only if E(0) is the lowest eigenvalue of
H0 [?].
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where integrals over the collective coordinate q and the
rotation angle ✓ have been discretized as actually done
in a practical calculation.

In Eq. (27), Bq ⌘ {|�(q)i; q 2 set} denotes a set of non-
orthogonal Bogoliubov states di↵ering by the value of
the collective deformation parameter q. Such an ansatz is
characterized by its capacity to e�ciently capture static
correlations from a low-dimensional, i.e. from several
tens to a few hundreds, configuration mixing at the price
of dealing with non-orthogonal vectors. This constitutes
a very advantageous feature, especially as the mass A of
the system, and thus the dimensionality of the Hilbert
space HA, grows.

The product states belonging to Bq are typically ob-
tained in a first step by solving repeatedly Hartree-Fock-
Boboliubov (HFB) mean-field equations with a Lagrange
term associated with a constraining operator11 Q such
that the solution satisfies

h�(q)|Q|�(q)i = q . (28)

The constrained HFB total energyH00(q) (see Eq. (113))
delivers as a function of q, the so-called HFB total energy
curve (TEC). Details about Bogoliubov states and the
associated algebra, as well as constrained HFB equations,
can be found in App. C. The constraining operator Q is
typically defined such that the product states belonging
to Bq break a symmetry of the Hamiltonian as soon
as q 6= 0. Because physical states must carry good

11The generic operator Q can embody several constraining
operators such that the collective coordinate q may in fact be
multi dimensional.
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⦿ Constrained HFB calculations

○ Maps total energy surface (TES)

○ Minimum at strongly deformed configuration

○ TES soft along the octupole direction

6

Fig. 1: Dependence of PHFB results in 20Ne (left column)
and 28Ne (right column) on the employed HO model
space. Results are plotted as a function of ~! for various
values of emax. The dashed lines denote extrapolated
values whereas the grey band provides the associated
uncertainty. The first row (panels (a) and (b)) focuses
on the first 2+ absolute energy whereas the second
(panels (c) and (d)) and third (panels (e) and (f)) rows
provide the ground-state energy and associated rms
charge radius. Calculations employ the N3LO �EFT
Hamiltonian with �srg = 1.88 fm�1.

isotopes. In this test, the HFB minimum in the (q20, q30)
plane, systematically obtained at �3 = 0 (see Sec. 3.2.1
below), is projected on good neutron and proton num-
bers as well as on the desired angular momentum J .
Results for two representative examples, 20Ne and 28Ne,
are displayed in Fig. 1 for the ground-state energy and

Fig. 2: (Color online) Constrained HFB TES of 20Ne in
the axial (�2,�3) plane. The (red) full line indicates the
lowest-energy path, with the arrow positioned at the
minimum of the TES. The (red) dots characterize the set
of HFB states used in the subsequent PGCM calculation.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

the root-mean-square (rms) charge radius, as well as for
the absolute energy of the first 2+ state.

The three observables show a typical convergence pat-
tern consisting of curves that gradually become inde-
pendent of ~! and closer to each others as the basis
size increases. At each step of the way, the HO fre-
quency delivering the least sensitive results to emax,
i.e. the results that are closest to the converged value,
is given by ~! = 12MeV. Taking the least favorable
case, i.e. 28Ne, the energy of the first 0+ (2+) changes
by 70 keV (72 keV) when going from emax = 10 to
emax = 12 whereas the ground-state charge radius in-
creases by 10�4 fm. Taking the results displayed in Fig. 1
for ~! � 12MeV, their infra-red extrapolation towards
the infinite basis limit is performed according to the
procedure described in Ref. [45] for both energies and
radii. The result of the extrapolation is also displayed,
along with its uncertainty, in Fig. 1.

All PGCM results presented in the following have been
obtained for (~!, emax, e3max) = (12, 10, 14). In most
of the figures shown below, these nominal values are
displayed with an error bar associated with the model
space convergence obtained by adding, in the sense ex-
plained in footnote 5, the distance to the extrapolated
result and the uncertainty on the latter. Focusing again
on the least favorable case, i.e. 28Ne, model-space un-
certainties on the nominal energy of the first 0+ and

1. Constrained HFB

20Ne

[Frosini et al. 2022]
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⦿ Projected HFB calculations

○ Projections favour deformed configurations

○ Negative parity states accessed

○ Provide input for computing PGCM state
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the absolute energy of the first 2+ state.
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tern consisting of curves that gradually become inde-
pendent of ~! and closer to each others as the basis
size increases. At each step of the way, the HO fre-
quency delivering the least sensitive results to emax,
i.e. the results that are closest to the converged value,
is given by ~! = 12MeV. Taking the least favorable
case, i.e. 28Ne, the energy of the first 0+ (2+) changes
by 70 keV (72 keV) when going from emax = 10 to
emax = 12 whereas the ground-state charge radius in-
creases by 10�4 fm. Taking the results displayed in Fig. 1
for ~! � 12MeV, their infra-red extrapolation towards
the infinite basis limit is performed according to the
procedure described in Ref. [45] for both energies and
radii. The result of the extrapolation is also displayed,
along with its uncertainty, in Fig. 1.

All PGCM results presented in the following have been
obtained for (~!, emax, e3max) = (12, 10, 14). In most
of the figures shown below, these nominal values are
displayed with an error bar associated with the model
space convergence obtained by adding, in the sense ex-
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result and the uncertainty on the latter. Focusing again
on the least favorable case, i.e. 28Ne, model-space un-
certainties on the nominal energy of the first 0+ and

1. Constrained HFB 2. Projected HFB
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Fig. 3: (Color online) Projected HFB TES of 20Ne in the axial (�2,�3) plane for spin-parity values J⇡ =
0+, 1�, 2+, . . . , 7�. In each case, the minimum of the TES is indicated by a (red) star. Calculations employ the
N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

2+ states are 830 keV (0.7%) and 810 keV (0.7%), re-
spectively, whereas the uncertainty on the ground-state
charge radius is 0.02 fm (0.7%).

Furthermore, the impact of e3max has been studied by
varying the truncation parameter in the range e3max =
8� 14 for selected observables. Overall, both energies
and radii are found to be well converged with respect to
e3max, with changes between e3max = 12 and 14 amount-
ing in the least favorable cases to 2-300 keV for total
binding energies and 10�3 fm for charge radii. These
uncertainties can be thus e↵ectively incorporated in the
larger ones resulting from the infinite-basis extrapolation
discussed above.

Given that model-space uncertainties tend to cancel out
in excitation spectra, the errors on the latter are typi-
cally smaller than for absolute energies. One must note
that model-space uncertainties of the nominal calcula-
tions are sub-leading compared to the error associated
with the rank-reduction of the three-nucleon interaction
whose maximal value along the Ne chain has been eval-
uated to be respectively 2.5% and 2.6% for the ground-
state charge radius and low-lying excitation energies of
30Ne [15].

3.2 20Ne

The present study focuses first on the stable 20Ne isotope.
This nucleus has been extensively studied experimentally
and theoretically in the past [46,47], in part because it
is one of the few nuclei displaying a strong admixture of
cluster configurations in the ground state. The ab initio
description of this doubly open-shell nucleus is thus
a challenge given that it is necessary to appropriately
capture both dynamical and static correlations.

3.2.1 Total energy surfaces

Figure 2 displays the HFB TES of 20Ne in the axial
(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.

⦿ PGCM mixing

○ Collective q.f.  ➝  admixture of PHFB states

○ Significant shape fluctuations

○ Negative parities mix more deformations

2. Projected HFB
6

Fig. 1: Dependence of PHFB results in 20Ne (left column)
and 28Ne (right column) on the employed HO model
space. Results are plotted as a function of ~! for various
values of emax. The dashed lines denote extrapolated
values whereas the grey band provides the associated
uncertainty. The first row (panels (a) and (b)) focuses
on the first 2+ absolute energy whereas the second
(panels (c) and (d)) and third (panels (e) and (f)) rows
provide the ground-state energy and associated rms
charge radius. Calculations employ the N3LO �EFT
Hamiltonian with �srg = 1.88 fm�1.

isotopes. In this test, the HFB minimum in the (q20, q30)
plane, systematically obtained at �3 = 0 (see Sec. 3.2.1
below), is projected on good neutron and proton num-
bers as well as on the desired angular momentum J .
Results for two representative examples, 20Ne and 28Ne,
are displayed in Fig. 1 for the ground-state energy and

Fig. 2: (Color online) Constrained HFB TES of 20Ne in
the axial (�2,�3) plane. The (red) full line indicates the
lowest-energy path, with the arrow positioned at the
minimum of the TES. The (red) dots characterize the set
of HFB states used in the subsequent PGCM calculation.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

the root-mean-square (rms) charge radius, as well as for
the absolute energy of the first 2+ state.

The three observables show a typical convergence pat-
tern consisting of curves that gradually become inde-
pendent of ~! and closer to each others as the basis
size increases. At each step of the way, the HO fre-
quency delivering the least sensitive results to emax,
i.e. the results that are closest to the converged value,
is given by ~! = 12MeV. Taking the least favorable
case, i.e. 28Ne, the energy of the first 0+ (2+) changes
by 70 keV (72 keV) when going from emax = 10 to
emax = 12 whereas the ground-state charge radius in-
creases by 10�4 fm. Taking the results displayed in Fig. 1
for ~! � 12MeV, their infra-red extrapolation towards
the infinite basis limit is performed according to the
procedure described in Ref. [45] for both energies and
radii. The result of the extrapolation is also displayed,
along with its uncertainty, in Fig. 1.

All PGCM results presented in the following have been
obtained for (~!, emax, e3max) = (12, 10, 14). In most
of the figures shown below, these nominal values are
displayed with an error bar associated with the model
space convergence obtained by adding, in the sense ex-
plained in footnote 5, the distance to the extrapolated
result and the uncertainty on the latter. Focusing again
on the least favorable case, i.e. 28Ne, model-space un-
certainties on the nominal energy of the first 0+ and
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Fig. 3: (Color online) Projected HFB TES of 20Ne in the axial (�2,�3) plane for spin-parity values J⇡ =
0+, 1�, 2+, . . . , 7�. In each case, the minimum of the TES is indicated by a (red) star. Calculations employ the
N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

2+ states are 830 keV (0.7%) and 810 keV (0.7%), re-
spectively, whereas the uncertainty on the ground-state
charge radius is 0.02 fm (0.7%).

Furthermore, the impact of e3max has been studied by
varying the truncation parameter in the range e3max =
8� 14 for selected observables. Overall, both energies
and radii are found to be well converged with respect to
e3max, with changes between e3max = 12 and 14 amount-
ing in the least favorable cases to 2-300 keV for total
binding energies and 10�3 fm for charge radii. These
uncertainties can be thus e↵ectively incorporated in the
larger ones resulting from the infinite-basis extrapolation
discussed above.

Given that model-space uncertainties tend to cancel out
in excitation spectra, the errors on the latter are typi-
cally smaller than for absolute energies. One must note
that model-space uncertainties of the nominal calcula-
tions are sub-leading compared to the error associated
with the rank-reduction of the three-nucleon interaction
whose maximal value along the Ne chain has been eval-
uated to be respectively 2.5% and 2.6% for the ground-
state charge radius and low-lying excitation energies of
30Ne [15].

3.2 20Ne

The present study focuses first on the stable 20Ne isotope.
This nucleus has been extensively studied experimentally
and theoretically in the past [46,47], in part because it
is one of the few nuclei displaying a strong admixture of
cluster configurations in the ground state. The ab initio
description of this doubly open-shell nucleus is thus
a challenge given that it is necessary to appropriately
capture both dynamical and static correlations.

3.2.1 Total energy surfaces

Figure 2 displays the HFB TES of 20Ne in the axial
(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
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1. Constrained HFB
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.

20Ne
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Fig. 6: (Color online) Point matter distribution of 20Ne in the x-y plane corresponding to three constrained HFB
configurations located at (i) (�2 = 0.7, �3 = 0), (ii) (�2 = 0.7, �3 = 0.9) and (iii) (�2 = 1.2, �3 = 1.2) in the axial
(�2, �3) plane. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 7: (Color online) Spherical HFB, PGCM and experi-
mental 20Ne ground-state charge density distributions in
linear (upper panel) and logarithmic (lower panel) scales.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

plane in Fig. 6. The three chosen configurations cor-
respond to (i) the maximum of the 0+ ground-state
collective wave-function (�2 = 0.7, �3 = 0), (ii) the
half-maximum of the 0+ ground-state collective wave-
function with the largest octupole deformation (�2 = 0.7,
�3 = 0.9) and (iii) the maximum of the 1� state collec-
tive wave-function (�2 = 1.2, �3 = 1.2). Panels (i) and
(ii) demonstrate that the ground-state not only displays
clustering but actually mixes configurations ranging

from a dominant compact ↵ +12 C + ↵ structure to a
sub-leading quasi-16C+ ↵ structure. Panel (iii) proves
that the low-lying negative parity band is built out of a
proper 16C+ ↵ cluster structure.

Of course, intrinsic cluster structures are not observ-
able per se and can only be probed indirectly. Still, the
observable charge density distribution displays finger-
prints of many-body correlations among which are the
strong static correlations associated with intrinsic shape
deformation and fluctuation. In order to illustrate this
feature, the radial PGCM charge density distribution of
the 0+ ground-state is compared to experimental data
and to the charge density computed from the spherical
HFB (sHFB) configuration in Fig. 7. Charge density
distributions with respect to the center of mass are
obtained from point-proton and point-neutron density
distributions according to the procedure described in
App. D. As visible from the upper panel of Fig. 7, the
PGCM charge density reproduces very satisfactorily the
experimental data. While it is too low in the center of
the nucleus, many-body correlations partly fill up the
artificial depletion displayed at the nuclear center by
the sHFB density and suppress the latter accordingly
in the interval r 2 [1, 2] fm. Furthermore, static correla-
tions associated with shape deformation and fluctuation
increase the charge density distribution in the interval
r 2 [4, 5] fm to improve the agreement with experimental
data. However, and as visible in the lower panel of Fig. 7,
the long tail part of the PGCM density overshoots the
experimental density. This is consistent with both the
too low two-neutron separation energy and the too high
rms charge radius rch discussed later on.

3.3 Isotopic chain

The PGCM spectroscopic results obtained in the non-
trivial 20Ne isotope are very encouraging. In order to
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.
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Fig. 1: Dependence of PHFB results in 20Ne (left column)
and 28Ne (right column) on the employed HO model
space. Results are plotted as a function of ~! for various
values of emax. The dashed lines denote extrapolated
values whereas the grey band provides the associated
uncertainty. The first row (panels (a) and (b)) focuses
on the first 2+ absolute energy whereas the second
(panels (c) and (d)) and third (panels (e) and (f)) rows
provide the ground-state energy and associated rms
charge radius. Calculations employ the N3LO �EFT
Hamiltonian with �srg = 1.88 fm�1.

isotopes. In this test, the HFB minimum in the (q20, q30)
plane, systematically obtained at �3 = 0 (see Sec. 3.2.1
below), is projected on good neutron and proton num-
bers as well as on the desired angular momentum J .
Results for two representative examples, 20Ne and 28Ne,
are displayed in Fig. 1 for the ground-state energy and

Fig. 2: (Color online) Constrained HFB TES of 20Ne in
the axial (�2,�3) plane. The (red) full line indicates the
lowest-energy path, with the arrow positioned at the
minimum of the TES. The (red) dots characterize the set
of HFB states used in the subsequent PGCM calculation.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

the root-mean-square (rms) charge radius, as well as for
the absolute energy of the first 2+ state.

The three observables show a typical convergence pat-
tern consisting of curves that gradually become inde-
pendent of ~! and closer to each others as the basis
size increases. At each step of the way, the HO fre-
quency delivering the least sensitive results to emax,
i.e. the results that are closest to the converged value,
is given by ~! = 12MeV. Taking the least favorable
case, i.e. 28Ne, the energy of the first 0+ (2+) changes
by 70 keV (72 keV) when going from emax = 10 to
emax = 12 whereas the ground-state charge radius in-
creases by 10�4 fm. Taking the results displayed in Fig. 1
for ~! � 12MeV, their infra-red extrapolation towards
the infinite basis limit is performed according to the
procedure described in Ref. [45] for both energies and
radii. The result of the extrapolation is also displayed,
along with its uncertainty, in Fig. 1.

All PGCM results presented in the following have been
obtained for (~!, emax, e3max) = (12, 10, 14). In most
of the figures shown below, these nominal values are
displayed with an error bar associated with the model
space convergence obtained by adding, in the sense ex-
plained in footnote 5, the distance to the extrapolated
result and the uncertainty on the latter. Focusing again
on the least favorable case, i.e. 28Ne, model-space un-
certainties on the nominal energy of the first 0+ and
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Fig. 3: (Color online) Projected HFB TES of 20Ne in the axial (�2,�3) plane for spin-parity values J⇡ =
0+, 1�, 2+, . . . , 7�. In each case, the minimum of the TES is indicated by a (red) star. Calculations employ the
N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

2+ states are 830 keV (0.7%) and 810 keV (0.7%), re-
spectively, whereas the uncertainty on the ground-state
charge radius is 0.02 fm (0.7%).

Furthermore, the impact of e3max has been studied by
varying the truncation parameter in the range e3max =
8� 14 for selected observables. Overall, both energies
and radii are found to be well converged with respect to
e3max, with changes between e3max = 12 and 14 amount-
ing in the least favorable cases to 2-300 keV for total
binding energies and 10�3 fm for charge radii. These
uncertainties can be thus e↵ectively incorporated in the
larger ones resulting from the infinite-basis extrapolation
discussed above.

Given that model-space uncertainties tend to cancel out
in excitation spectra, the errors on the latter are typi-
cally smaller than for absolute energies. One must note
that model-space uncertainties of the nominal calcula-
tions are sub-leading compared to the error associated
with the rank-reduction of the three-nucleon interaction
whose maximal value along the Ne chain has been eval-
uated to be respectively 2.5% and 2.6% for the ground-
state charge radius and low-lying excitation energies of
30Ne [15].

3.2 20Ne

The present study focuses first on the stable 20Ne isotope.
This nucleus has been extensively studied experimentally
and theoretically in the past [46,47], in part because it
is one of the few nuclei displaying a strong admixture of
cluster configurations in the ground state. The ab initio
description of this doubly open-shell nucleus is thus
a challenge given that it is necessary to appropriately
capture both dynamical and static correlations.

3.2.1 Total energy surfaces

Figure 2 displays the HFB TES of 20Ne in the axial
(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

2+ states are 830 keV (0.7%) and 810 keV (0.7%), re-
spectively, whereas the uncertainty on the ground-state
charge radius is 0.02 fm (0.7%).

Furthermore, the impact of e3max has been studied by
varying the truncation parameter in the range e3max =
8� 14 for selected observables. Overall, both energies
and radii are found to be well converged with respect to
e3max, with changes between e3max = 12 and 14 amount-
ing in the least favorable cases to 2-300 keV for total
binding energies and 10�3 fm for charge radii. These
uncertainties can be thus e↵ectively incorporated in the
larger ones resulting from the infinite-basis extrapolation
discussed above.

Given that model-space uncertainties tend to cancel out
in excitation spectra, the errors on the latter are typi-
cally smaller than for absolute energies. One must note
that model-space uncertainties of the nominal calcula-
tions are sub-leading compared to the error associated
with the rank-reduction of the three-nucleon interaction
whose maximal value along the Ne chain has been eval-
uated to be respectively 2.5% and 2.6% for the ground-
state charge radius and low-lying excitation energies of
30Ne [15].

3.2 20Ne

The present study focuses first on the stable 20Ne isotope.
This nucleus has been extensively studied experimentally
and theoretically in the past [46,47], in part because it
is one of the few nuclei displaying a strong admixture of
cluster configurations in the ground state. The ab initio
description of this doubly open-shell nucleus is thus
a challenge given that it is necessary to appropriately
capture both dynamical and static correlations.

3.2.1 Total energy surfaces

Figure 2 displays the HFB TES of 20Ne in the axial
(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.
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Fig. 6: (Color online) Point matter distribution of 20Ne in the x-y plane corresponding to three constrained HFB
configurations located at (i) (�2 = 0.7, �3 = 0), (ii) (�2 = 0.7, �3 = 0.9) and (iii) (�2 = 1.2, �3 = 1.2) in the axial
(�2, �3) plane. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 7: (Color online) Spherical HFB, PGCM and experi-
mental 20Ne ground-state charge density distributions in
linear (upper panel) and logarithmic (lower panel) scales.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

plane in Fig. 6. The three chosen configurations cor-
respond to (i) the maximum of the 0+ ground-state
collective wave-function (�2 = 0.7, �3 = 0), (ii) the
half-maximum of the 0+ ground-state collective wave-
function with the largest octupole deformation (�2 = 0.7,
�3 = 0.9) and (iii) the maximum of the 1� state collec-
tive wave-function (�2 = 1.2, �3 = 1.2). Panels (i) and
(ii) demonstrate that the ground-state not only displays
clustering but actually mixes configurations ranging

from a dominant compact ↵ +12 C + ↵ structure to a
sub-leading quasi-16C+ ↵ structure. Panel (iii) proves
that the low-lying negative parity band is built out of a
proper 16C+ ↵ cluster structure.

Of course, intrinsic cluster structures are not observ-
able per se and can only be probed indirectly. Still, the
observable charge density distribution displays finger-
prints of many-body correlations among which are the
strong static correlations associated with intrinsic shape
deformation and fluctuation. In order to illustrate this
feature, the radial PGCM charge density distribution of
the 0+ ground-state is compared to experimental data
and to the charge density computed from the spherical
HFB (sHFB) configuration in Fig. 7. Charge density
distributions with respect to the center of mass are
obtained from point-proton and point-neutron density
distributions according to the procedure described in
App. D. As visible from the upper panel of Fig. 7, the
PGCM charge density reproduces very satisfactorily the
experimental data. While it is too low in the center of
the nucleus, many-body correlations partly fill up the
artificial depletion displayed at the nuclear center by
the sHFB density and suppress the latter accordingly
in the interval r 2 [1, 2] fm. Furthermore, static correla-
tions associated with shape deformation and fluctuation
increase the charge density distribution in the interval
r 2 [4, 5] fm to improve the agreement with experimental
data. However, and as visible in the lower panel of Fig. 7,
the long tail part of the PGCM density overshoots the
experimental density. This is consistent with both the
too low two-neutron separation energy and the too high
rms charge radius rch discussed later on.

3.3 Isotopic chain

The PGCM spectroscopic results obtained in the non-
trivial 20Ne isotope are very encouraging. In order to
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tions associated with shape deformation and fluctuation
increase the charge density distribution in the interval
r 2 [4, 5] fm to improve the agreement with experimental
data. However, and as visible in the lower panel of Fig. 7,
the long tail part of the PGCM density overshoots the
experimental density. This is consistent with both the
too low two-neutron separation energy and the too high
rms charge radius rch discussed later on.
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.

2. Projected HFB
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Fig. 1: Dependence of PHFB results in 20Ne (left column)
and 28Ne (right column) on the employed HO model
space. Results are plotted as a function of ~! for various
values of emax. The dashed lines denote extrapolated
values whereas the grey band provides the associated
uncertainty. The first row (panels (a) and (b)) focuses
on the first 2+ absolute energy whereas the second
(panels (c) and (d)) and third (panels (e) and (f)) rows
provide the ground-state energy and associated rms
charge radius. Calculations employ the N3LO �EFT
Hamiltonian with �srg = 1.88 fm�1.

isotopes. In this test, the HFB minimum in the (q20, q30)
plane, systematically obtained at �3 = 0 (see Sec. 3.2.1
below), is projected on good neutron and proton num-
bers as well as on the desired angular momentum J .
Results for two representative examples, 20Ne and 28Ne,
are displayed in Fig. 1 for the ground-state energy and

Fig. 2: (Color online) Constrained HFB TES of 20Ne in
the axial (�2,�3) plane. The (red) full line indicates the
lowest-energy path, with the arrow positioned at the
minimum of the TES. The (red) dots characterize the set
of HFB states used in the subsequent PGCM calculation.
Calculations employ the N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1.

the root-mean-square (rms) charge radius, as well as for
the absolute energy of the first 2+ state.

The three observables show a typical convergence pat-
tern consisting of curves that gradually become inde-
pendent of ~! and closer to each others as the basis
size increases. At each step of the way, the HO fre-
quency delivering the least sensitive results to emax,
i.e. the results that are closest to the converged value,
is given by ~! = 12MeV. Taking the least favorable
case, i.e. 28Ne, the energy of the first 0+ (2+) changes
by 70 keV (72 keV) when going from emax = 10 to
emax = 12 whereas the ground-state charge radius in-
creases by 10�4 fm. Taking the results displayed in Fig. 1
for ~! � 12MeV, their infra-red extrapolation towards
the infinite basis limit is performed according to the
procedure described in Ref. [45] for both energies and
radii. The result of the extrapolation is also displayed,
along with its uncertainty, in Fig. 1.

All PGCM results presented in the following have been
obtained for (~!, emax, e3max) = (12, 10, 14). In most
of the figures shown below, these nominal values are
displayed with an error bar associated with the model
space convergence obtained by adding, in the sense ex-
plained in footnote 5, the distance to the extrapolated
result and the uncertainty on the latter. Focusing again
on the least favorable case, i.e. 28Ne, model-space un-
certainties on the nominal energy of the first 0+ and
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Fig. 3: (Color online) Projected HFB TES of 20Ne in the axial (�2,�3) plane for spin-parity values J⇡ =
0+, 1�, 2+, . . . , 7�. In each case, the minimum of the TES is indicated by a (red) star. Calculations employ the
N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

2+ states are 830 keV (0.7%) and 810 keV (0.7%), re-
spectively, whereas the uncertainty on the ground-state
charge radius is 0.02 fm (0.7%).

Furthermore, the impact of e3max has been studied by
varying the truncation parameter in the range e3max =
8� 14 for selected observables. Overall, both energies
and radii are found to be well converged with respect to
e3max, with changes between e3max = 12 and 14 amount-
ing in the least favorable cases to 2-300 keV for total
binding energies and 10�3 fm for charge radii. These
uncertainties can be thus e↵ectively incorporated in the
larger ones resulting from the infinite-basis extrapolation
discussed above.

Given that model-space uncertainties tend to cancel out
in excitation spectra, the errors on the latter are typi-
cally smaller than for absolute energies. One must note
that model-space uncertainties of the nominal calcula-
tions are sub-leading compared to the error associated
with the rank-reduction of the three-nucleon interaction
whose maximal value along the Ne chain has been eval-
uated to be respectively 2.5% and 2.6% for the ground-
state charge radius and low-lying excitation energies of
30Ne [15].

3.2 20Ne

The present study focuses first on the stable 20Ne isotope.
This nucleus has been extensively studied experimentally
and theoretically in the past [46,47], in part because it
is one of the few nuclei displaying a strong admixture of
cluster configurations in the ground state. The ab initio
description of this doubly open-shell nucleus is thus
a challenge given that it is necessary to appropriately
capture both dynamical and static correlations.

3.2.1 Total energy surfaces

Figure 2 displays the HFB TES of 20Ne in the axial
(�2,�3) plane. The energy minimum is found for the
reflection-symmetric prolate shape characterized by de-
formation parameters (�2 = 0.57, �3 = 0). Still, the
TES is more shallow in the octupole direction than
in the quadrupole direction such that one may antic-
ipate octupole shape fluctuations in the ground-state
and an octupole vibration at an energy lower than the
quadrupole one.

Figure 3 shows the PHFB TES in the axial (�2,�3)
plane for spin-parity J⇡ = 0+, 1�, 2+, . . . , 7�. Each
HFB state is projected onto neutron and proton num-
bers (N,Z) = (10, 10) using N'n = N'p = 7 mesh
points in the interval 'n,p 2 [0,⇡]. The projection on
good angular momentum involves N� = 20 Euler angles
in the interval '� 2 [0,⇡]. Static correlations associated
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.

3.2.3 Density distributions

Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.
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Fig. 4: (Color online) Collective PGCM wave-functions in the axial (�2,�3) plane of low-lying positive- and
negative-parity states. Calculations employ the N3LO �EFT Hamiltonian with �srg = 1.88 fm�1.

Fig. 5: (Color online) Low-lying positive- and negative-parity bands in 20Ne. The intra-band E2 transition strengths
(in e2fm4) are indicated along vertical arrows whereas a selection of E3 transition strengths (in e3fm6) are indicated
along oblique lines. Panel (a): PGCM results obtained by restricting the mixing to the quadrupole axial degree of
freedom. Panel (b): PHFB results based on the HFB configuration corresponding to the minimum of the 0+ TES
located at (�2 = 0.75, �3 = 0.53) (see Fig. 3). Panel (c): PGCM results obtained using the set of points in the axial
(�2,�3) plane displayed in Fig. 2. Panel (d): IM-NCSM results. Panel (e): experimental data. PGCM results in
panel (c) display model-space (black box) plus �EFT (pink band) uncertainties. IM-NCSM results in panel (d)
display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.
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6While IM-NCSM energies and radii are very robust, it is
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7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.
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display total many-body (black box) plus �EFT (pink band) uncertainties. The N3LO �EFT Hamiltonian with
�srg = 1.88 fm�1 is employed in PGCM and IM-NCSM calculations.
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Point matter densities of 20Ne associated with three
di↵erent HFB configurations are displayed in the x-y

6While IM-NCSM energies and radii are very robust, it is
less clear for B(E2) values at this point in time such that the
reference should be taken with a grain of salt.
7Excitation energies of the positive parity band were however
slightly worse than in the present calculation.
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Method HFB PGCM PGCM-PT(2) FCI

Runtime O(n4
dim) O(nprojn2

gcmn4
dim) O(nprojn2

gcmn8
dim) O(nA

dim)
Storage O(n4

dim) O(n4
dim) O(n2

gcmn8
dim) O(nA

dim)

Table 1: Runtime complexity and storage requirements for various resolution methods of the many-body problem.
While ndim denotes the dimension of the (truncated) one-body Hilbert space H1, nproj represents the number of
angles used to discretize the symmetry projector P �̃

M0 and ngcm the number of states used in the mixing over q.

Fig. 3: (color online) Successive contributions to the ab-
solute (J⇡ = 0+) ground-state energy of 20Ne obtained
from (left) PGCM-PT(2) and (right) EDF calculations.
See text for details.

the ab initio paradigm, is at the heart of the discussion
below.

3 Numerical comparison

Having established a formal connection between the two
theoretical schemes, the objective is now to compare the
associated results for an illustrative example, i.e. the
ground-state binding energy and rotational band of the
doubly open-shell 20Ne nucleus, and draw some useful
conclusions15.

The PGCM-PT calculation employs a VSRG-evolved
chiral N3LO nucleon-nucleon interaction with �vsrg =
1.8 fm�1, supplemented with an N2LO three-nucleon in-
teraction with cuto↵ ⇤ = 2.0 fm�1 whose low-energy con-
stants are adjusted to A = 3, 4 observables, as described

15While the present numerical illustration employs a specific
chiral Hamiltonian and a specific EDF parametrization, the
outcome and conclusions are generally valid.

in Refs. [27,28]. The Hamiltonian H is turned into an in-
medium two-body operator H̄ [⇢] via the rank reduction
method [22] discussed in Sec. 2.1.4. The EDF calculation
utilizes the relativistic point coupling parametrization
DD-PC1 [29]. Both calculations employ a spherical har-
monic oscillator (HO) one-body basis characterized by
the parameter ~! = 20MeV and emax = 6. In both
cases, the PGCM state at play mixes axially-deformed
HFB states constrained to the axial quadrupole moment
(q ⌘ q20) �2 2 [0.3, 0.8] and further projected on good
neutron N and proton Z numbers as well as on good
total angular momentum J .

Figure 3 displays the successive contributions to 20Ne
ground-state energy, i.e. (a) spherical HFB (sHFB), (b)
deformed HFB (dHFB), (c) PGCM and, for the ab initio
calculation, adding the (d) PGCM-PT(2) correction.
The striking observation is that the energies generated
through the first three steps are very di↵erent in the two
calculations. While the PGCM step is final in the EDF
calculation, and thus close to the experimental value, the
corresponding ab initio result is about 45MeV unbound.
Thankfully, this deficit is consistently compensated for
by the explicit inclusion of dynamical correlations via
the second-order PGCM-PT(2) correction. While both
calculations are eventually satisfactory, they reach the
end result in an apparently very di↵erent fashion in
spite of employing the same technique to grasp static
correlations via the PGCM.

This apparent mismatch and the key role played by
explicit dynamical correlations in the ab initio calcula-
tion seem to forbid a practical connection between the
two theoretical schemes. Under closer inspection, one ob-
serves that the scales at play in steps (b) (sHFB�!dHFB)
and (c) (dHFB�!PGCM) taking care of static corre-
lations are, if not identical, actually consistent in both
calculations. Eventually, the di↵erence mostly correlates
with a shift up of the ab initio starting point (sHFB)
that is essentially compensated for by the PGCM-PT(2)
correction. This examination indicates that there might
be a way to relate the two schemes in a more transparent
and explicit fashion.

Before coming to this key point, the analysis is extended
to the low-lying part of 20Ne ground-state rotational

○ (Rotational) excitation spectrum emerges in both (symmetry-breaking and -conserving) approaches

○ Symmetry-breaking approach achieves it at a much smaller cost

○ Relative energies reproduced at PGCM level

○ Dynamical correlations (PT correction) needed for absolute energies
[Frosini et al. 2022]
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: Aa1a2...

b1b2...
: in normal order with respect to the corre-

lated unperturbed state, i.e. the PGCM state |⇥�

µ
i in

the present case. This is done employing the general-
ized normal ordering and Wick’s theorem developed by
Mukherjee and Kutzelnigg [35] and leads to

H̄(s) ⌘ U(s)H̄U
†(s)
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where : . . . : denotes the normal ordering with respect
to |⇥�

µ
i. In the process, the tensors defining the evolved

Hamiltonian not only acquire a dependence on s as ex-
plicitly indicated in Eq. (20) but also become functionals
of the set of irreducible density matrices associated with
|⇥�

µ
i
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...

where the antisymmetrizer A generates all unique in-
dex permutations of its arguments that are required to
ensure overall antisymmetry; i.e.

h̄a1...

b1...
(s) ⌘ h̄a1...

b1...
({�a1...

b1...
}; s) . (22)

Using these irreducible density matrices as generalized
contractions, the basis of normal-ordered operators is
defined recursively as

: Aa1
b1

: = Aa1
b1

� �a1
b1

, (23a)

: Aa1a2
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: = Aa1a2
b1b2

�A
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�
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b1b2
, (23b)

...

Details can be found in, e.g., Ref. [34].

In actual calculations, the total energy is not strictly
independent of s due to the necessary approximations
made on (i) the MR-IMSRG transformation that is

Fig. 6: (color online) Same as Fig. 3 except that the
ab initio calculation is performed for three values
(s = 0, 10, 20MeV�1) of the MR-IMSRG pre-processing
parameter of the Hamiltonian.

truncated at the MR-IMSRG(2) level, i.e. mode-2k ten-
sors with k � 3 in Eq. (20) are consistently set to
0 all throughout the transformation, and on (ii) the
PGCM-PT expansion that is truncated at the PGCM-
PT(2) level. Given the necessity to compute the PGCM-
PT(2) correction anyway, one can avoid pushing the
MR-IMSRG transformation to very large s in order to
limit the breaking of unitarity occurring at the MR-
IMSRG(2) level.

4.2 Numerical results

The PGCM-PT(2) calculation of 20Ne is repeated for
two MR-IMSRG(2) pre-processed Hamiltonians char-
acterized by the flow parameters s = 10, 20MeV�1 in
addition to the unprocessed one (s = 0) discussed ear-
lier.

The systematic e↵ect of the MR-IMSRG pre-processing
of the Hamiltonian on the absolute binding energy of
20Ne is shown in Fig. 6. The MR-IMSRG evolution
largely reshu✏es the hierarchy of correlations at play.
As s grows, one observes that19

19The total energy is lowered by about 5MeV (3%) from
s = 0MeV�1 to s = 20MeV�1, i.e. it is not strictly invariant
for reasons mentioned above. The problem becoming more
perturbative with s and the PGCM-PT(2) correction being
reduced to 2MeV at s = 20MeV�1, missing higher-order
corrections are expected to be about few hundreds keV at

[Duguet et al. 2022]

tens of keV—well beyond current levels of precision—can
make the difference between an isotope being bound or
unbound. Therefore, an assessment of theoretical uncer-
tainty is mandatory for any meaningful drip line prediction.
Ab initio methods present an appealing framework for
uncertainty quantification: one begins with the most gen-
eral Lagrangian compatible with the applicable sym-
metries, organized by a systematically improvable power
counting, then solves the nuclear many-body problem
within a controlled and systematically improvable approxi-
mation scheme, propagating all uncertainties. Such a
prescription has not yet been achieved in practice, so for
the present we use a comparison with known data to
calibrate a physically motivated model for the error. Recent
work in a similar spirit has applied Bayesian machine
learning algorithms to global mass models [10,41,42]. The
main advantages of our current approach are (i) the
predictions should not be biased towards measured data,
because they were not fit to any data beyond helium and
(ii) the predictions can be benchmarked where the proton
and neutron drip lines are known experimentally (mass
models are typically applied to Z ≳ 8).
In the VS-IMSRG, a valence-space Hamiltonian of

tractable dimension is decoupled from the larger Hilbert
space via an approximate unitary transformation. We begin
in a harmonic-oscillator basis of 15 major shells (i.e.,
e ¼ 2nþ l ≤ emax ¼ 14) with an imposed cut of e1 þ e2 þ
e3 ≤ E3Max ¼ 16 for 3N matrix elements. The resulting
ground-state energies are converged to better than a few

hundred keV with respect to these truncations, and we
perform extrapolations in emax to obtain infrared conver-
gence [43,44]. Transforming to the Hartree-Fock basis, we
capture effects of 3N interactions between valence nucleons
via the ensemble normal ordering of Ref. [35]. We then use
the Magnus formulation of the IMSRG [29,45], truncating
all operators at the normal-ordered two-body level—the
IMSRG(2) approximation—to generate approximate
unitary transformations that decouple the core energy
and valence-space Hamiltonian for each nucleus to be
calculated.
By default, we employ a so-called 0ℏω valence space,

where valence nucleons occupy the appropriate single
major harmonic-oscillator shell (e.g., for 8 < NðZÞ < 20
the sd shell, 20 < NðZÞ < 40 the pf shell, etc.). At
NðZÞ ¼ 2, 8, 20, 40, we do not decouple a neutron (proton)
valence space, and no explicit neutron (proton) excitations
are allowed in the calculation. We discuss exceptions to this
below. Finally the resulting valence-space Hamiltonians are
diagonalized with the NuShellX@MSU shell-model code [46]
(with the exception of a few of the heaviest Ca, Sc, and Ti
isotopes, which were computed with the m-scheme code
Kshell [47]).
We thus calculate ground (and excited) states of all

nuclei from helium to iron, except those for which the shell-
model diagonalization is beyond our computational limits.
For the input NNþ 3N interaction, we use the potential
labeled 1.8=2.0 (EM) in Refs. [17,48], where the 3N
couplings were fit to the 3H binding energy and the 4He

FIG. 1. Calculated probabilities for given isotopes to be bound with respect to one- or two-neutron (proton) removal. The gray region
indicates nuclei that have been calculated, while the height of the boxes corresponds to the estimated probability that a given nucleus is
bound with respect to one- or two-neutron (proton) removal in the neutron-rich (deficient) region of the chart. The inset shows the
residuals with experimental ground-state energies.
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