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B production

 21

B pairs produced at rest in the CM with no extra particles

Event Topology (fits to R2)  tells us we are seeing B’s

R2 = H2/H0

• We are on the Υ(4S) resonance and 
recording B anti-B pairs with ~99% 
efficiency.  

• Not so obvious: When we change 
accelerator optics, we remain on Y(4S).

Probably a Y(4S) event



Outline

• Anomalies in B decays:
current hints of Lepton Flavour Universality (LFU) 
violations
• R(K) and R(K*) anomaly found by LHCb
• R(D) - R(D*) first found by BaBar, then tested by Belle 

and LHCb results

• Few words on related searches
• LFU tests in other (semi)leptonic B decays

• Future prospects at LHCb and Belle II 
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LFU violating B decays

• b à c l n decays,   l = {e,µ,t}

• Charged current tree level
b à c process

• Large sample of events
• Observable: 

Total rates: t leptons are found in 
disagreement with SM. 

• b à s l+ l-, l = {e,µ}

• Flavour changing neutral current, 
loop level in the SM

• Rare decays
• Observables:

Angular observables: depart from SM 
expectations
Muons and electrons rate different

LFU in b æ c·‹

B decays with b æ c tree-level transition (thus, assumed to be
una�ected by NP) are an important probe to test LFU

Ratio of exclusive decays with · lepton can be used to test SM

RD(ú) = B(B æ D(ú)·‹)
B(B æ D(ú)¸‹)

Experimentally clean final state due to the entire decay chain being reconstructed

Combined result from Belle [PRD 92, 072014 (2015), PRL 118, 211801 (2017), PRL 124 161803
(2020)], BaBar [PRD 88, 072012 (2013)], and LHCb [PRL 115, 111803 (2015), PRD 97, 072013
(2018)] has a tension of 3.1‡ with the SM

Tension has decreased to 3.1‡ from 3.8‡ after recent measurement from Belle [PRL 124 161803
(2020)]
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We search for the rare flavor-changing neutral current process Bþ → Kþτþτ− using data from the
BABAR experiment. The data sample, collected at the center-of-mass energy of the ϒð4SÞ resonance,
corresponds to a total integrated luminosity of 424 fb−1 and to 471 × 106 BB̄ pairs. We reconstruct one B
meson, produced in the ϒð4SÞ → BþB− decay, in one of many hadronic decay modes and search for
activity compatible with a Bþ → Kþτþτ− decay in the rest of the event. Each τ lepton is required to decay
leptonically into an electron or muon and neutrinos. Comparing the expected number of background events
with the data sample after applying the selection criteria, we do not find evidence for a signal. The resulting
upper limit, at the 90% confidence level, is BðBþ → Kþτþτ−Þ < 2.25 × 10−3.

DOI: 10.1103/PhysRevLett.118.031802

The flavor-changing neutral current process Bþ → Kþ

τþτ− [1] is highly suppressed in the standard model (SM),
with a predicted branching fraction in the range 1–2 × 10−7

[2,3]. This decay is forbidden at tree level and only occurs,
at lowest order, via one-loop diagrams. The SM contribu-
tions, shown in Fig. 1, include the electromagnetic penguin,
the Z penguin, and the WþW− box diagrams. Rare semi-
leptonic B decays such as Bþ → Kþτþτ− can provide a
stringent test of the SM and a fertile ground for new physics
searches. Virtual particles can enter in the loop and thus
allow us to probe, at relatively low energies, new physics at
large mass scales. Measurements of the related decays
Bþ → Kþlþl−, where l ¼ e or μ, have been previously
published by BABAR [4] and other experiments [5–8], and
exhibit some discrepancy with the SM expectation [9].
The decay Bþ → Kþτþτ− is the third family equivalent

of Bþ → Kþlþl− and hence may provide additional
sensitivity to new physics due to third-generation couplings
and the large mass of the τ lepton [10]. An important
potential contribution to this decay is from neutral Higgs
boson couplings, where the lepton-lepton-Higgs vertices
are proportional to the mass squared of the lepton [11].
Thus, in the case of the τ, such contributions can be
significant and could alter the total decay rate. Additional
sources of new physics and their effect on the Bþ →
Kþτþτ− branching fraction and the kinematic distributions
of the τþτ− pair are also discussed in Refs. [12–24]. These
new physics scenarios do not necessarily have the same
impact on the Bþ → Kþ ψð2SÞ, ψð2SÞ → τþτ− decay, and
thus the latter will only be considered if a visible signal is
present.
We report herein a search for Bþ → Kþτþτ− with data

recorded by the BABAR detector [25] at the eþe− PEP-II
collider at the SLAC National Accelerator Laboratory. This
search is based on 424 fb−1 of data [26] collected at the
center-of-mass (c.m.) energy of the ϒð4SÞ resonance,
where ϒð4SÞ decays into a BB̄ pair. We use hadronic B
meson tagging techniques, where one of the two Bmesons,
referred to as the Btag, is reconstructed exclusively via its
decay into one of several hadronic decay modes. The
remaining tracks, clusters, and missing energy in the event

are attributed to the signal B, denoted as Bsig, on which the
search for Bþ → Kþτþτ− is performed. We consider only
leptonic decays of the τ∶τþ → eþνeν̄τ and τþ → μþνμν̄τ,
which results in three signal decay topologies with a
charged K, multiple missing neutrinos, and either eþe−,
μþμ−, or eþμ− in the final state. The neutrinos are
accounted for as missing energy in any signal event where
a charged kaon and lepton pair are identified and extra
neutral activity, including π0 candidates, is excluded.
Simulated Monte Carlo (MC) signal and background

events, generated with EvtGen [27], are used to develop
signal selection criteria and to study potential backgrounds.
The detector response is simulated using GEANT4 [28].
Signal MC events are generated as ϒð4SÞ → BþB−, where
one B decays according to its measured SM branching
fractions [29] and the other B decays via Bþ → Kþτþτ−

according to the model described in Ref. [30]. Within this
model, a light-cone sum rule approach, referred to as LCSR
is used to determine the form factors that enter into the
parametrization of the matrix elements describing this
decay. Signal events are also reweighted to a model based
on the unquenched lattice QCD calculations of the B →
Klþl− form factors [2] for the determination of the signal
efficiency, and the two theoretical approaches are then
compared to evaluate the model dependence of our meas-
urement. Because of the low efficiency of the hadronic Btag
reconstruction, “dedicated” signal MC samples are also
generated for this analysis, where one B decays exclusively
through B% → D0π%, D0 → K−πþ while the other B
meson decays via the signal channel. This ensures that
more events pass the hadronic Btag reconstruction and
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FIG. 1. Lowest order SM Feynman diagrams of b → s lþl−.
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R(D⇤) =
B(B ! D(⇤)⌧⌫)

B(B ! D(⇤)`⌫) R(K) =
B(B ! Kµµ)

B(B ! Kee)
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LHCb vs e+e- B-Factories
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LHCb detector performance

Fig. 1. View of the LHCb detector.24

The tracking system consists of the VErtex LOcator (VELO), situated around
the interaction region inside a vacuum tank, and four planar tracking stations: the
Tracker Turicensis (TT) upstream of the dipole magnet, and tracking stations T1–
T3 downstream of the magnet. Silicon microstrips are used in TT and the region
close to the beam-pipe (Inner Tracker, IT) of stations T1–T3, whereas straw tubes
are employed for the outer parts (Outer Tracker, OT). Charged particles require a
minimum momentum of 1.5 GeV/c to reach the tracking stations, T1–T3.

The VELO contains 42 silicon modules arranged along the beam, each providing
a measurement of the r (R sensors) and φ (Φ sensors) coordinates. The pitch within
a module varies from 38µm at the inner radius of 8.2mm, increasing linearly to
102µm at the outer radius of 42mm. For detector safety, the VELO modules are
retracted by 29mm in the horizontal direction during injection of the LHC beams
and are subsequently moved back, using a fully automated procedure once stable
conditions have been declared. From the declaration of stable beams the VELO
takes, on average, 210 seconds to close. During LHC Run I approximately 750
closing procedures were performed.

The TT and IT detectors use silicon microstrip sensors with a strip pitch of
183µm and 198µm, respectively. The TT is about 150 cm wide and 130 cm high,
with a total active area of around 8m2. The IT covers a 120 cm wide and 40 cm
high cross-shaped region in the centre of the three tracking stations T1–T3. The
total active area of the IT is approximately 4m2. Each of the tracking stations has
four detection layers in an x–u–v–x arrangement with vertical strips in each of the
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Large heavy flavour cross section production

Excellent tracking and vertexing to exploit 
displaced vertex and kinematics

Charged particle identification

Electrons performances less brilliant than 
muons’ one.

J.Inst 3 S08005 (2008)

ICHEP Seoul 2018 Phillip URQUIJO  26

Detector layout (Belle -> Belle II)

Belle 

RPC 
->Scintillator

(Endcap and inner two layer of Barrel for neutron BG)

Belle II VXD
R=14-140mm
(Ks acceptance)
Belle SVD
R=20-88mm

5

(Better K/p separation)

The Belle II Experiment: Status and Prospects

Exactly 2 (quantum correlated) B meson produced 
at Y(4S) and trigger efficiency close to 100%

Much less B mesons produced
Belle II will accumulate in 2030 (5 x 1010 B pairs)

Excellent efficiency and resolution in tracking as 
well as in detecting photons, p0, KL

Electrons and muon performances both excellent

e+ e- environment much more “clean” à see next 
slide



Belle vs LHCb event display
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A Challenge to Lepton Universality in B Meson Decays — 3/10

Figure 2. Belle (a) and LHCb (b) single event displays illustrating the reconstruction of semileptonic B meson decays: Trajectories
of charged particles are shown as colored solid lines, energy deposits in the calorimeters are depicted by red bars. The Belle display is
an end view perpendicular to the beam axis with the silicon detector in the center (small orange circle) and the device measuring the
particle velocity (dark purple polygon). This is a ° (4S) ! B

+
B
� event, with B

� ! D
0t�n̄t , D

0 ! K
�p+ and t� ! e

�nt n̄e, and the
B

+ decaying to five charged particles (white solid lines) and two photons. The trajectories of undetected neutrinos are marked as
dashed yellow lines. The LHCb display is a side view with the proton beams indicated as a white horizontal line with the interaction
point far to the left, followed by the dipole magnet (white trapezoid) and the Cherenkov detector (red lines). The area close to the
interaction point is enlarged above, showing the tracks of the charged particles produced in the pp interaction, the B

0 path (dotted
orange line), and its decay B̄0 ! D

⇤+t�n̄t with D
⇤+ ! D

0p+ and D
0 ! K

�p+, plus the µ� from the decay of a very short-lived t�.

typically produced at small angles to the beam and with high
momenta, features that determined the design of the LHCb detec-
tor [25, 26], a single arm forward spectrometer, covering the polar
angle range of 3�23 degrees. The high momentum and relatively
long B hadron lifetime result in decay distances of several cm.
Very precise measurements of the pp interaction point, combined
with the detection of charged particle trajectories from B decays
which do not intersect this point, are the very effective, primary
method to separate B decays from background.

All three experiments rely on several layers of finely seg-
mented silicon strip detectors to locate the beam-beam interaction
point and decay vertices of long-lived particles. A combination
of silicon strip detectors and multiple layers of gaseous detec-
tors measure the trajectories of charged particles, and determine
their momenta from the deflection in a magnetic field. Examples
of reconstructed signal events recorded by the LHCb and Belle
experiments are shown in Figure 2.

For a given momentum, charged particles of different masses,
primarily pions and kaons, are identified by their different ve-
locities. All three experiments make use of devices which sense
Cherenkov radiation, emitted by particles with velocities that ex-
ceed the speed of light in a chosen radiator material. For lower
velocity particles, Belle complements this with time-of-flight
measurements. BABAR and Belle also measure the velocity-
dependent energy loss due to ionization in the tracking detectors.
Arrays of cesium iodide crystals measure the energy of photons

and identify electrons in BABAR and Belle. Muons are identified
as particles penetrating a stack of steel absorbers interleaved with
large area gaseous detectors.

Measurements of B
� ! t�nt decays

The decays B
� ! t�nt with two or three neutrinos in the final

state have only been observed by BABAR and Belle. These
two experiments exploit the BB pair production at the ° (4S)
resonance via the process e

+
e
� !° (4S) ! BB. These BB pairs

can be tagged by the reconstruction of a hadronic or semileptonic
decay of one of the two B mesons, referred to as Btag. If this
decay is correctly reconstructed, all remaining particles in the
event originate from the other B decay.

BABAR and Belle have independently developed two sets of
algorithms to tag BB events. The hadronic tag algorithms [27, 28]
search for the best match between one of more than a thousand
possible decay chains and a subset of all detected particles in
the event. The efficiency for finding a correctly matched Btag is
unfortunately quite small, 0.3%. The benefit of reconstructing
all final state particles is that the total energy, Emiss, and vector
momentum, ~pmiss, of all undetected particles of the other B decay
can be inferred from energy and momentum conservation. The
invariant mass squared of all undetected particles, m

2
miss = E

2
miss�

~p2
miss, is used to distinguish events with one neutrino (m2

miss ⇡ 0)
from events with multiple neutrinos or other missing particles
(m2

miss > 0).

Beauty 2020 Phillip URQUIJO

Experiments @ Beauty 2020

2

Beauty 2020 Phillip URQUIJO

Experiments @ Beauty 2020

2

Nature 546, 227–233 (2017)



Experimental data
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Belle experiment

3

KEKB Collider
CM energy: 10.58 GeV
Boost factor: 0.425

- To date, Belle provides the largest data sample of a pair of ࡮ഥ࡮ mesons produced in e+e-
collider
- The main achievements of the experiment are measurement of CP violation in B system 
and searching for new physics with B, charm, and rare decays

Integrated Luminosity [fb-1]

F. Blanc, ICHEP 2022

• LHCb originally designed for the study of CP violation and rare decays in 
beauty and charm → and now a general purpose detector! 

•  production in  collisions mostly in the forward direction 
 
 
 
 

• Run 1+2: 9fb–1 of pp collisions 
(+pPb, PbPb, fixed-target mode) 

• LHCb = 1.5k members, 1070 authors, 
95 institutes, 
21 countries 
 
 

bb̄ pp

2

LHCb in a nutshell

LHCb → forward spectrometer (2< <5) 
with excellent vertexing, tracking and 
particle identification (K/π/p/μ/e/γ)

η

Run 1, 3fb–1 
7&8 TeV

Run 2, 6fb–1 
13 TeV

JINST 3 (2008) S08005

η1

η2

SuperKEKB: new intensity frontier machine

Recorded integrated luminosity: 424 fb≠1, data taken between 2019–2022

≥ 362 fb≠1 taken at a CM energy of 10.58 GeV, corresponding to the mass of the �(4S)
≥ 42 fb≠1 taken 60 MeV below the �(4S) peak, continuum background
≥ 19 fb≠1 taken around 10.75 GeV for exotic hadron searches

World record instantaneous luminosity of L = 4.71 ◊ 1034 cm≠2s≠1 (> 2◊ KEKB record) on 22
June, 2022: Entering the regime of a “Super B factory”.

Shutdown (LS1) from summer 2022 for 15 months: improvement of machine and detector (beam
pipe, pixel vertex detector, Time-Of-Propagation PMT)

Seema Choudhury Lepton flavor universality at Belle and Belle II August 29, 2022 5 / 20

Belle and BaBar finished collecting data 10 years ago
Data still analysed today
Belle : 1 ab-1 Babar: 500 fb-1

Belle II 428 fb-1 (362 on Y(4S)+ 42 below + 19 above)
Belle II will collect 50 ab-1

LHCb Run1+Run2  9fb-1

LHCb will collect 50 fb-1 before upgrade II then 300 fb-1



R(D) and R(D*)
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Searches at B-factories vs LHCb
BaBar, Belle and Belle II
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� Can do tagged analyses:
two kind of tags have been developed

� HAD tag B à D(*) X  , X hadronic 
system of several p±, p0 ,K±

� pure, lowest efficiency, 
� pBsig = pbeams – pBtag
� Nothing left in the event

� SL B à D(*) e/µ n
� Less clean, higher efficiency, not 

fully reco

ντ

τ+
ντ

νμ, νe
e+,μ+

X-

D(*)0

ϒ(4S)

B+B-

Fully reco Look for signal 

double-charm background over the signal after the
detached-vertex requirement. Figure 3 shows the 3π mass
data distribution after the detached-vertex requirement,
where peaking structures corresponding to the Dþ → 3π
decay and Dþ

s → 3π decay—a very important control
channel for this analysis—are clearly visible.

2. Background from other sources

Requirements additional to the detached vertex are
needed to reject spurious background sources with vertex
topologies similar to the signal. The various background
sources are classified to distinguish candidates where the 3π
system originates from a common vertex and those where
one of the three pions originates from a different vertex.
The background category, where the 3π system stems

from a common vertex, is further divided into two different
classes depending on whether or not theD"− and 3π system

originate from the same b hadron. In the first case, the 3π
system either comes from the decay of a τ lepton or a D0,
Dþ, Dþ

s or Λþ
c hadron. Candidates originating from b

baryons form only 2% of this double-charm category.
In this case, the candidate has the correct signal-like vertex
topology. Alternatively, it comes from a misreconstructed
prompt background candidate containing a B0, Bþ, B0

s or
Λ0
b hadron. The detailed composition of these different

categories at the initial and at the final stage of the analysis
is described in Sec. III G. In the second case, the D"− and
the 3π systems are not daughters of the same b hadron. The
3π system originates from one of the following sources:
the other b hadron present in the event (B1B2 category); the
decay of charm hadrons produced at the PV (charm
category); another PV; or an interaction in the beam pipe
or in the detector material.
The 3π background not originating from the same vertex

is dominated by candidates where two pions originate from
the same vertex whilst the third may come directly from the
PV, from a different vertex in the decay chain of the same b
hadron, from the other b hadron produced at the PV, or
from another PV. Due to the combinatorial origin of this
background, there is no strong correlation between the
charge of the 3π system and the D"− charge. This enables
the normalization of the combinatorial background with the
wrong-sign data sample.

3. Summary of the topological selection requirements

The requirements applied to suppress combinatorial and
charm backgrounds, in addition to the detached-vertex
criterion, are reported in Table I. These include a good
track quality and a minimum transverse momentum of
250 MeV=c for each pion, a good vertex reconstruction
quality for the 3π system and large χ2IP with respect to any
PV for each pion of the 3π system and for the D̄0 candidate,
where χ2IP is defined as the difference in the vertex-fit χ

2 of a

FIG. 1. Topology of the signal decay. A requirement on the
distance between the 3π and the B0 vertices along the beam
direction to be greater than four times its uncertainty is applied.

z∆σz/∆
-8 -4 0 4 8 12 16 20

C
an

di
da

te
s 

/ 0
.1

1

10

210

310

410

→
LHCb simulation

)Xπππ*DPrompt (
)DX*DDouble-charm (

)ντ*DSignal (

FIG. 2. Distribution of the distance between the B0 vertex and
the 3π vertex along the beam direction, divided by its uncertainty,
obtained using simulation. The vertical line shows the 4σ
requirement used in the analysis to reject the prompt background
component.

]2c) [MeV/+π−π+π(m

500 1000 1500 2000

)2 c
C

an
di

da
te

s 
/ (

10
 M

eV
/

0

200

400

600

800

1000

LHCb +
sD

+D

FIG. 3. Distribution of the 3π mass for candidates after the
detached-vertex requirement. The Dþ and Dþ

s mass peaks are
indicated.

R. AAIJ et al. PHYS. REV. D 97, 072013 (2018)

072013-4

� Large b quark production cross section
� Much higher statistics to start with!

� Hadronic enviroment not as clean as e+e-
� Exploit LHCb excellent tracking and 

vertexing for final states with all charged 
particles

LHCb



BaBar RD and RD*
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PRL 109, 101803(2012)

As described below, the fit procedure relies on the
Monte Carlo (MC) simulation [19–21] of the two-
dimensional m2

miss ! jp"
‘j spectra of the different signal

and background contributions. For semileptonic decays,
we parameterize the hadronic matrix elements of the signal
and normalization decays by using heavy-quark effective
theory-based form factors (FFs) [22]. For low-mass lep-
tons, there is effectively one FF for !B ! D‘! !!‘, whereas
there are three FFs for !B ! D"‘! !!‘ decays, all of which
have been measured with good precision [23]. For heavy
leptons, each of these decays depends on an additional FF
which can be calculated by using heavy-quark symmetry
relations or lattice QCD.We use the calculations in Ref. [7]
for !B ! D"! !!" and in Ref. [8] for !B ! D""! !!". For the
D""ð‘="Þ! background, we consider in the nominal fit only
the four L ¼ 1 states that have been measured [24]. We
simulate these decays by using the Leibovich-Ligeti-
Stewart-Wise calculation [25].

We validate and, when appropriate, correct the simula-
tions by using three data control samples selected by one of
the following criteria: Eextra > 0:5 GeV [26], q2&4GeV2,
or 5:20<mES < 5:26 GeV. We use off-peak data to
correct the efficiency and the jp"

‘j spectrum of simulated
continuum events. After this correction, the m2

miss and jp"
‘j

distributions of the background and normalization events
agree very well with the simulation. However, we find that
small differences in the Eextra spectrum and other BDT
input distributions result in a 5%–10% efficiency differ-
ence between selected data and MC samples. We correct
the continuum and B !B backgrounds by using the 5:20<
mES < 5:26 GeV control sample. The same correction,
with larger uncertainties, is applied to D""ð‘="Þ! events,
since their simulated Eextra spectrum is very similar.

We extract the signal and normalization yields from an
extended, unbinned maximum-likelihood fit to two-
dimensional m2

miss ! jp"
‘j distributions. The fit is per-

formed simultaneously to the four Dð"Þ‘ samples and the
four Dð"Þ#0‘ samples. The distribution of each Dð"Þ‘ sam-
ple is described as the sum of eight contributions: D"!,
D""!, D‘!, D"‘!, D""ð‘="Þ!, charge cross-feed, other
B !B, and continuum. The yields for the last three back-
grounds are fixed in the fit to the expected values. A large
fraction of B ! D"‘! decays (for B ¼ B0 or Bþ) is re-
constructed in theD‘ samples (feed-down). We leave those
two contributions free in the fit and use the fitted yields to
estimate the feed-down rate of B ! D""! decays. Since
B ! Dð‘="Þ! decays contributing to the D"‘ samples are
rare, their rate is fixed to the expected value.

The four Dð"Þ#0‘ samples are described by six contri-
butions: The Dð"Þ"! and Dð"Þ‘! yields are combined, but
otherwise the same contributions that describe the Dð"Þ‘
samples are employed. The four D""ð‘="Þ! yields in the
control samples are free in the fit, but their ratios to the
corresponding D""ð‘="Þ! yields in the Dð"Þ‘ samples are
constrained to the expected values.

The fit relies on 8( 4þ 6( 4 ¼ 56 probability density
functions (PDFs), which are determined from MC samples
of continuum and B !B events equivalent to 2 and 9 times the
size of the data sample, respectively. The two-dimensional
m2

miss ! jp"
‘j distributions are described by using smooth

nonparametric kernel estimators [27]. The fit is iterated
to update some of the parameters that depend on the
normalization yields, most importantly the rate of signal

FIG. 1 (color online). Comparison of the data and the fit
projections for the four Dð"Þ‘ samples. The insets show the
jp"

‘j projections for m2
miss > 1 GeV2, which excludes most of

the normalization modes. In the background component, the
region above the dashed line corresponds to charge cross-feed,
and the region below corresponds to continuum and B !B.
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Tagged analysis (hadronic tags)
Identify tà l nn decays

Reconstruct Bsig as a D(*) +  l = {e,µ}
determine M2

miss from kinematics (pBsig = pbeams – Pbtag)

Normalization sample B à D(*) l n at M2
miss near 0

Signal sample at high M2
miss 

Despite Standard Model prediction theoretically clean:
q2 distribution from a form factor precisely calculated in the SM
Experimentally hard:   
signature is not a peak on a smooth background!

MV classifier trained to suppress backgrounds retaining signal and 
normalization events

Most dangerous background B à D** l n 
Constrain yield using Data control samples of B à D* p l n events used

precision, additional uncertainties could contribute [8], but
the experimental uncertainties are expected to dominate.

Our measurements exceed the SM predictions forRðDÞ
and RðD#Þ by 2:0! and 2:7!, respectively. The combina-
tion of these results, including their $0:27 correlation,
yields "2 ¼ 14:6 for 2 degrees of freedom, corresponding
to a p value of 6:9& 10$4. Thus, the possibility of both the
measured RðDÞ and RðD#Þ agreeing with the SM predic-
tions is excluded at the 3:4! level [32].

Figure 2 shows the effect that a charged Higgs boson of
the type II 2HDM [7,34] would have on RðDÞ andRðD#Þ
in terms of the ratio of the vacuum expectation values
tan# ' v2=v1 and the mass of the charged Higgs mHþ .
We estimate the effect of the 2HDM on our measurements
by reweighting the simulated events at the matrix element
level for 20 values of tan#=mHþ over the ½0:05; 1* GeV$1

range. We then repeat the fit with updated PDF shapes and
"sig="norm values. The increase in the uncertainty on the
PDFs and the efficiency ratio is estimated for each value of
tan#=mHþ . The other sources of systematic uncertainty are
kept constant in relative terms.

The measured values of RðDÞ and RðD#Þ match
the predictions of this particular Higgs model for
tan#=mHþ ¼0:44+0:02GeV$1 and tan#=mHþ ¼ 0:75+
0:04 GeV$1, respectively. However, the combination of
RðDÞ and RðD#Þ excludes the type II 2HDM charged
Higgs boson with a 99.8% confidence level for any value
of tan#=mHþ . This calculation is valid only for values of
mHþ greater than about 10 GeV [4,7]. The region for
mHþ , 10 GeV has already been excluded by B ! Xs$
measurements [35], and, therefore, the type II 2HDM is
excluded in the full tan#$mHþ parameter space.

In summary, we have measured the !B ! D%$ !&% and
!B ! D#%$ !&% decays relative to the decays to light leptons
!B ! Dð#Þ‘$ !&‘. We find

R ðDÞ ¼ 0:440+ 0:058+ 0:042;

RðD#Þ ¼ 0:332+ 0:024+ 0:018:

These results supersede the previous BABAR results and
have significantly reduced uncertainties. The measured
values are compatible with those measured by the Belle
Collaboration [12,14,15].
The results presented here disagree with the SM at the

3:4! level, which, together with the measurements by the
Belle Collaboration, could be an indication of new physics
processes affecting !B ! Dð#Þ%$ !&% decays. However, our
results are not compatible with the widely discussed type II
2HDM for any value of tan# and mHþ .
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FIG. 2 (color online). Comparison of the results of this analy-
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Higgs boson of type II 2HDM (dark gray, red). The SM corre-
sponds to tan#=mHþ ¼ 0.
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LHCb B àD* t n

• Select a sample with µ + D* final state
(D*+ à D0 p , D0 à K p)

• Same reconstruction procedure 
for signal mode (D* t n , tà µ n n)
and normalization mode (D* µ n) 

• B meson flight information used to constrain 
kinematics

• BDT trained to separate signal + normalization
vs background

• Largest backgrounds B à D* Hc ( à µ n Y )X, 
partially reconstructed B decays, B --> D** l n
decays.

• signal, normalization and backgrounds yields from 
3D binned maximum likelihood fit to
q2 x m2

miss x E*µ
• combinatorial, D** l n backgrounds constrained on 

data control samples (D* µ p and D* µ p p ) 
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The binned m2
miss, E

!
μ, and q2 distributions in data are fit

using a maximum likelihood method with three dimensional
templates representing the signal, the normalization and the
background sources. To avoid bias, the procedure is devel-
oped and finalized without knowledge of the resulting value
of RðD!Þ. The templates extend over the kinematic region

−2 < m2
miss < 10 GeV2=c4 in 40 bins, 100 < E!

μ <
2500 MeV in 30 bins, and −0.4 < q2 < 12.6 GeV2=c4 in
4 bins. The fit extracts the relative contributions of signal and
normalization modes and their form factors; the relative
yields of each of the B̄ → D!!ð→ D!þπÞμν and their form
factors; the relative yields of B̄0

s → D!!
s

þð→ D!þK0
SÞμ−ν̄μ
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FIG. 1 (color online). Distributions of m2
miss (left) and E

!
μ (right) of the four q2 bins of the signal data, overlaid with projections of the

fit model with all normalization and shape parameters at their best-fit values. Below each panel differences between the data and fit are
shown, normalized by the Poisson uncertainty in the data. The bands give the 1σ template uncertainties.
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R(D⇤) = 0.336± 0.027± 0.030



LHCb R(D*) with B0 àD*- t+ n (tà3pn)
• Signal mode B0 à D* t ( à 3p(p0)n) n

normalization mode B à D* 3p
• Binned maximum likelihood fit to 3D distribution of 

(p p p) decay time (8 bins), q2 (8 bins) and MV 
classifier output (4 bins) to extract signal yield
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events tagged using semileptonic decays, compatible with
the SM within 1.6 standard deviations. A simultaneous
measurement of RðD"Þ and of the τ polarization, using
hadronic tagging and reconstruction of the τ− → π−ντ
and τ− → ρ−ντ decays, was published by the Belle
Collaboration [18,19]. The average of all these RðD"Þ
measurements is in tension with the SM expectation at
3.3 standard deviations. All theseRðDð"Þ−;0Þmeasurements
yield values that are above the SM predictions with a
combined significance of 3.9 standard deviations [20].
This paper presents a measurement of BðB0 →

D"−τþντÞ, using for the first time the τ decay with three
charged particles (three-prong) in the final state, i.e. τþ →
πþπ−πþν̄τ and τþ → πþπ−πþπ0ν̄τ, denoted as signal in
this paper. The D"− meson is reconstructed through the
D"− → D̄0ð→ Kþπ−Þπ− decay chain.1 The visible final
state consists of six charged tracks; neutral pions are
not reconstructed in this analysis. A data sample of
proton-proton collisions, corresponding to an integrated
luminosity of 3 fb−1, collected with the LHCb detector at
center-of-mass energies of

ffiffiffi
s

p
¼ 7 and 8 TeV is used. A

shorter version of this paper can be found in Ref. [21]
The three-prong τ decay modes have different features

with respect to leptonic τ decays, leading to measurements
with a better signal-to-background ratio and statistical sig-
nificance. The absence of charged leptons in the final state
avoids backgrounds originating from semileptonic decays of
b or c hadrons. The three-prong topology enables the precise
reconstruction of a τ decay vertex detached from theB0 decay
vertex due to the nonzero τ lifetime, thereby allowing the
discrimination between signal decays and the most abundant
background due toB → D"−3πX decays, whereX represents
unreconstructed particles and 3π ≡ πþπ−πþ.2 The require-
ment of a 3π decay vertex detached from the B vertex
suppresses the D"−3πX background by three orders of
magnitude, while retaining about 40% of the signal.
Moreover, because only one neutrino is produced in the τ
decay, the measurements of the B0 and τ lines of flight allow
the determination of the complete kinematics of the decay, up
to two quadratic ambiguities, leading to four solutions.
After applying the 3π detached-vertex requirement, the

dominant background consists of B decays with a D"− and
another charm hadron in the final state, called double-
charm hereafter. The largest component is due to B →
D"−Dþ

s ðXÞ decays. These decays have the same topology
as the signal, as the second charm hadron has a measurable
lifetime and its decay vertex is detached from the B vertex.
The double-charm background is suppressed by applying
vetoes on the presence of additional particles around the

direction of the τ and B candidates, and exploiting the
different resonant structure of the 3π system in τþ and Dþ

s
decays.
The signal yield, Nsig, is normalized to that of the

exclusive B0 → D"−3π decay, Nnorm, which has the same
charged particles in the final state. This choice minimizes
experimental systematic uncertainties. The measured
quantity is

KðD"−Þ≡ BðB0 → D"−τþντÞ
BðB0 → D"−3πÞ

¼
Nsig

Nnorm

εnorm
εsig

1

Bðτþ → 3πν̄τÞ þ Bðτþ → 3ππ0ν̄τÞ
;

ð3Þ

where εsig and εnorm are the efficiencies for the signal
and normalization decay modes, respectively. More pre-
cisely, εsig is the weighted average efficiency for the 3π
and the 3π π0 modes, given their respective branching
fractions. The absolute branching fraction is obtained as
BðB0 → D"−τþντÞ ¼ KðD"−Þ × BðB0 → D"−3πÞ, where
the branching fraction of the B0 → D"−3π decay is taken
by averaging the measurements of Refs. [22–24]. A value
forRðD"−Þ is then derived by using the branching fraction
of the B0 → D"−μþνμ decay from Ref. [20].
This paper is structured as follows. Descriptions of

the LHCb detector, the data and simulation samples and
the trigger selection criteria are given in Sec. II. Signal
selection and background suppression strategies are sum-
marized in Sec. III. Section IV presents the study performed
to characterize double-charm backgrounds due to
B → D"−Dþ

s ðXÞ, B → D"−DþðXÞ and B → D"−D0ðXÞ
decays. The strategy used to fit the signal yield and the
corresponding results are presented in Sec. V. The deter-
mination of the yield of the normalization mode is
discussed in Sec. VI. The determination of KðD"−Þ is
presented in Sec. VII and systematic uncertainties are
discussed in Sec. VIII. Finally, overall results and con-
clusions are given in Sec. IX.

II. DETECTOR AND SIMULATION

The LHCb detector [25,26] is a single-arm forward
spectrometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system
consisting of a silicon-strip vertex detector surrounding the
pp interaction region [27], a large-area silicon-strip detec-
tor located upstream of a dipole magnet with a bending
power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes [28] placed downstream of
the magnet. The tracking system provides a measurement
of momentum, p, of charged particles with a relative
uncertainty that varies from 0.5% at low momentum to
1.0% at 200 GeV=c. The minimum distance of a track to a

1The inclusion of charge-conjugate decay modes is implied in
this paper.

2The notation X is used when unreconstructed particles are
known to be present in the decay chain and (X) when unrecon-
structed particles may be present in the decay chain.
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impact the efficiency of the normalization channel and
result in a 2.0% systematic uncertainty on KðD"−Þ.
The branching fraction for the normalization channel,

obtained by averaging the measurements of Refs. [22–24],
has an uncertainty of 3.9%. A 2.0% uncertainty arising
from the knowledge of the B0 → D"−μþνμ branching
fraction is added in quadrature to obtain a 4.5% total
uncertainty on RðD"−Þ due to external inputs.

E. Summary of systematic uncertainties

Table VII summarizes the systematic uncertainties on the
measurement of the ratio BðB0 → D"−τþντÞ=BðB0 →
D"−3πÞ. The total uncertainty is 9.1%. For RðD"−Þ, a
4.5% systematic uncertainty due to the knowledge of the
external branching fractions is added.

IX. CONCLUSION

In conclusion, the ratio of branching fractions between
the B0 → D"−τþντ and the B0 → D"−3π decays is
measured to be

KðD"−Þ ¼ 1.97& 0.13ðstatÞ & 0.18ðsystÞ;

where the first uncertainty is statistical and the second
systematic. Using the branching fraction BðB0 →
D"−3πÞ ¼ ð7.214& 0.28Þ × 10−3 from the weighted aver-
age of the measurements by the LHCb [22], BABAR [23],
and Belle [24] Collaborations, a value of the absolute
branching fraction of the B0 → D"−τþντ decay is obtained

BðB0 → D"−τþντÞ ¼ ð1.42& 0.094ðstatÞ & 0.129ðsystÞ
& 0.054ðextÞÞ × 10−2;

where the third uncertainty originates from the limited
knowledge of the branching fraction of the normalization
mode. The precision of this measurement is comparable to
that of the current world average of Ref. [46]. The first
determination of RðD"−Þ performed by using three-
prong τ decays is obtained by using the measured branch-
ing fraction of BðB0 → D"−μþνμÞ ¼ ð4.88& 0.10Þ × 10−2

from Ref. [20]. The result

RðD"−Þ ¼ 0.291& 0.019ðstatÞ & 0.026ðsystÞ & 0.013ðextÞ

is one of the most precise single measurements performed
so far. It is 1.1 standard deviations higher than the SM
prediction (0.252& 0.003) of Ref. [2] and consistent
with previous determinations. This R(D") measurement,
being proportional to BðB0 → D"−3πÞ and inversely pro-
portional to BðB0 → D"−μþνμÞ, will need to be rescaled
accordingly when more precise values of these inputs are
made available in the future. An average of this measure-
ment with the LHCb result using τþ → μþνμν̄τ decays [17],
accounting for small correlations due to form factors, τ
polarization and D""τþντ feed-down, gives a value of
RðD"−Þ ¼ 0.310& 0.0155ðstatÞ & 0.0219ðsystÞ, consis-
tent with the world average and 2.2 standard deviations
above the SM prediction. The overall status of RðDÞ and
RðD"Þ measurements is reported in Ref. [20]. After
inclusion of this result, the combined discrepancy of
RðDÞ and RðD"Þ determinations with the SM prediction
is 4.1σ.
The novel technique presented in this paper, allowing the

reconstruction and selection of semitauonic decays with
τþ → 3πðπ0Þν̄τ transitions, can be applied to all the other
semitauonic decays, such as those of Bþ, B0

s , Bþ
c and Λ0

b.
This technique also allows isolation of large signal samples
with high purity, which can be used to measure angular
distributions and other observables proposed in the liter-
ature to discriminate between SM and new physics con-
tributions. The inclusion of further data collected by LHCb
at

ffiffiffi
s

p
¼ 13 TeV will result in an overall uncertainty on

RðD"−Þ using this technique comparable to that of the
current world average.

TABLE VII. List of the individual systematic uncertainties for the
measurement of the ratio BðB0 → D"−τþντÞ=BðB0 → D"−3πÞ.

Contribution Value in %

Bðτþ → 3πν̄τÞ=Bðτþ → 3πðπ0Þν̄τÞ 0.7
Form factors (template shapes) 0.7
Form factors (efficiency) 1.0
τ polarization effects 0.4
Other τ decays 1.0
B → D""τþντ 2.3
B0
s → D""

s τþντ feed-down 1.5

Dþ
s → 3πX decay model 2.5

Dþ
s , D0 and Dþ template shape 2.9

B → D"−Dþ
s ðXÞ and B → D"−D0ðXÞ decay model 2.6

D"−3πX from B decays 2.8
Combinatorial background
(shapeþ normalization)

0.7

Bias due to empty bins in templates 1.3
Size of simulation samples 4.1

Trigger acceptance 1.2
Trigger efficiency 1.0
Online selection 2.0
Offline selection 2.0
Charged-isolation algorithm 1.0
Particle identification 1.3
Normalization channel 1.0
Signal efficiencies (size of simulation samples) 1.7
Normalization channel efficiency
(size of simulation samples)

1.6

Normalization channel efficiency
(modeling of B0 → D"−3π)

2.0

Total uncertainty 9.1
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a1ð1260Þþ resonance but also a smaller peak due to
the Dþ

s → 3π decay is visible and is subtracted. A fit with
the sum of a Gaussian function modeling the Dþ

s mass
peak, and an exponential describing the combinatorial
background, is performed to estimate this Dþ

s contribution,
giving 151$ 22 candidates. As a result, the number of
normalization decays in the full data sample is Nnorm ¼
17 660$ 143ðstatÞ $ 64ðsystÞ $ 22ðsubÞ, where the third
uncertainty is due to the subtraction of the B0 → D&−Dþ

s
component.

VII. DETERMINATION OF KðD&− Þ

The result

KðD&−Þ ¼ 1.97$ 0.13ðstatÞ $ 0.18ðsystÞ;

is obtained using Eq. (3). The ratio of efficiencies between
the signal and normalization modes, shown in Table II,
differs from unity due to the softer momentum spectrum of
the signal particles and the correspondingly lower trigger
efficiency. The effective sum of the branching fractions for
the τþ → 3πν̄τ and τþ → 3ππ0ν̄τ decays is ð13.81$
0.07Þ% [46]. This includes the 3π mode (without K0), a
very small feed-down from τ five-prong decays, the 3π π0

mode (withoutK0), and only 50% of the 3π π0 π0 mode due
to the smaller efficiency of this decay mode. This latter

contribution results in a 1% correction (see Sec. VIII A).
Finally, a correction factor 1.056$ 0.025 is applied when
computing KðD&−Þ in order to account for residual effi-
ciency discrepancies between data and simulation regard-
ing PID and trigger. The event multiplicity, measured by
the scintillating-pad detector, affects the efficiency for the
fraction of the data sample which is triggered at the
hardware trigger level by particles in the event other than
those from the D&−τþντ candidate. An imperfect descrip-
tion of this multiplicity in the simulation does not cancel
completely inKðD&−Þ. The correction factor also includes a
small feed-down contribution from B0

s → D&&−
s τþντ

decays, where D&&−
s → D&−K0, that is taken into account

according to simulation.
As a further check of the analysis, measurements of

KðD&−Þ are performed in mutually exclusive subsamples,
obtained by requiring different trigger conditions and
center-of-mass energies. All of these results are found to
be compatible with the result obtained with the full sample.
Changing the requirement on the minimal BDT output
value, as well as the bounds of the nuisance parameters,
does not change the final result.

VIII. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties on KðD&−Þ are subdivided
into four categories: the knowledge of the signal model,
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FIG. 19. Fit to the mðD&−3πÞ distribution after the full selection in the (a)
ffiffiffi
s

p
¼ 7 TeV and (b) 8 TeV data samples.
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FIG. 20. (a) Distribution of mð3πÞ after selection, requiring mðD&−3πÞ to be between 5200 and 5350 MeV=c2; (b) fit in the mass
region around the Dþ

s .
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without. Due to the limited size of the simulation samples
used to build the templates (the need to use templates from
inclusive b -hadron decays requires extremely large sim-
ulation samples), the existence of empty bins in the
templates introduces potential biases in the determination
of the signal yield that must be taken into account. To study
this effect, a method based on the use of kernel density
estimators (KDE) [48] is used. For each simulated sample,
a three-dimensional density function is produced. Each
KDE is then transformed in a three-dimensional template,
where bins that were previously empty may now be filled.
These new templates are used to build a smoothed fit
model. The fit is repeated with different signal yield
hypotheses. The results show that a bias is observed for
low values of the generated signal yield that decreases
when the generated signal yield increases. For the value
found by the nominal fit, a bias ofþ40 decays is found, and
is used to correct the fit result.
The statistical contribution to the total uncertainty is

determined by performing a second fit where the param-
eters governing the templates shapes of the double-charmed
decays, fDþ

s
, fD"þ

s0
, fDþ

s1
, fDþ

s X, fðDþ
s XÞs and fv1v2D0 , are fixed

to the values obtained in the first fit. The quadratic
difference between the uncertainties provided by the two
fits is taken as systematic uncertainty due to the knowledge
of the B → D"−Dþ

s X and B → D"−D0X decay models, and
reported in Table VII.

VI. DETERMINATION OF
NORMALIZATION YIELD

Figure 7 shows the D"−3π mass after the selection of
the normalization sample. A clear B0 signal peak is seen.
In order to determine the normalization yield, a fit is

performed in the region between 5150 and 5400 MeV=c2.
The signal component is described by the sum of a
Gaussian function and a Crystal Ball function [49]. An
exponential function is used to describe the background.
The result of the fit is shown in Fig. 19. The yield obtained
is 17808% 143.
The fit is also performed with alternative configurations,

namely with a different fit range or requiring the common
mean value of the signal functions to be the same in the 7
and 8 TeV data samples. The maximum differences
between signal yields in alternative and nominal configu-
rations are 14 and 62 for the 7 and 8 TeV data samples,
respectively, and are used to assign systematic uncertainties
to the normalization yields.
Figure 20 shows the mð3πÞ distribution for candidates

with D"−3π mass between 5200 and 5350 MeV=c2 for the
full data sample. The spectrum is dominated by the
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FIG. 16. Projections of the three-dimensional fit on the (a) 3π
decay time, (b) q2 and (c) BDT output distributions. The fit
components are described in the legend.

TABLE VI. Fit results for the three-dimensional fit. The
constraints on the parameters fDþ

s
, fD"þ

s0
, fDþ

s1
, fDþ

s X and
fðDþ

s XÞs are applied taking into account their correlations.

Parameter Fit result Constraint

Nsig 1296% 86
fτ→3πν 0.78 0.78 (fixed)
fD""τν 0.11 0.11 (fixed)
Nsv

D0 445% 22 445% 22

fv1v2D0 0.41% 0.22
NDs

6835% 166
fDþ 0.245% 0.020
NB→D"3πX 424% 21 443% 22
fDþ

s
0.494% 0.028 0.467% 0.032

fD"þ
s0

0þ0.010
−0.000 0þ0.042

−0.000
fDþ

s1
0.384% 0.044 0.444% 0.064

fDþ
s X 0.836% 0.077 0.647% 0.107

fðDþ
s XÞs 0.159% 0.034 0.138% 0.040

NB1B2 197 197 (fixed)
NnotD" 243 243 (fixed)
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probability of B → DlðτÞν decays contributing to the D#l
samples is very small, the relative rates of these contribu-
tions are fixed to the MC expected values.
The free parameters in the final fit are the yields of

signal, normalization, B → D##lνl, and feed down from
D#l to Dl components. The yields of other backgrounds
are fixed to their MC expected values. The ratios RðDð#ÞÞ
are given by the formula

RðDð#ÞÞ ¼ 1

2Bðτ− → l−ν̄lντÞ
εnorm
εsig

Nsig

Nnorm
; ð3Þ

where εsigðnormÞ and NsigðnormÞ are the detection efficiency
including tagging efficiency and yields of signal (normali-
zation) modes and Bðτ− → l−ν̄lντÞ is the average of the
world-average branching fractions for l ¼ e and l ¼ μ.
To improve the accuracy of the MC simulation, we apply
a series of correction factors determined from control
sample measurements, such as those associated to lepton
and hadron identification efficiencies as well as slow pion
tracking efficiencies. Correction factors for the lepton
efficiencies are evaluated as a function of the lepton
momentum and direction using eþe− → eþe−lþl− and
J=ψ → lþl− decays. Furthermore, to determine the
expected yield of fake and misreconstructed Dð#Þ mesons,
treated as background, we use data sidebands of the
difference between their nominal and reconstructed mass,

and we correct for differences in the reconstruction effi-
ciency of the tagging algorithm between data and MC
simulation.
The EECL projections of the fit are shown in Fig. 1.

The result of the fit is RðDÞ ¼ 0.307& 0.037 and
RðD#Þ ¼ 0.283& 0.018, where the error is statistical.
To estimate various systematic uncertainties contributing

to RðDð#ÞÞ, we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the value
and uncertainty of the parameter. For each variation, we
repeat the fit. The associated systematic uncertainty is taken
as the standard deviation of the resulting distribution of
fitted results. The systematic uncertainties are listed in
Table I.
In Table I the label “D## composition” refers to the

uncertainty introduced by the branching fractions of the
B → D##lνl channels and the decays of the D## mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties on the
branching fraction of B → D##lνl are assumed to be &6%
for D1, &10% for D#

2, &83% for D0
1, and &100% for D#

0,
while the uncertainties on each of the D## decay branching
fractions are conservatively assumed to be &100%.
A large systematic uncertainty arises from the limited

size of the MC samples. Firstly, this is reflected in the
uncertainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake
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probability of B → DlðτÞν decays contributing to the D#l
samples is very small, the relative rates of these contribu-
tions are fixed to the MC expected values.
The free parameters in the final fit are the yields of

signal, normalization, B → D##lνl, and feed down from
D#l to Dl components. The yields of other backgrounds
are fixed to their MC expected values. The ratios RðDð#ÞÞ
are given by the formula

RðDð#ÞÞ ¼ 1

2Bðτ− → l−ν̄lντÞ
εnorm
εsig

Nsig

Nnorm
; ð3Þ

where εsigðnormÞ and NsigðnormÞ are the detection efficiency
including tagging efficiency and yields of signal (normali-
zation) modes and Bðτ− → l−ν̄lντÞ is the average of the
world-average branching fractions for l ¼ e and l ¼ μ.
To improve the accuracy of the MC simulation, we apply
a series of correction factors determined from control
sample measurements, such as those associated to lepton
and hadron identification efficiencies as well as slow pion
tracking efficiencies. Correction factors for the lepton
efficiencies are evaluated as a function of the lepton
momentum and direction using eþe− → eþe−lþl− and
J=ψ → lþl− decays. Furthermore, to determine the
expected yield of fake and misreconstructed Dð#Þ mesons,
treated as background, we use data sidebands of the
difference between their nominal and reconstructed mass,

and we correct for differences in the reconstruction effi-
ciency of the tagging algorithm between data and MC
simulation.
The EECL projections of the fit are shown in Fig. 1.

The result of the fit is RðDÞ ¼ 0.307& 0.037 and
RðD#Þ ¼ 0.283& 0.018, where the error is statistical.
To estimate various systematic uncertainties contributing

to RðDð#ÞÞ, we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the value
and uncertainty of the parameter. For each variation, we
repeat the fit. The associated systematic uncertainty is taken
as the standard deviation of the resulting distribution of
fitted results. The systematic uncertainties are listed in
Table I.
In Table I the label “D## composition” refers to the

uncertainty introduced by the branching fractions of the
B → D##lνl channels and the decays of the D## mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties on the
branching fraction of B → D##lνl are assumed to be &6%
for D1, &10% for D#

2, &83% for D0
1, and &100% for D#

0,
while the uncertainties on each of the D## decay branching
fractions are conservatively assumed to be &100%.
A large systematic uncertainty arises from the limited

size of the MC samples. Firstly, this is reflected in the
uncertainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake
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PHYSICAL REVIEW LETTERS 124, 161803 (2020)

161803-6

<latexit sha1_base64="eY39MeBS+9z82ccXqDrJftOAS5Y=">AAACC3icbZDLSgMxFIYzXmu9jbp0E1qE6qLM1IrdCEVduKxiL9COJZNm2tAkMyQZoQzdu/FV3LhQxK0v4M63Mb0g2nog5OP/zyE5vx8xqrTjfFkLi0vLK6uptfT6xubWtr2zW1NhLDGp4pCFsuEjRRgVpKqpZqQRSYK4z0jd71+M/Po9kYqG4lYPIuJx1BU0oBhpI7XtzE3u8u7oEJ5BJ18oHcNWxA05bumHim07a+5xwXlwp5AF06q07c9WJ8QxJ0JjhpRquk6kvQRJTTEjw3QrViRCuI+6pGlQIE6Ul4x3GcIDo3RgEEpzhIZj9fdEgrhSA+6bTo50T816I/E/rxnroOQlVESxJgJPHgpiBnUIR8HADpUEazYwgLCk5q8Q95BEWJv40iYEd3bleagV8u5J3rkuZsvn0zhSYB9kQA644BSUwRWogCrA4AE8gRfwaj1az9ab9T5pXbCmM3vgT1kf37SSlcY=</latexit>

R(D⇤) = 0.283± 0.018± 0.014
<latexit sha1_base64="0gb8pb8kg0hTeSUkylLQy+m4qBg=">AAACCXicbZDLSgMxFIYz9VbrbdSlm2AR6qbMWLVuhKIuXFaxF2iHkkkzbWiSGZKMUIZu3fgqblwo4tY3cOfbmLaDaOuBkI//P4fk/H7EqNKO82VlFhaXlleyq7m19Y3NLXt7p67CWGJSwyELZdNHijAqSE1TzUgzkgRxn5GGP7gc+417IhUNxZ0eRsTjqCdoQDHSRurY8LZwdQjPoVMsOWXYjrghp/RD7mnHzpt7UnAe3BTyIK1qx/5sd0MccyI0ZkiplutE2kuQ1BQzMsq1Y0UihAeoR1oGBeJEeclkkxE8MEoXBqE0R2g4UX9PJIgrNeS+6eRI99WsNxb/81qxDs68hIoo1kTg6UNBzKAO4TgW2KWSYM2GBhCW1PwV4j6SCGsTXs6E4M6uPA/1o6J7UnRujvOVizSOLNgD+6AAXFAGFXANqqAGMHgAT+AFvFqP1rP1Zr1PWzNWOrML/pT18Q2KZ5Uq</latexit>

R(D) = 0.307± 0.037± 0.016
Combined value consistent to SM within 1.6 s
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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FIG. 3 (color online). Projections of the fit results and data points with statistical uncertainties for the high M2
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o0NB ≡ log
oNB − omin

omax − oNB
; ð7Þ

where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2
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l, where M2
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mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS
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likelihood with the nominal fit and the null hypothesis,
respectively. The statistical correlation between RðD"Þ and
PτðD"Þ is 0.29, and the total correlation including system-
atics is 0.33.
Figure 10 shows the exclusion region for the

RðD"Þ–PτðD"Þ plane based on

χ2 ¼
!
ΔR ΔP

"
C−1

!
ΔR

ΔP

"
; ð19Þ

where ΔR ¼ RðD"Þ − 0.270 and ΔP ¼ PτðD"Þ − ð−0.38Þ.
The covariance matrix C is represented by

C ¼
!

ðσRtotÞ2 ρtotσRtotσPtot
ρtotσRtotσPtot ðσPtotÞ2

"
; ð20Þ

where ρtot and σRðPÞtot denote the total correlation factor and
the total uncertainty on RðD"Þ [PτðD"Þ], respectively.
Overall, our result is consistent with the SM prediction.
Our measurement of PτðD"Þ excludes the region larger than
þ0.5 at 90% C.L.
As shown in Fig. 11, the obtained RðD"Þ also agrees with

the previous Belle measurements: RðD"Þ ¼ 0.293&
0.038& 0.015 [13] and 0.302& 0.030& 0.011 [14], and
with the world average as of early 2016 [20]. Including
our result and the latest LHCb result on RðD"Þ [19], the
world average is estimated to be 0.304& 0.013ðstatÞ &
0.007ðsystÞ [63].
The three results of RðD"Þ with the full data sample of

Belle are statistically independent. The average RðD"Þ
measured by Belle is estimated to be 0.292& 0.020ðstatÞ &
0.012ðsystÞ. In this average, correlation in the uncertainties
arising from background semileptonic B decays is taken
into account and other uncertainties are regarded as
independent. The relative error in the average RðD"Þ is
7.5%, which is the most precise result by a single experi-
ment. Compared to the SM prediction [23], the estimated
value is 1.7σ higher. Including RðDÞ measured by Belle
[13], compatibility with the SM predictions is 2.5σ,
corresponding to a p-value of 0.042.

IX. CONCLUSION

We report the measurement of RðD"Þ with hadronic τ
decay modes τ− → π−ντ and τ− → ρ−ντ, and the first
measurement of PτðD"Þ in the decay B̄ → D"τ−ν̄τ, using
772 × 106 BB̄ data accumulated with the Belle detector.
Our results are

RðD"Þ ¼ 0.270& 0.035ðstatÞþ0.028
−0.025ðsystÞ; ð21Þ

PτðD"Þ ¼ −0.38& 0.51ðstatÞþ0.21
−0.16ðsystÞ; ð22Þ

which are consistent with the SM predictions. The result
excludes PτðD"Þ > þ0.5 at 90% C.L. This is the first
measurement of the τ polarization in the semitaounic
decays, providing a new dimension in the search for NP
in semitauonic B decays.
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FIG. 11. Summary of the RðD"Þ measurements based on the
full data sample of Belle and their average. The inner (outer) error
bars show the statistical (total) uncertainty. The shaded band is
the world average as of early 2016 [20] while the white band is
the SM prediction [23]. On each measurement, the tagging
method and the choice of the τ decay are indicated, where
“SL tag” is the semileptonic tag and h in the τ decay denotes a
hadron h ¼ π or ρ.

FIG. 10. Comparison of our result (star for the best-fit value and
1σ, 2σ, 3σ contours) with the SM prediction (triangle). The white
region corresponds to > 3σ. The shaded vertical band shows the
world average as of early 2016 [20].
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exclusive modes of these B decays and, hence, a large
uncertainty in the yield, we determine their yields in the
final fit to data. The PDF shape uncertainty of these
backgrounds is taken into account, as a change in the B
decay composition may modify the EECL shape and thereby
introduce biases in the measurement of RðD"Þ and PτðD"Þ.
For the decays with experimentally measured branching
fractions, we use the values in Refs. [47,49,50]. Other types
of hadronic B decay background often contain neutral
particles such as π0 and η or pairs of charged pions.
We calibrate the composition of hadronic B decays in
the MC simulation based on calibration data samples by
reconstructing seven final states (B̄ → D"π−π−πþ,
D"π−π−πþπ0, D"π−π−πþπ0π0, D"π−π0, D"π−π0π0,
D"π−η, and D"π−ηπ0) in the signal side. Candidate η
mesons are reconstructed using pairs of photons with
an invariant mass ranging from 500 to 600 MeV=c2.
We then extract the calibration sample yield with the
signal-side energy difference ΔEsig or the beam-energy-
constrained mass Msig

bc in the region q2 > 4 GeV2=c2 and
j cos θhelj < 1. To calculate cos θhel, we assume that (one of)
the charged pion(s) is the τ daughter. We use a ratio of the
yield in the data to that in the MC as the yield scale factor.
If there is no observed event in the calibration sample, we
assign a 68% confidence level upper limit on the scale
factor. The above calibrations cover about 80% of the
hadronic B background. For the remaining B decay modes,
we assume 100% uncertainty on the MC expectation.
In the signal extraction, we consider three B̄ → D"τ−ν̄τ

components: (i) the “signal” component contains correctly
reconstructed signal events, (ii) the “ρ ↔ π cross feed”
component contains events where the decay τ− →
ρ−ðπ−Þντ is reconstructed as τ− → π−ðρ−Þντ, (iii) the “other
τ cross feed” component contains events with other τ
decays such as τ− → μ−ν̄μντ and τ− → π−π0π0ντ. The
relative contributions are fixed based on the MC. We relate
the signal yield and RðD"Þ as RðD"Þ ¼ ðϵnormNsigÞ=
ðBτϵsigNnormÞ, where Bτ denotes the branching fraction
of τ− → π−ντ or τ− → ρ−ντ, and ϵsig and ϵnorm (Nsig and
Nnorm) are the efficiencies (the observed yields) for the
signal and the normalization mode. Using the MC simu-
lation, the efficiency ratio ϵnorm=ϵsig of the signal compo-
nent in the B− (B̄0) sample is estimated to be 0.97& 0.02
(1.21& 0.03) for the τ− → π−ντ mode and 3.42& 0.07
(3.83& 0.12) for the τ− → ρ−ντ mode, where the quoted
errors arise from MC statistical uncertainties. The larger
efficiency ratio for the B̄0 mode is due to the significant q2

dependence of the efficiency in the D"þ → D0πþ mode.
For PτðD"Þ, we divide the signal sample into two regions
cos θhel > 0 (forward) and cos θhel < 0 (backward). The
value of PτðD"Þ is then parametrized as PτðD"Þ ¼
½2ðNF

sig − NB
sigÞ(=½αðNF

sig þ NB
sigÞ(, where the superscript F

(B) denotes the signal yield in the forward (backward)
region. The detector bias on PτðD"Þ is taken into account

with a linear function that relates the true PτðD"Þ to the
extracted PτðD"Þ [PτðD"Þ correction function], determined
using several MC sets with different PτðD"Þ values. Here,
other kinematic distributions are assumed to be consistent
with the SM prediction.
We categorize the background into four components.

The “B̄ → D"l−ν̄l” component contaminates the signal
sample due to the misassignment of the lepton as a pion.
We fix the B̄ → D"l−ν̄l background yield from the fit to
the normalization sample. For the “B̄ → D""l−ν̄l and
hadronic B decay” component, we combine all the modes
into common yield parameters. One exception is the
decay into two D mesons such as B̄ → D"D"−

s and
B̄ → D"D̄ð"ÞK−. Since these decays are experimentally
well measured, we fix their yields based on the world-
average branching fractions [47]. The yield of the “fakeD"”
component is fixed froma comparisonof thedata and theMC
simulation in the ΔM sideband regions. The contribution
from the continuum eþe− → qq̄ process is only Oð0.1%Þ.
We therefore fix the yield using the MC expectation.
We then conduct an extended binned maximum like-

lihood fit in two steps; we first perform a fit to the
normalization sample to determine its yield, and then a
simultaneous fit to eight signal samples ðB−; B̄0Þ ⊗
ðπ−ντ; ρ−ντÞ ⊗ ðbackward; forwardÞ. In the fit, RðD"Þ
and PτðD"Þ are common fit parameters, while the
“B̄ → D""l−ν̄l and hadronic B” yields are independent
among the eight signal samples. The fit result is shown in
Fig. 1. The obtained signal and normalization yields for
B− (B̄0) mode are, respectively, 210& 27 (88& 11) and
4711& 81 (2502& 52), where the errors are statistical.
The most significant systematic uncertainty arises from

the hadronicB decay composition ( þ7.7
−6.9%, þ0.13

−0.10 ), where the
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FIG. 1. Fit result to the signal sample (all the eight samples are
combined). The main panel and the subpanel show the EECL and
the cos θhel distributions, respectively. The red-hatched “τ cross
feed” combines the ρ ↔ π cross feed and the other τ cross-feed
components.
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Figure 5.3: The projected absolute uncertainties on R(D⇤) and R(J/ ) (see Sect. 5.3.2) from
the current sensitivities (at 3 fb�1) to 23 fb�1, 50 fb�1, and 300 fb�1.

modelling and the limited size of simulated samples. A major e↵ort is already underway to
commission fast simulation tools. The background modelling is driven by a strategy of dedicated
control samples in the data, and so this uncertainty will continue to improve with larger data
samples. From Run 3 onward it is assumed that, taking advantage of the full software HLT,
the hadronic analysis can normalise directly to the B0 ! D⇤�µ+⌫µ decay, thus eliminating
the uncertainty from external measurements of B(B0 ! D⇤�⇡+⇡�⇡+). It is assumed that all
other sources of systematic uncertainty will scale as

p
L. With these assumptions, an absolute

uncertainty on R(D⇤) of 0.003 will be achievable for the muonic and hadronic modes with the
300 fb�1 Upgrade II dataset.

On the timescale of Upgrade II, interest will shift toward new observables beyond the
branching fraction ratio [218]. The kinematics of the B! D⇤⌧⌫ decays is fully described by the
dilepton mass, and three angles which are denoted �, ✓L and ✓D. LHCb is capable of resolving
these three angles, as can be seen in Fig. 5.4. However, the broad resolutions demand very large
samples to extract the underlying physics. The decay distributions within this kinematic space
are governed by the underlying spin structure, and precise measurements of these distributions
will allow the di↵erent helicity amplitudes to be disentangled. This can be used both to constrain
the spin structure of any potential new physics contribution, and to measure the hadronic
parameters governing the B! D⇤⌧⌫ decay, serving as an essential baseline for SM and non-SM
studies. The helicity-suppressed amplitude which presently dominates the theoretical uncertainty
on R(D(⇤)) is too strongly suppressed in the B! D(⇤)µ⌫ decays to be measurable, however this
can be accessed in the B! D(⇤)⌧⌫ decay directly. If any potential new physics contributions are
assumed not to contribute via the helicity-suppressed amplitude then the combined measurements
of B! D(⇤)µ⌫ and B! D(⇤)⌧⌫ decays will allow for a fully data-driven prediction for R(D(⇤))
under the assumption of lepton universality, eliminating the need for any theory input relating to
hadronic form factors. However, these measurements have yet to be demonstrated with existing
data. This exciting programme of di↵erential measurements needs to be developed on Run 1
and 2 data before any statement is made about the precise sensitivity, but it o↵ers unparalleled
potential to fully characterise both the SM and non-SM contributions to the b ! c⌧⌫ transition.
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Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.
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RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04
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Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS1
,

OV1
and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the EECL shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto EECL. From studies of B ! ⌧⌫, shown earlier in this section, EECL should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄
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correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D⇤ and D⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B+B� and B0B̄0. These sources
of uncertainty of the simulation of the detector and un-

Belle  B à D* p l n
Phys Rev D 98 012005 (2018)
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fifth order. Simulation indicates that the acceptance func-
tion can be assumed to be flat across mðKþπ−Þ. The
coefficients cijmn are determined using a principal moment
analysis of simulated B0 → K$0μþμ− decays. As all of the
relevant kinematic variables needed to describe the decay
are used in this parametrization, the acceptance function
does not depend on the decay model used in the simulation.
In the narrow q2 bins, the acceptance is taken to be

constant across each bin and is included in the fit by
multiplying Eq. (2) by the acceptance function evaluated
with the value of q2 fixed at the bin center. In the wider q2

bins, the shape of the acceptance can vary significantly
across the bin. In the likelihood, candidates are therefore
weighted by the inverse of the acceptance function and
parameter uncertainties are obtained using a bootstrapping
technique [64].
The background angular distribution is modeled with

second-order polynomials in cos θl, cos θK, and ϕ, with the
angular coefficients allowed to vary in the fit. This angular
distribution is assumed to factorize in the three decay
angles, which is confirmed to be the case for candidates in
the upper mass sideband of the data.
The mðKþπ−μþμ−Þ distribution of the signal candidates

is modeled using the sum of two Gaussian functions with a
common mean, each with a power-law tail on the low mass
side. The parameters describing the signal mass shape are
determined from a fit to the B0 → J=ψK$0 decay in the data
and are subsequently fixed when fitting the B0 → K$0μþμ−

candidates. For each of the q2 bins, a scale factor that is
determined from simulation is included to account for the
difference in resolution between the B0 → J=ψK$0 and
B0 → K$0μþμ− decay modes. A component is included in
the B0 → J=ψK$0 fit to account for B̄0

s → J=ψK$0 decays,
which are at the level of ∼1% of the B0 → J=ψK$0 signal
yield. The background from the equivalent Cabibbo-sup-
pressed penguin decay, B̄0

s → K$0μþμ− [65], is negligible
and is ignored in the fit of the signal decay. The combi-
natorial background is described well by an exponential
distribution in mðKþπ−μþμ−Þ.

The K$0 signal component in the mðKþπ−Þ distribution
is modeled using a relativistic Breit-Wigner function for the
P-wave component and the LASS parametrization [66] for
the S-wave component. The combinatorial background is
described by a linear function in mðKþπ−Þ.
The decay B0 → J=ψK$0 is used to cross-check

the analysis procedure in the region 8.0 < q2 <
11.0 GeV2=c4. This decay is selected in the data with
negligible background contamination. The angular struc-
ture has been determined by measurements made by
the BABAR, Belle, and LHCb Collaborations [67–69].
The B0 → J=ψK$0 angular observables obtained from the
Run 1 and 2016 LHCb data, using the acceptance correc-
tion derived as described above, are in good agreement with
these previous measurements.
Figure 1 shows the projection of the fitted PDF on the

Kþ π− μþμ− mass distribution. The B0 → K$0μþμ− yield,
integrated over the q2 ranges 0.10 < q2 < 0.98,
1.1 < q2 < 8.0, 11.0 < q2 < 12.5, and 15.0 < q2 <
19.0 GeV2=c4, is determined to be 2398% 57 for the
Run 1 data, and 2187% 53 for the 2016 data.
Pseudoexperiments, generated using the results of the

best fit to data, are used to assess the bias and coverage of
the fit. The majority of observables have a bias of less than
10% of their statistical uncertainty, with the largest bias
being 17%, and all observables have an uncertainty
estimate within 10% of the true uncertainty. The biases
are driven by boundary effects in the observables. The
largest effect comes from requiring that FS ≥ 0, which can
bias FS to larger values. This can then result in a bias in the
P-wave observables [see Eq. (2)]. The statistical uncer-
tainty is corrected to account for any under- or over-
coverage and a systematic uncertainty equal to the size of
the observed bias is assigned.
The size of other sources of systematic uncertainty is

estimated using pseudoexperiments, in which one or more
parameters are varied and the angular observables are
determined with and without this variation. The systematic
uncertainty is then taken as the difference between the two
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FIG. 1. The Kþπ−μþμ− mass distribution of candidates with 0.1 < q2 < 19.0 GeV2=c4, excluding the ϕð1020Þ and charmonium
regions, for the (left) Run 1 data and (right) 2016 data. The background is indicated by the shaded region.
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Fig. 9. Cartoon illustrating the angular conventions used by experiments for B ! K`+`� and B ! K ⇤`+`� decays. For the B decay: the angle ✓` is defined
by the direction of the positive lepton in the dilepton rest frame and the flight direction of the dilepton pair in the B rest-frame; the angle ✓K is defined as
the angle between the flight direction of the kaon in the K ⇤ rest-frame and the direction of the K ⇤ in the B rest-frame. The angle � is the angle between
the decay plane containing the K⇡ and the decay plane of the dilepton pair. The angles ✓` and ✓K are defined in the range [0, ⇡]. The angle � is defined in
the range [�⇡ , ⇡]. For �, positive angles correspond to the case where the K⇡ plane is in advance of the dilepton plane. The convention for B̄ decays can
be found using CP .

discussion of this angular convention and how it relates to other angular conventions that appear in literature can be found
in Ref. [228]—the largest ambiguity in the literature relates to the definition of the � angle for the B and B̄ decays.

The differential decay rate in terms of the angular variables is given by

d4� (B ! K
⇤
`+`�)

d cos ✓` d cos ✓K d� dq2
= 9

32⇡

X

j

Ijfj(cos ✓`, cos ✓K , �),

d4� (B ! K ⇤`+`�)

d cos ✓` d cos ✓K d� dq2
= 9

32⇡

X

j

Ījfj(cos ✓`, cos ✓K , �),

(77)

where Ij and Īj are functions of q2 and depend on the K ⇤ transversity amplitudes. The angular dependence of each term,
fj(cos ✓`, cos ✓K , �), originates from the spherical harmonic functions associated with different polarisation states of the K ⇤

and dilepton system. This angular distribution has been first discussed in [229], extended to include right-handed currents
in [230,231], scalar operators in [232] and tensor operators in [233]. A general rederivation of these expressions and a
comprehensive discussion of different angular conventions has been presented in Ref. [228]. The same formalism can be
applied to other B ! V`+`� decays, such as Bs ! �`+`� and B0 ! ⇢`+`�. The self-tagging nature of the B ! K ⇤`+`�

decay means that it is possible to determine both CP-averaged and CP-asymmetric quantities,

Si = (Ii + Īi)
�

d�

dq2
, Ai = (Ii � Īi)

�
d�

dq2
, (78)

using the notation of [232]. The final state of the decays Bs ! �`+`� and B0 ! ⇢`+`� are not flavour specific and it is not
possible to separate the Si and Ai without performing a time-dependent flavour tagged analysis (where the initial flavour
of the B-meson is tagged at production). In time-integrated, untagged, analyses experiments measure an admixture of the
CP conserving and CP violating observables (depending on how the observables transform under a CP conjugation, but with
the angles ✓` and ✓K associated to the same-charge particle in both decays), namely S3, S4 and S7 plus A5, A6s, A8 and A9.

The angular CP asymmetries A7,8,9 have the special property that they are odd under a ‘‘naïve’’ T transformation, i.e. under
a reflection of all momenta and spins without actually reversing the time direction of the process, since they correspond
to kinematic triple correlations. While non-zero J7,8,9 do not yet signal a violation of T (and CP) invariance, since they can
be generated by final state interaction phases as well, A7,8,9 are true measures of CP violation. In contrast to the direct CP
asymmetries discussed in Section 5.2.4, they do not require the presence of any strong phases to be sensitive to new sources
of CP violation [234].

The angular distribution of ⇤b ! ⇤(⇤)`+`� decays can be more complex again if the spin- 12⇤b baryon is polarised at
production. Decays involving the ⇤(1115) provide a unique set of observables because the ⇤(1115) decays weakly (with
both vector and axial vector contributions).

5.3.1. Angular observables in B ! V`+`� decays
The matrix element for the B ! V`+`� decay can be written as

M(m, n) / "
µ⇤
V (m)Mµ⌫ "⌫⇤

`+`�(n), (79)
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where Ij and Īj are functions of q2 and depend on the K ⇤ transversity amplitudes. The angular dependence of each term,
fj(cos ✓`, cos ✓K , �), originates from the spherical harmonic functions associated with different polarisation states of the K ⇤
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using the notation of [232]. The final state of the decays Bs ! �`+`� and B0 ! ⇢`+`� are not flavour specific and it is not
possible to separate the Si and Ai without performing a time-dependent flavour tagged analysis (where the initial flavour
of the B-meson is tagged at production). In time-integrated, untagged, analyses experiments measure an admixture of the
CP conserving and CP violating observables (depending on how the observables transform under a CP conjugation, but with
the angles ✓` and ✓K associated to the same-charge particle in both decays), namely S3, S4 and S7 plus A5, A6s, A8 and A9.

The angular CP asymmetries A7,8,9 have the special property that they are odd under a ‘‘naïve’’ T transformation, i.e. under
a reflection of all momenta and spins without actually reversing the time direction of the process, since they correspond
to kinematic triple correlations. While non-zero J7,8,9 do not yet signal a violation of T (and CP) invariance, since they can
be generated by final state interaction phases as well, A7,8,9 are true measures of CP violation. In contrast to the direct CP
asymmetries discussed in Section 5.2.4, they do not require the presence of any strong phases to be sensitive to new sources
of CP violation [234].

The angular distribution of ⇤b ! ⇤(⇤)`+`� decays can be more complex again if the spin- 12⇤b baryon is polarised at
production. Decays involving the ⇤(1115) provide a unique set of observables because the ⇤(1115) decays weakly (with
both vector and axial vector contributions).

5.3.1. Angular observables in B ! V`+`� decays
The matrix element for the B ! V`+`� decay can be written as
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models. The pseudoexperiments are generated with signal
yields many times larger than the data, in order to render
statistical fluctuations negligible.
The size of the total systematic uncertainty varies

depending on the angular observable and the q2 bin.
The majority of observables in both the Si and Pð0Þ

i basis
have a total systematic uncertainty between 5% and 25% of
the statistical uncertainty. For FL, the systematic uncer-
tainty tends to be larger, typically between 20% and 50%.
The systematic uncertainties are given in Table 3
of Ref. [70].
The dominant systematic uncertainties arise from the

peaking backgrounds that are neglected in the analysis, the
bias correction, and, for the narrow q2 bins, from the
uncertainty associated with evaluating the acceptance at a
fixed point in q2. For the peaking backgrounds, the
systematic uncertainty is evaluated by injecting additional
candidates, drawn from the angular distributions of the
background modes, into the pseudoexperiment data. The
systematic uncertainty for the bias correction is determined
directly from the pseudoexperiments used to validate the
fit. The systematic uncertainty from the variation of the
acceptance with q2 is determined by moving the point in q2

at which the acceptance is evaluated to halfway between the
bin center and the upper or the lower edge. The largest

deviation is taken as the systematic uncertainty. Examples
of further sources of systematic uncertainty investigated
include the mðKþπ−Þ line shape for the S-wave contribu-
tion, the assumption that the acceptance function is flat
across themðKþπ−Þmass, the effect of the Bþ → Kþμþμ−

veto on the angular distribution of the background and the
order of polynomial used for the background parametriza-
tion. These sources make a negligible contribution to the
total uncertainty. With respect to the analysis of Ref. [1],
the systematic uncertainty from residual differences
between data and simulation is significantly reduced,
owing to an improved decay model for B0 → J=ψK$0

decays [68].
The CP-averaged observables FL, AFB, S5, and P0

5 that
are obtained from the Si and Pð0Þ

i fits are shown together
with their respective SM predictions in Fig. 2. The results
for all observables are given in Figs. 1 and 2 and Tables 1
and 2 of Ref. [70]. In addition, the statistical correlation
between the observables is provided in Tables 4–23. The
SM predictions are based on the prescription of Ref. [44],
which combines light-cone sum rule calculations [43],
valid in the low-q2 region, with lattice determinations at
high q2 [71,72] to yield more precise determinations of the
form factors over the full q2 range. For the Pð0Þ

i observables,
predictions from Ref. [73] are shown using form factors

0 5 10 15
]4c/2 [GeV2q

0

0.2

0.4

0.6

0.8

1

L
F

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

0.5−

0

0.5

FB
A

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

0.5−

0

0.5

5S

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

1−

0.5−

0

0.5

1

5'
P

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from DHMV

FIG. 2. Results for the CP-averaged angular observables FL, AFB, S5, and P0
5 in bins of q2. The data are compared to SM predictions

based on the prescription of Refs. [43,44], with the exception of the P0
5 distribution, which is compared to SM predictions based on

Refs. [73,74].

PHYSICAL REVIEW LETTERS 125, 011802 (2020)

011802-5

Phys. Rev. Lett. 125, 011802 (2020)

Using the FLAVIO toolkit LHCb collaboration quote a 3.3 s shift from SM.
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the angle between the flight direction of the kaon in the K ⇤ rest-frame and the direction of the K ⇤ in the B rest-frame. The angle � is the angle between
the decay plane containing the K⇡ and the decay plane of the dilepton pair. The angles ✓` and ✓K are defined in the range [0, ⇡]. The angle � is defined in
the range [�⇡ , ⇡]. For �, positive angles correspond to the case where the K⇡ plane is in advance of the dilepton plane. The convention for B̄ decays can
be found using CP .

discussion of this angular convention and how it relates to other angular conventions that appear in literature can be found
in Ref. [228]—the largest ambiguity in the literature relates to the definition of the � angle for the B and B̄ decays.

The differential decay rate in terms of the angular variables is given by

d4� (B ! K
⇤
`+`�)

d cos ✓` d cos ✓K d� dq2
= 9

32⇡

X

j

Ijfj(cos ✓`, cos ✓K , �),

d4� (B ! K ⇤`+`�)

d cos ✓` d cos ✓K d� dq2
= 9

32⇡

X

j

Ījfj(cos ✓`, cos ✓K , �),

(77)

where Ij and Īj are functions of q2 and depend on the K ⇤ transversity amplitudes. The angular dependence of each term,
fj(cos ✓`, cos ✓K , �), originates from the spherical harmonic functions associated with different polarisation states of the K ⇤

and dilepton system. This angular distribution has been first discussed in [229], extended to include right-handed currents
in [230,231], scalar operators in [232] and tensor operators in [233]. A general rederivation of these expressions and a
comprehensive discussion of different angular conventions has been presented in Ref. [228]. The same formalism can be
applied to other B ! V`+`� decays, such as Bs ! �`+`� and B0 ! ⇢`+`�. The self-tagging nature of the B ! K ⇤`+`�

decay means that it is possible to determine both CP-averaged and CP-asymmetric quantities,

Si = (Ii + Īi)
�

d�

dq2
, Ai = (Ii � Īi)

�
d�

dq2
, (78)

using the notation of [232]. The final state of the decays Bs ! �`+`� and B0 ! ⇢`+`� are not flavour specific and it is not
possible to separate the Si and Ai without performing a time-dependent flavour tagged analysis (where the initial flavour
of the B-meson is tagged at production). In time-integrated, untagged, analyses experiments measure an admixture of the
CP conserving and CP violating observables (depending on how the observables transform under a CP conjugation, but with
the angles ✓` and ✓K associated to the same-charge particle in both decays), namely S3, S4 and S7 plus A5, A6s, A8 and A9.

The angular CP asymmetries A7,8,9 have the special property that they are odd under a ‘‘naïve’’ T transformation, i.e. under
a reflection of all momenta and spins without actually reversing the time direction of the process, since they correspond
to kinematic triple correlations. While non-zero J7,8,9 do not yet signal a violation of T (and CP) invariance, since they can
be generated by final state interaction phases as well, A7,8,9 are true measures of CP violation. In contrast to the direct CP
asymmetries discussed in Section 5.2.4, they do not require the presence of any strong phases to be sensitive to new sources
of CP violation [234].

The angular distribution of ⇤b ! ⇤(⇤)`+`� decays can be more complex again if the spin- 12⇤b baryon is polarised at
production. Decays involving the ⇤(1115) provide a unique set of observables because the ⇤(1115) decays weakly (with
both vector and axial vector contributions).

5.3.1. Angular observables in B ! V`+`� decays
The matrix element for the B ! V`+`� decay can be written as

M(m, n) / "
µ⇤
V (m)Mµ⌫ "⌫⇤

`+`�(n), (79)
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has the B+ → K+μ+μ− yield and RK as fit parameters and the reso-
nant decay mode yields incorporated as Gaussian-constraint terms. 
The resonant yields are determined from separate fits to the mass,  
mJ/Ψ(K+ℓ+ℓ−), formed by kinematically constraining the dilepton 
system to the known J/ψ mass2 and thereby improving the mass 
resolution.

Simulated events are used to derive the two ratios of efficiencies 
needed to form RK using equation (2). Control channels are used to 
calibrate the simulation to correct for the imperfect modelling of 
the B+ production kinematics and various aspects of the detector 
response. The overall effect of these corrections on the measured 
value of RK is a relative shift of (+3 ± 1)%. When compared with the 
20% shift that these corrections induce in the measurement of rJ/ψ, 
this demonstrates the robustness of the double-ratio method in sup-
pressing systematic biases that affect the resonant and non-resonant 
decay modes similarly.

The systematic uncertainty (Methods) from the choice of signal 
and background mass-shape models in the fits is estimated by fitting 
pseudo-experiments with alternative models that still describe the 
data well. The effect on RK is at the 1% level. A comparable uncer-
tainty arises from the limited size of the calibration samples, with 
negligible contributions from the calibration of the B+ production 
kinematics and modelling of the selection and particle-identification 
efficiencies. Systematic uncertainties that affect the ratios of efficien-
cies influence the measured value of RK and are taken into account 
using constraints on the efficiency values. Correlations between dif-
ferent categories of selected events and data-taking periods are taken 
into account in these constraints. The combined statistical and sys-
tematic uncertainty is then determined by scanning the profile likeli-
hood, and the statistical contribution to the uncertainty is isolated 
by repeating the scan with the efficiencies fixed to their fitted values.

The determination of the rJ/ψ ratio requires control of the rela-
tive selection efficiencies for the resonant electron and muon modes 
and does not therefore benefit from the cancellation of systematic 
effects in the double ratio used to measure RK. Given the scale of 
the corrections required, comparison of rJ/ψ with unity is a stringent 
cross-check of the experimental procedure. In addition, if the simu-
lation is correctly calibrated, the measured rJ/ψ value will not depend 
on any variable. The rJ/ψ ratio is therefore also computed as a func-
tion of different kinematic variables. Even though the non-resonant 
and resonant samples are mutually exclusive as a function of q2, 
there is significant overlap between them in the quantities on which 
the efficiency depends, such as the laboratory-frame momenta of 
the final-state particles or the opening angle between the two lep-
tons. This is because a given set of values for the final-state particles’ 
momenta and angles in the B+ rest frame will result in a distribution 
of such values when transformed to the laboratory frame.

The value of rJ/ψ is measured to be 0.981 ± 0.020. This uncertainty 
includes both statistical and systematic effects, where the latter dom-
inate. The consistency of this ratio with unity demonstrates control 
of the efficiencies well in excess of that needed for the determina-
tion of RK. In the measurement of the rJ/ψ ratio, the systematic uncer-
tainty is dominated by the imperfect modelling of the B+ production 
kinematics and the modelling of selection requirements, which have 
a negligible impact on the RK measurement. No significant trend is 
observed in the differential determination of rJ/ψ as a function of 
any considered variable. An example distribution, with rJ/ψ deter-
mined as a function of B+ momentum component transverse to the 
beam direction, pT, is shown in Fig. 3. Assuming that the observed 
rJ/ψ variation in such distributions reflects genuine mis-modelling of 
the efficiencies, rather than statistical fluctuations, and taking into 
account the spectrum of the relevant variables in the non-resonant 
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superimposed, with dotted lines describing the signal contribution and solid areas representing each of the background components described in the text 
and listed in the legend. Part. reco. refers to partially reconstructed B hadron decays. In the resonant-mode distributions, some fit components are too 
small to be visible. Uncertainties on the data points are statistical only and represent one standard deviation, calculated assuming Poisson-distributed 
entries. The y axis in each panel shows the number of candidates in an interval of the indicated width.
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The standard model (SM) of particle physics provides precise 
predictions for the properties and interactions of fundamen-
tal particles, which have been confirmed by numerous experi-

ments since the inception of the model in the 1960s. However, it is 
clear that the model is incomplete. The SM is unable to explain cos-
mological observations of the dominance of matter over antimatter, 
the apparent dark matter content of the Universe, or the patterns 
seen in the interaction strengths of the particles. Particle physicists 
have therefore been searching for ‘new physics’, that is, new particles 
and interactions that can explain the SM’s shortcomings.

One method to search for new physics is to compare measure-
ments of the properties of hadron decays, where hadrons are bound 
states of quarks, with their SM predictions. Measurable quantities 
can be predicted precisely in the decays of a charged beauty hadron,  
B+, into a charged kaon, K+, and two charged leptons, ℓ+ℓ−. The B+ 
hadron contains a beauty antiquark, C , and the K+ a strange anti-
quark, T , such that at the quark level the decay involves a C → T  
transition. Quantum field theory allows such a process to be medi-
ated by virtual particles that can have a physical mass larger than the 
energy available in the interaction. In the SM description of such 
processes, these virtual particles include the electroweak force car-
riers, the γ, W± and Z0 bosons, and the top quark (Fig. 1, left). Such 
decays are highly suppressed1, and the fraction of B+ hadrons that 
decay into this final state (the branching fraction, B) is on the order 
of 106 (ref. 2).

A distinctive feature of the SM is that the different leptons, 
electron (e−), muon (μ−) and tau (Ȓ

−), have the same interaction 
strengths. This is known as ‘lepton universality’. The only exception 
to this is due to the Higgs field, since the lepton–Higgs interaction 
strength gives rise to the differing lepton masses mτ > mμ > me. The 
suppression of C → T  transitions is understood in terms of the fun-
damental symmetries on which the SM is built. Conversely, lepton 
universality is an accidental symmetry of the SM, which is not a 
consequence of any axiom of the theory. Extensions to the SM that 
aim to address many of its shortfalls predict new virtual particles 
that could contribute to C → T  transitions (Fig. 1, right) and could 
have non-universal interactions, hence giving branching fractions 
of B+ → K+ℓ+ℓ− decays with different leptons that differ from the 
SM predictions. Whenever a process is specified in this paper, the 
inclusion of the charge-conjugate mode is implied.

Calculation of the SM predictions for the branching fractions 
of B+ → K+μ+μ− and B+ → K+e+e− decays is complicated by the 

strong nuclear force that binds together the quarks into hadrons, as 
described by quantum chromodynamics (QCD). The large interac-
tion strengths preclude predictions of QCD effects with the pertur-
bation techniques used to compute the electroweak force amplitudes, 
and only approximate calculations are currently possible. However, 
the strong force does not couple directly to leptons, hence its effect 
on the B+ → K+μ+μ− and B+ → K+e+e− decays is identical. The ratio 
between the branching fractions of these decays is therefore pre-
dicted with O(�%) precision3–8. Due to the small masses of both 
electrons and muons compared with that of b quarks, this ratio is 
predicted to be close to unity, except where the value of the dilepton 
invariant mass-squared (q2) significantly restricts the phase space 
available to form the two leptons. Similar considerations apply to 
decays with other B hadrons, B → Hμ+μ− and B → He+e−, where  
B= B+, B0, #�

T

 or ɛ�

C

, and H can be, for example, an excited kaon, K*0, 
or a combination of particles such as a proton and charged kaon, 
pK−. The ratio of branching fractions, RH (refs. 9,10), is defined in the 
dilepton mass-squared range R�
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For decays with H = K+ and H = K*0 such ratios, denoted by 
RK and RK*0, respectively, have previously been measured by 
the Large Hadron Collider beauty (LHCb)11,12, Belle13,14 and 
BaBar15 collaborations. For RK the LHCb measurements are in 
the range 1.1 < q2 < 6.0 GeV2 c−4, whereas for RK*0, the ranges are 
0.045 < q2 < 1.1 GeV2 c−4 and 1.1 < q2 < 6.0 GeV2 c−4. These ratios 
have been determined to be 2.1–2.5 standard deviations below their 
respective SM expectations3–7,16–22. The analogous ratio has also been 
measured for ɛ�

C

 decays with H = pK− and is compatible with unity 
at the level of one standard deviation23.

These decays all proceed via the same C → T  quark transition, 
and the results have therefore further increased interest in mea-
surements of angular observables24–34 and branching fractions35–38 
of decays mediated by C → TȊ

+
Ȋ

− transitions. Such decays also 
exhibit some tension with the SM predictions but the extent of 
residual QCD effects is still the subject of debate3,21,39–47. A consistent 
model-independent interpretation of all these data is possible via a 
modification of the C → T  coupling strength48–54. Such a modification  

Test of lepton universality in beauty-quark decays
LHCb collaboration*

The standard model of particle physics currently provides our best description of fundamental particles and their interactions. 
The theory predicts that the different charged leptons, the electron, muon and tau, have identical electroweak interaction 
strengths. Previous measurements have shown that a wide range of particle decays are consistent with this principle of lepton 
universality. This article presents evidence for the breaking of lepton universality in beauty-quark decays, with a significance 
of 3.1 standard deviations, based on proton–proton collision data collected with the LHCb detector at CERN’s Large Hadron 
Collider. The measurements are of processes in which a beauty meson transforms into a strange meson with the emission of 
either an electron and a positron, or a muon and an antimuon. If confirmed by future measurements, this violation of lepton uni-
versality would imply physics beyond the standard model, such as a new fundamental interaction between quarks and leptons.
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Less than 2% of events contain multiple B candidates. In
such cases, we choose the one with the highest signal
probability, estimated from the neural-network output
values. This procedure selects the correct B candidate with
an efficiency between 82% and 92%, depending on the
channel.
We extract signal yields in various regions of the squared

dilepton invariant mass q2, using an unbinned extended
maximum-likelihood fit to the Mbc distribution of B →
K!lþl− candidates. We consider four different compo-
nents in the likelihood fit. First, a signal component is
parametrized by a Crystal Ball function [20], with the shape
parameters determined from B → J=ψK! candidates that
fail the J=ψ veto in data. Second, a combinatorial back-
ground component is described by an ARGUS function
[21]. Third, there is a component from events in which
charmonium decays pass the veto when they are misre-
constructed; for example, when the bremsstrahlung recov-
ery fails to detect photons. This background component is
studied using an MC sample with 100 times higher
statistics than that expected from the charmonium decays
in the data sample. The shape of the charmonium back-
ground is determined via kernel density estimation (KDE)
[22]. Finally, a peaking background component in which
two particles have been assigned the wrong hypothesis,
such as B → K!πþπ−, B → KKπ, or B → D!π, is studied
using MC samples, with the shape parametrized via KDE.
As the expected yields of charmonium and double-mis-
identification backgrounds are small, their yields are fixed
in the fit to values obtained from MC simulation.
The determination of signal efficiency is verified by

measuring the well-known B → J=ψK! branching frac-
tions, which are found to be compatible with world
averages [17]. As a cross-check, the LFU ratio of B½B →
J=ψð→μþμ−ÞK!& and B½B → J=ψð→eþe−ÞK!& is mea-
sured to be 1.015' 0.025' 0.038, where the first error
is statistical and the second due to uncertainty in data-MC
corrections for lepton identification. This cross-check
neglects contributions from the B → K!ll channel in
the J=ψ control region.
The reconstruction procedure for this analysis is opti-

mized for maximal statistical sensitivity to RK! , at the cost
of systematic uncertainties due to the use of multivariate
selections in particle identification. Systematic uncertain-
ties arise from the determination of the signal yield
and reconstruction efficiency. All considered systematic
uncertainties for RK! are listed in Table I. The uncertainty in
the signal yield is evaluated by propagating the uncertain-
ties in all Crystal Ball shape parameters, including their
correlations. The normalizations of peaking and charmo-
nium backgrounds are varied in the fit by '50% and
'25%; these ranges are chosen according to the maximum
uncertainties in the respective branching fractions. The
resulting signal-yield deviations are included as part of the
systematic uncertainty. We correct for differences in the

lepton identification efficiency between data and MC by
using the results obtained from a control sample of two-
photon eþe− → eþe−eþe−=eþe−μþμ− events. The input
distributions used by the top-level classifiers are compared
between data and simulation, and no significant differences
are found. In order to estimate the resulting uncertainty, the
ratio of B → J=ψK! branching fractions between data and
MC is obtained in bins of the classifier output. The obtained
ratio is propagated as classifier output-dependent weights
to candidates in all fits toMbc distributions, and changes in
the resulting signal yields are taken as systematic uncer-
tainties. The statistical uncertainty of this reweighting
procedure is evaluated in simulations on signal MC
samples, and this adds 1%–2% additional uncertainty.
Further uncertainties arise from limited MC statistics.
Effects due to migration of events between different q2
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FIG. 1. Results of the combined Bþ and B0 signal yield fit to
the Mbc distributions for the electron (top) and muon (bottom)
modes for q2 > 0.045 GeV2=c4. Combinatorial (dashed blue),
signal (red filled), charmonium (dashed green), peaking (purple
dotted), and total (solid) fit distributions are superimposed on
data (points with error bars).
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Less than 2% of events contain multiple B candidates. In
such cases, we choose the one with the highest signal
probability, estimated from the neural-network output
values. This procedure selects the correct B candidate with
an efficiency between 82% and 92%, depending on the
channel.
We extract signal yields in various regions of the squared

dilepton invariant mass q2, using an unbinned extended
maximum-likelihood fit to the Mbc distribution of B →
K!lþl− candidates. We consider four different compo-
nents in the likelihood fit. First, a signal component is
parametrized by a Crystal Ball function [20], with the shape
parameters determined from B → J=ψK! candidates that
fail the J=ψ veto in data. Second, a combinatorial back-
ground component is described by an ARGUS function
[21]. Third, there is a component from events in which
charmonium decays pass the veto when they are misre-
constructed; for example, when the bremsstrahlung recov-
ery fails to detect photons. This background component is
studied using an MC sample with 100 times higher
statistics than that expected from the charmonium decays
in the data sample. The shape of the charmonium back-
ground is determined via kernel density estimation (KDE)
[22]. Finally, a peaking background component in which
two particles have been assigned the wrong hypothesis,
such as B → K!πþπ−, B → KKπ, or B → D!π, is studied
using MC samples, with the shape parametrized via KDE.
As the expected yields of charmonium and double-mis-
identification backgrounds are small, their yields are fixed
in the fit to values obtained from MC simulation.
The determination of signal efficiency is verified by

measuring the well-known B → J=ψK! branching frac-
tions, which are found to be compatible with world
averages [17]. As a cross-check, the LFU ratio of B½B →
J=ψð→μþμ−ÞK!& and B½B → J=ψð→eþe−ÞK!& is mea-
sured to be 1.015' 0.025' 0.038, where the first error
is statistical and the second due to uncertainty in data-MC
corrections for lepton identification. This cross-check
neglects contributions from the B → K!ll channel in
the J=ψ control region.
The reconstruction procedure for this analysis is opti-

mized for maximal statistical sensitivity to RK! , at the cost
of systematic uncertainties due to the use of multivariate
selections in particle identification. Systematic uncertain-
ties arise from the determination of the signal yield
and reconstruction efficiency. All considered systematic
uncertainties for RK! are listed in Table I. The uncertainty in
the signal yield is evaluated by propagating the uncertain-
ties in all Crystal Ball shape parameters, including their
correlations. The normalizations of peaking and charmo-
nium backgrounds are varied in the fit by '50% and
'25%; these ranges are chosen according to the maximum
uncertainties in the respective branching fractions. The
resulting signal-yield deviations are included as part of the
systematic uncertainty. We correct for differences in the

lepton identification efficiency between data and MC by
using the results obtained from a control sample of two-
photon eþe− → eþe−eþe−=eþe−μþμ− events. The input
distributions used by the top-level classifiers are compared
between data and simulation, and no significant differences
are found. In order to estimate the resulting uncertainty, the
ratio of B → J=ψK! branching fractions between data and
MC is obtained in bins of the classifier output. The obtained
ratio is propagated as classifier output-dependent weights
to candidates in all fits toMbc distributions, and changes in
the resulting signal yields are taken as systematic uncer-
tainties. The statistical uncertainty of this reweighting
procedure is evaluated in simulations on signal MC
samples, and this adds 1%–2% additional uncertainty.
Further uncertainties arise from limited MC statistics.
Effects due to migration of events between different q2
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FIG. 1. Results of the combined Bþ and B0 signal yield fit to
the Mbc distributions for the electron (top) and muon (bottom)
modes for q2 > 0.045 GeV2=c4. Combinatorial (dashed blue),
signal (red filled), charmonium (dashed green), peaking (purple
dotted), and total (solid) fit distributions are superimposed on
data (points with error bars).
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electrons muons

bins are studied using MC events and found to be
negligible. In the case of results for the full region of
q2 > 0.045 GeV2=c4, the different veto regions for the
electron and muon channels need to be accounted for in the
determination of reconstruction efficiency. This introduces
model dependence to our signal simulation, which uses
form factors from Ref. [23]. We estimate the systematic
uncertainty due to this model dependence using different
signal MC samples generated with form factors from QCD
sum rules [24] and quark models [25]. The maximum
difference in selection efficiency with respect to the
nominal model, in each q2 region, is taken as our estimate

for the size of this effect. This results, on average, in a
difference of 0.4! 2.4% with a maximum of 6.5%,
depending on the mode and q2 region. As discussed in
the beginning, this uncertainty only applies to the branch-
ing fractions, not to the LFU ratios. The systematic
uncertainty for hadron identification and K" selection is
covered in the uncertainty for the top-level classifiers due to
the multivariate selection approach. For the branching
fraction measurements, additional uncertainties from
tracking (0.35% per track) and the total number of BB̄
events in data are taken into account. The dominant
uncertainty originates from lepton identification, ranging

(b)

(c)

(a)

FIG. 2. Results for RK" (a), RK"þ (b), and RK"0 (c) compared to SM predictions from Refs. [26,27]. The separate vertical error bars
indicate the statistical and total uncertainty. Shaded bands indicate the charmonium vetoes.

TABLE II. Results for RK", RK"0 , and RK"þ . The first uncertainty is statistical and the second is systematic.

q2 (GeV2=c4) All modes B0 modes Bþ modes

[0.045, 1.1] 0.52þ0.36
−0.26 ! 0.05 0.46þ0.55

−0.27 ! 0.13 0.62þ0.60
−0.36 ! 0.07

[1.1, 6] 0.96þ0.45
−0.29 ! 0.11 1.06þ0.63

−0.38 ! 0.13 0.72þ0.99
−0.44 ! 0.14

[0.1, 8] 0.90þ0.27
−0.21 ! 0.10 0.86þ0.33

−0.24 ! 0.09 0.96þ0.56
−0.35 ! 0.13

[15, 19] 1.18þ0.52
−0.32 ! 0.10 1.12þ0.61

−0.36 ! 0.10 1.40þ1.99
−0.68 ! 0.11

[0.045, 19] 0.94þ0.17
−0.14 ! 0.08 1.12þ0.27

−0.21 ! 0.09 0.70þ0.24
−0.19 ! 0.06
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• Reconstruction of 
B0 à K*0 (K+p-, K0

S p0) l+ l-
B+ à K*+ (K+p0, K0

S p+) l+ l-
• Background suppressed by NN 

selection

• Kinematics distribution to extract 
the signal

• 1D unbinned maximum likelihood 
fit to extract signal yields

• 103 ± 13 electrons and 140 ± 16 
muons

Belle II will accumulate 40x Belle statistics

Phys.Rev.Lett. 126, 161801 (2021)

Measurement of RKú at Belle [PRL 126, 161801 (2021)]

RKú tests the lepton-flavor-universality in
B æ Kú¸+¸≠.

Reconstructed 4 decay modes;
B+

æ Kú+(K+fi0, K 0
S fi+)¸+¸≠

B0
æ Kú0(K+fi≠, K 0

S fi0)¸+¸≠.

Kinematic variables to distinguish signal from
background;

Mbc =


E 2
beam/c4 ≠ |pB |2/c2

�E = EB ≠ Ebeam

Continuum and BB backgrounds are
suppressed using Neural Networks.

Performed 1D unbinned extended ML fit to
extract the signal yield.

103+13.4
≠12.7 and 139.9+16.0

≠15.4 events for electron
and muon modes.

RKú+ , RKú0 and RKú are measured for both low
and high q2 bins.

Results consistent with the SM predictions.

First result for RKú+ measurement.

combinatorial, signal, charmonium, peaking,
total

B æ Kúee B æ Kúµµ
711 fb≠1
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Figure 1. Signal-enhancedMbc (left), ∆E (middle), andO′ (right) projections of three-dimensional
unbinned extended maximum-likelihood fits to the data events that pass the selection criteria for
B+ → K+µ+µ− (top), and B+ → K+e+e− (bottom). Points with error bars are the data; blue solid
curves are the fitted results for the signal-plus-background hypothesis; red dashed curves denote
the signal component; cyan long dashed, green dash-dotted, and black dashed curves represent
continuum, BB̄ background, and B → charmless decays, respectively.

listed in table 2. These samples serve as calibration modes for the PDF shapes used
as well as to calibrate the efficiency of O > Omin requirement for possible difference
between data and simulation. These are also used to verify that there is no bias for
some of the key observables. For example, we obtain RK(J/ψ) = 0.994 ± 0.011 ± 0.010
and 0.993 ± 0.015 ± 0.010 for B+ → J/ψK+ and B0 → J/ψK0

S , respectively. Similarly,
AI(B → J/ψK) is −0.002± 0.006± 0.014.
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K+µ+µ-

K+e+e-

JHEP 03, 105 (2021)

• Reconstruction of 
B0 à K0

S l+ l-
B+ à K+ l+ l-

• Background suppressed using a NN 

• Fit signal on kinematics 
distributions  Mbc, DE and MV 
classifier O

• 1D unbinned maximum likelihood 
fit to extract signal yields

• 138 ± 15 B+ à K+ e+ e- events and 
137 ± 14 B+ à K+ µ+ µ- events

• RK measured in different q2 bins
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Figure 3. RK in bins of q2, for B+ → K+!+!− (top-left), B0 → K0
S!

+!− (top-right), and
both modes combined (bottom). The red marker represents the bin of 1.0 < q2 < 6.0 GeV2/c4,
and the blue markers are for 0.1 < q2 < 4.0, 4.00 < q2 < 8.12, 10.2 < q2 < 12.8 and q2 > 14.18
GeV2/c4 bins. The green marker denotes the whole q2 region excluding the charmonium resonances.
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Measurement of RKú at Belle [PRL 126, 161801 (2021)]

RKú tests the lepton-flavor-universality in
B æ Kú¸+¸≠.

Reconstructed 4 decay modes;
B+

æ Kú+(K+fi0, K 0
S fi+)¸+¸≠

B0
æ Kú0(K+fi≠, K 0

S fi0)¸+¸≠.

Kinematic variables to distinguish signal from
background;

Mbc =


E 2
beam/c4 ≠ |pB |2/c2

�E = EB ≠ Ebeam

Continuum and BB backgrounds are
suppressed using Neural Networks.

Performed 1D unbinned extended ML fit to
extract the signal yield.

103+13.4
≠12.7 and 139.9+16.0

≠15.4 events for electron
and muon modes.

RKú+ , RKú0 and RKú are measured for both low
and high q2 bins.

Results consistent with the SM predictions.

First result for RKú+ measurement.

combinatorial, signal, charmonium, peaking,
total

B æ Kúee B æ Kúµµ
711 fb≠1
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Figure 1. Distributions of Mbc (left) and �E (right) for B ! K⇤µ+µ� (top), B ! K⇤e+e�

(middle), and B ! K⇤`+`� (bottom). Points with error bars are superimposed on the blue (solid)
curve, which shows the total fit function, while red (solid) and black (dotted) lines represent
the signal and background components, respectively. Candidates shown in the �E distributions
are restricted to Mbc 2 [5.27, 5.29] GeV/c2 range and the Mbc distributions are restricted to
�E 2 [�0.05, 0.05] GeV.

We summarize the systematic uncertainties in Table I. The individual sources of uncer-
tainties are assumed to be independent and the corresponding uncertainties are added in
quadrature to determine the total uncertainty.
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from 1 ab�1 of fully-simulated events using sampling with replacement [21]. The number of
signal and background events in each data sample are drawn from a Poisson distribution,
with the mean corresponding to the total number of events expected in the data. Each
of these simulated data samples is fit. The estimators are unbiased and have Gaussian
distributions, validating our assumption that in simulated data Mbc and �E distributions
are uncorrelated.
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Figure 1. Mbc distributions for each B ! J/ (`+`�)K channel with the fit result superimposed
(top) and pull distribution with respect to the fit result (bottom), where the pull is defined as the
di↵erence between the fit result and the value of the distribution in a bin, divided by the estimated
uncertainty in that bin. Black dots with error bars denote the data, blue curves denote the total fit,
dashed red curves are the signal component, dotted green curves are the background component,
and filled cyan regions in the charged channels are the B+ ! J/ ⇡+ component.

6. MEASUREMENT OF OBSERVABLES

The branching fractions are determined using the relation

B =
nsig

2NBB f i ✏
, (6)

where nsig is the signal yield determined by the fit, NBB is the number of BB events, ✏
is the signal selection e�ciency, f i is f± for the charged channels and f 00 for the neutral
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Also Belle II started 
participating to the 
efforts this year 
with 189 fb-1

from 1 ab�1 of fully-simulated events using sampling with replacement [21]. The number of
signal and background events in each data sample are drawn from a Poisson distribution,
with the mean corresponding to the total number of events expected in the data. Each
of these simulated data samples is fit. The estimators are unbiased and have Gaussian
distributions, validating our assumption that in simulated data Mbc and �E distributions
are uncorrelated.
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Figure 1. Mbc distributions for each B ! J/ (`+`�)K channel with the fit result superimposed
(top) and pull distribution with respect to the fit result (bottom), where the pull is defined as the
di↵erence between the fit result and the value of the distribution in a bin, divided by the estimated
uncertainty in that bin. Black dots with error bars denote the data, blue curves denote the total fit,
dashed red curves are the signal component, dotted green curves are the background component,
and filled cyan regions in the charged channels are the B+ ! J/ ⇡+ component.

6. MEASUREMENT OF OBSERVABLES

The branching fractions are determined using the relation

B =
nsig

2NBB f i ✏
, (6)

where nsig is the signal yield determined by the fit, NBB is the number of BB events, ✏
is the signal selection e�ciency, f i is f± for the charged channels and f 00 for the neutral

8

Table I. Relative systematic uncertainties (in %) for B ! K⇤``.

Source Systematic (%)

Kaon identification 0.4

Pion identification 2.5

Muon identification +1.9
�0.8

Electron identification +0.9
�0.5

K0
S identification 2.0

⇡0 identification 3.4

Tracking 1.2� 1.5

MVA selection 1.3� 1.7

Simulated sample size < 0.5

Signal cross feed < 1%

Signal PDF shape 0.5� 1.0%

B(⌥ (4S) ! B+B�)[(B(⌥ (4S) ! B0B0)) 1.2

Number of BB pairs 2.9

Total +6.7
�6.0

7. RESULTS AND SUMMARY

We reconstruct 22± 6, 18± 6, and 38± 9 signal events for B ! K⇤µ+µ�, B ! K⇤e+e�,
and B ! K⇤`+`� corresponding to 4.8�, 3.6�, and 5.9�, respectively, here � denotes the
significance from a null yield and is defined as � =

p
�2 ln(L0/L), where L0 is the likelihood

with Nsig constrained to be zero and L is the maximum likelihood, using 189 fb�1 data
collected in the 2019–2021 run period. Here, the uncertainties are statistical only. The
branching fraction is calculated using the formula

B(B ! K⇤`+`�) =
Nsig

2⇥ f+�(00) ⇥ "⇥NBB

,

where, Nsig, f+�(00), ", and NBB are the signal yields extracted from the fit, branching
fraction of B(⌥ (4S) ! B+B�(B0B0)), signal e�ciency corrected for data-MC di↵erence as
detailed in section 6, and number of BB pairs derived from a data-driven subtraction of the
non-resonant contribution from the recorded data, respectively. We use f+� = (51.4±0.6)%
and f 00 = (48.6± 0.6)% for charged and neutral B mesons [17]. The e�ciency varies from
6�16% depending on the decay mode and NBB = 197⇥106. The branching fractions for the
entire q2 region, excluding the charmonium resonances (J/ and  (2S)) and low q2 region
to remove B ! K⇤�(! e+e�) background, are

B(B ! K⇤µ+µ�) = (1.19± 0.31+0.08
�0.07)⇥ 10�6,

B(B ! K⇤e+e�) = (1.42± 0.48± 0.09)⇥ 10�6,

B(B ! K⇤`+`�) = (1.25± 0.30+0.08
�0.07)⇥ 10�6.

Here, the first and second uncertainties are statistical and systematic, respectively. The
precision of the result is limited by sample size and compatible with world average values [17].
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(Belle II Collaboration)

Abstract
We report a study of B ! J/ (`+`�)K decays, where ` represents an electron or a muon, using

e+e� collisions at the ⌥(4S) resonance. The data were collected by the Belle II experiment at the
SuperKEKB asymmetric-energy collider during 2019–2021, corresponding to an integrated lumi-
nosity of 189 fb�1. The measured quantities are the branching fractions (B) of the decay channels
B+ ! J/ (e+e�)K+, B+ ! J/ (µ+µ�)K+, B0 ! J/ (e+e�)K0

S , and B0 ! J/ (µ+µ�)K0
S ; the

lepton-flavor-dependent isospin asymmetries for the electron [AI (B ! J/ (e+e�)K)] and muon
[AI (B ! J/ (µ+µ�)K)] channels; and the ratios of branching fractions between the muon and
electron channels for the charged [RK+ (J/ )] and neutral kaon [RK0 (J/ )] case. We obtain

B
�
B+ ! J/ (e+e�)K+

�
= (6.00± 0.10± 0.19)⇥ 10�5,

B
�
B+ ! J/ (µ+µ�)K+

�
= (6.06± 0.09± 0.19)⇥ 10�5,

B
�
B0 ! J/ (e+e�)K0

S

�
= (2.67± 0.08± 0.12)⇥ 10�5,

B
�
B0 ! J/ (µ+µ�)K0

S

�
= (2.78± 0.08± 0.12)⇥ 10�5,

AI
�
B ! J/ (e+e�)K

�
= �0.022± 0.016± 0.030,

AI
�
B ! J/ (µ+µ�)K

�
= �0.006± 0.015± 0.030,

RK+ (J/ ) = 1.009± 0.022± 0.008, and

RK0 (J/ ) = 1.042± 0.042± 0.008,

where the first uncertainties are statistical and the second are systematic. The measurements are
consistent with the world-average values.
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Summary of current results

LFU in b æ s¸¸

B decays with rare b æ s loop-level transitions are an
important probe to test LFU

LFU ratio is named as RK and RKú for B æ K¸¸ and B æ Kú¸¸

RK (ú) = B(B æ K (ú)µµ)
B(B æ K (ú)ee)

u u

b s
+K+B

-W

+l

-l

)t, c, u(

0/Zγ

According to SM this ratio should be 1 [EPJC 76, 440 (2016)], as the coupling of lepton to gauge
boson is independent of flavor.

RK+ (RK for Belle) RKú+ &RK 0
S

LHCb [arXiv:2103.11769] RK+ = 0.846+0.044
≠0.041 for 1.1 < q2 < 6.0 GeV2/c4 has a deviation of 3.1‡

from SM prediction with 9 fb≠1 data sample, where q2 = M2
¸¸ .

RKú+ and RK 0
S

results from LHCb [PRL 128, 191802 (2022)] are individually consistent with the SM
at the 1.4‡ and 1.5‡ level
B æ J/ÂK (ú) can be used to cross-check the ratio, which is compatible with the SM prediction of
unity.
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some LFU prospects at Belle II

arXiv : 2207.06307

R(X) (and in general inclusive processes) is
unique to Belle II

Currently estimated precision on R(X) to be
≥ 17% (stat+syst)

Few ab≠1 of data will be su�cient to clarify
whether the anomaly on R(D) ≠ R(Dú) has
a statistical or systematic origin
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)4/c2 (GeV2q

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6K*
R

-11.0 ab
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-150.0 ab

Belle II can perform RK and RKú

measurements for low as well as high q2 bins.

Belle II will provide an independent
measurement to confirm the tension with few
ab≠1 of data

RK+ and RKú statistical sensitivity will be
< 2% for entire q2 region and ≥ 3% for
q2

œ [1 ≠ 6] GeV2/c4
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LHCb leading the race.

Belle II can perform measurement for low as well 
high q2

Independent measurement when few ab-1 will be 
collected
Statistical sensitivity reach 1-2% for full q2 region 



Other promising channels
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B0 àK*0 t+ t- (Belle)

• Tagged analysis (hadronic tagging)

• Reconstruct K*0 à K+ p- + 1 prong t
decays
• 6 final states topologies {ee,eµ,ep,µµ,pp}

• Requirements on MK*p and Mmiss to 
suppress backgrounds 

• No residual activity in Calorimeter 
expected for signal

• Fit signal and background yields on Eextra
• Eextra energy in calorimeter not assigned to tag 

or signal (expect zero for signal)

• No signal found U.L. at BF < 2.0 x 10-3
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FIG. 1. Fit results for M2
miss (upper) and Eextra

ECL (lower) for
the decays B0

→ D(∗)!ν!. The dots with error bars represent
the data, and the blue line indicates the fitted results with
the cyan band for fit uncertainty. The dashed lines indicate
different fit components. Eextra

ECL is plotted with the selection
M2

miss < 0.5 GeV2/c4.

with MC samples.

We test the analysis procedure and shape of the sim-
ulated Eextra

ECL distribution using B0 → D−!+ν! decays,
with D− → K∗0π−. The analysis steps and selection
criteria for the decay are the same as those for the
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FIG. 2. Distribution of Eextra
ECL combined for all signal modes.

The dots with error bars show the data, the blue line shows
the fitted results with the cyan band for fit uncertainty, and
the dashed lines show fit results for the different components.
The signal component is scaled with a factor of -10.

B0 → K∗0τ+τ− decay, except the requirement on M2
miss

is removed and the selection on MK∗0π− is reversed, re-
quiring 1.84 < MK∗0π− < 1.94 GeV/c2. Within statis-
tics, the Eextra

ECL distribution obtained from simulation is
in good agreement with the data and it is used to model
the signal and background in the final fit. As a cross-
check, we measure the branching fraction of the decay
B0 → D−!+ν! from a fit to the Eextra

ECL distribution, simi-
lar to our search for the decay B0 → K∗0τ+τ−, and also
to the M2

miss distribution. Results of these fits are shown
in Fig. 1. The branching fraction measured by fitting to
Eextra

ECL is (2.26± 0.17)% and to M2
miss is (2.19± 0.15)%,

where the quoted uncertainties are statistical only. The
results are in good agreement with the world average of
2.31± 0.10% [30].
Our fit to Eextra

ECL for the decay B0 → K∗0τ+τ− is
shown in Fig. 2, where all signal modes have been com-
bined. The numbers of signal and background events in
the signal window from the fit are Nsig = −4.9± 6.0 and
Nbkg = 122.4± 4.9, respectively. We find no evidence for
a signal.
Systematic uncertainties on the number of background

events, the signal reconstruction efficiency, and number
of BB̄ pairs arise from several sources and affect the
branching fraction upper limit. Statistical uncertainty
on the selection efficiency due to limited MC sample size
is estimated to be 5.2%. The uncertainty associated with
the Btag efficiency is 4.6%, which is estimated using vari-
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Preliminary result

arxiv:2110.03871



B+ à K+ n n at Belle II
• SM prediction BR = (4.6 ± 0.5) x 10-6.

• Untagged analysis using highest pT track as signal 
Kaon and 
2 BDTs to separate signal from background 
• Data control sample of B+ à J/y K+ (J/yà µ µ) 
• Use classifier output BTD2 to define 1 control region 

and 3 signal regions
• Data further divided in 3 bins of Kaon pT
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imbalanced due to signal neutrinos [39], and the modified
Fox-Wolfram variables that are functions of the missing
momentum and of the momentum of the signal kaon
candidate [40].
To improve the training performance at high BDT1

values, a second classifier BDT2 is trained with the same
set of input variables as BDT1 on events with BDT1 > 0.9,
which corresponds to a signal efficiency of 28% and
a purity of 0.02%. The training is performed using
a simulated background sample of 100 fb−1 equivalent
luminosity (corresponding to a total of 5 × 106 events with
BDT1 > 0.9) and a sample of 1.5 × 106 signal events with
BDT1 > 0.9. An increase of 35% in signal purity is
achieved by the additional application of BDT2 on top
of BDT1, when comparing the performance at a signal
efficiency of 4%. BDT1 and BDT2 use the same set of
FastBDT parameters [37], which are optimized based on a
grid search in the parameter space and are specified in the
Supplemental Material [25].
An additional binary classifier is used to correct for

mismodeling of continuum simulation, following a data-
driven method presented in Ref. [41]. More information
about the implementation is included in the Supplemental
Material [25]. A comparison of simulated continuum
events with off-resonance data shows that the application
of the derived event weight improves the modeling of all
input variables.
A signal region (SR) is defined to be BDT1 > 0.9 and

BDT2 > 0.95 and is further divided into 3 × 3 bins in the
BDT2 × pTðKþÞ space, where pTðKþÞ is the transverse
momentum of the kaon candidate. The bin boundaries,
decided by minimizing the expected upper limit on the
signal branching fraction, are [0.95, 0.97, 0.99, 1.0]
in BDT2 and ½0.5; 2.0; 2.4; 3.5% GeV=c in pTðKþÞ.
Furthermore, three control regions are used to help con-
strain the background yields. The control region CR1
consists of 1 × 3 bins in the BDT2 × pTðKþÞ space,
defined at lower values of BDT2 ∈ ½0.93; 0.95% and using
the same pTðKþÞ bins as the SR. The two other control
regions, CR2 and CR3, consist of off-resonance data with
identical BDT2 and pTðKþÞ ranges and bins as in the SR
and CR1, respectively.
The expected yields of the SM signal and the back-

grounds in the SR are 14 and 844 events, respectively,
corresponding to a signal efficiency of 4.3%. In most of
these background events, a Kþ produced in a D meson
decay is selected as the signal kaon candidate.
To enable the study of other, non-SM signal models, the

fraction of signal events in the SR is studied as a function of
the generated dineutrino invariant mass squared q2. The
efficiency is 13% for q2 ¼ 0 and drops to zero for
q2 > 16 GeV2=c4. The full distribution can be found in
the Supplemental Material [25].
The performance of the classifiers BDT1 and BDT2 on

data is tested by selecting events with a moderate BDT

output of 0.9 < BDT1 < 0.99 and BDT2 < 0.7 in the
ϒð4SÞ on-resonance data and corresponding simulation.
The study confirms the accurate modeling of the BDT
distributions by the simulation for a sample of events that
have similar kinematic properties as signal events, while
containing only a negligible contribution from signal.
The decay Bþ → KþJ=ψ with J=ψ → μþμ− is used as

an independent validation channel, exploiting its large
branching fraction and distinctive experimental signature.
These events are selected in data and Bþ → KþJ=ψ
simulation by requiring the presence of two muons with
an invariant mass within 50 MeV=c2 of the known J=ψ
mass [20]. To suppress background events, the variable
jΔEj ¼ jE'

B −
ffiffiffi
s

p
=2j is required to be less than 100 MeV

and the beam-energy constrained mass Mbc ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=ð4c4Þ − p'2

B =c2
p

is required to exceed 5.25 GeV=c2,
where E'

B and p'
B are given by the energy and the

magnitude of the three-momentum of the signal B meson
candidate defined in the center-of-mass system of the
incoming beams. This results in 1720 events being selected
in the data sample at an expected background contamina-
tion of 5%. Each event is then reconsidered as a Bþ →
Kþνν̄ event by ignoring the muons from the J=ψ decay and
replacing the momentum of the kaon candidate with the
generator-level momentum of the kaon in a randomly
selected Bþ → Kþνν̄ event from simulation. The same
modifications are applied to the data and Bþ → KþJ=ψ
simulation. The results are summarized in Fig. 2, where the
distributions of the output values of both BDTs are shown.
Good agreement between simulation and data is observed
for the selected events before (Bþ → KþJ=ψ→μþμ−) and

FIG. 2. Distribution of the classifier output BDT1 (main figure)
and BDT2 for BDT1 > 0.9 (inset). The distributions are shown
before (J=ψ→μþμ− ) and after (J=ψ→=μþ=μ− ) the muon removal and

update of the kaon-candidate momentum of selectedBþ → KþJ=ψ
events in simulation (MC) and data. As a reference, the classifier
outputs directly obtained from simulatedBþ → Kþνν̄ signal events
are overlaid. The simulation histograms are scaled to the total
number of Bþ → KþJ=ψ events selected in data.
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after (Bþ → KþJ=ψ→=μþ=μ−) the modifications. The two-

sample Kolmogorov-Smirnov p values [42] for the BDT1

and BDT2 distributions of simulation and data, after the
modifications, are 7% and 23%, respectively. The ratio of
the selection efficiencies BDT1 > 0.9, BDT2 > 0.95 in
data and simulation is found to be 1.06" 0.10.
The statistical analysis to determine the signal yields is

performed with the PYHF package [43,44], which constructs
a binned likelihood following the HISTFACTORY [45]
formalism. The templates for the yields of the signal and
the seven background categories are derived from simu-
lation. The likelihood function is a product of Poisson
probability density functions that combine the information
from all 24 signal- and control-region bins defined on the
on- and off-resonance data. The systematic uncertainties
discussed below are included in the likelihood as nuisance
parameters that are event-count modifiers with correspond-
ing constraints modeled as normal probability density
functions. The parameter of interest, the signal strength
μ, is defined as a factor relative to the SM expectation and is
determined simultaneously with the nuisance parameters
using a simultaneous maximum-likelihood fit to the binned
distribution of data event counts.
The leading systematic uncertainty is the normalization

uncertainty on the background yields. The yields of the
seven individual background categories are allowed to float
independently in the fit. However, each of them is con-
strained assuming a normal constraint, centered at the
expected background yield obtained from simulation and
a standard deviation corresponding to 50% of the central
value. This value is motivated by a global normalization
difference of ð40" 12Þ% between the off-resonance data
and simulation in the control regions CR2 and CR3 and
also covers the uncertainty on the sample luminosity. The
remaining considered systematic uncertainties may also
influence the shape of the templates. Systematic uncertain-
ties originating from the branching fractions of the leading
B meson decays, the PID correction, and the SM form
factors are accounted for with three nuisance parameters
each to model correlations between the individual SR and
CR bins. The remaining systematic uncertainties arise from
the energy miscalibration of hadronic and beam-back-
ground calorimeter energy deposits and the tracking inef-
ficiency, and are each accounted for with one nuisance
parameter. The systematic uncertainty due to the limited
size of simulated samples is taken into account by one
nuisance parameter per bin per background category. This
results in a total of 175 nuisance parameters.
To validate the fitting software, an alternative approach

based on a simplified Gaussian likelihood function (SGHF)
is developed. Tests of both PYHF and SGHF are performed
using pseudo-experiments, in which both statistical and
systematic uncertainties are taken into account, including
background normalizations. No bias in μ and its uncertainty
is observed, and the p value for the data and fit model
compatibility is found to be above 65%.

Shifts of the nuisance parameters corresponding to the
seven background sources are investigated before μ is
revealed. The parameters corresponding to the continuum
background yields are increased by, at most, one standard
deviation, which confirms that they are not pulled sub-
stantially in the fit given the observed difference in the
normalization of the continuum simulation with respect to
the off-resonance data. The background yields in the bins of
CR2 and CR3 predicted by the fit are found in agreement
with the off-resonance data. No shift is observed for the
parameters corresponding to the background yields from
charged and neutral B meson decays, which are the
dominant contributions in the most sensitive SR bins.
A comparison of the data and fit results in the SR and

CR1 is shown in Fig. 3. The corresponding figure for CR2
and CR3 can be found in the Supplemental Material [25].
The signal purity is found to be 6% in the SR and is as high
as 22% in the three bins with BDT2 > 0.99. Continuum
events make up 59% of the background in the SR and 28%
of the events with BDT2 > 0.99.
The signal strength is determined by the fit to be

μ ¼ 4.2þ3.4
−3.2 ¼ 4.2þ2.9

−2.8ðstatÞþ1.8
−1.6ðsystÞ, where the statistical

uncertainty is estimated using pseudo-experiments based
on Poisson statistics. The total uncertainty is obtained by a
profile likelihood scan, fitting the model with fixed values
of μ around the best-fit value, while keeping the other
fit parameters free. The systematic uncertainty is calcu-
lated by subtracting the statistical uncertainty in quadrature
from the total uncertainty. An additional 10% theoretical
uncertainty arising from the knowledge of the branching

FIG. 3. Yields in on-resonance data and as predicted by the
simultaneous fit to the on- and off-resonance data, corresponding
to an integrated luminosity of 63 and 9 fb−1, respectively. The
predicted yields are shown individually for charged and neutral B
meson decays and the sum of the five continuum categories. The
leftmost three bins belong to CR1 with BDT2 ∈ ½0.93; 0.95' and
the other nine bins correspond to the SR, three for each range of
BDT2 ∈ ½0.95; 0.97; 0.99; 1.0'. Each set of three bins is defined
by pTðKþÞ ∈ ½0.5; 2.0; 2.4; 3.5' GeV=c. All yields in the right-
most three bins are scaled by a factor of 2.
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PRL 127, 181802 (2021)  with 63 fb-1

Belle II has already recorded 400 fb-1
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LFU with b àu semileptonic decays
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Standard model tests in modes with neutrinos | Simon Wehle | 18.04.2018 !17

Semitauonic decays

‣ Belle I measurement  

• using hadronic tagging 

• 1D likelihood fit to E_ECL

More interesting ratios
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One more interesting ratio from Belle

R(⇡) =
B(B ! ⇡⌧ ⌫̄⌧ )

B(B ! ⇡`⌫̄`) !→#νν, !→$νν,!→ %νν,!→ a1νν8
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)

‣ Use Hadronic tagging and 
reconstruct
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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1D Likelihood fit in EECL
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
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di↵erential branching fractions for each tau helicity, �⌧ = ⌥1/2, are then written as [24]

dB
�
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dq2
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)
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���
2
, (55)
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+
⌧

dq2
=

NB

2

���(1 + CV1
+ CV2

)m⌧HV,+ + 4CT

p
q2HT

���
2

+ 3
���(1 + CV1

+ CV2
)m⌧HV,0 + (CS1

+ CS2
)
p

q2HS

���
2
�

, (56)

with
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FV 2
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192⇡3m3
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⌧
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◆2

, (57)

where Q± = (mB ± m⇡)2 � q2 and the H terms contain the hadron transition form factors.

The di↵erential branching fractions for B ! ⇡`⌫̄` are obtained as

dB
�
`

dq2
=

dB
�
⌧

dq2

����
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,
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`
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= 0 . (58)

Finally, R⇡ is given as

R⇡ =

R q2max

m2
⌧

(dB
+
⌧ + dB

�
⌧ )/dq2

R q2max

0 dB
�
` /dq2

, (59)

where q2max = (mB + m⇡)2.583

Given the above formula and input for b0,+n , the SM predicts RSM
⇡ = 0.641 ± 0.016, whereas584

the experimental data suggests Rexp.
⇡ ' 1.05 ± 0.51 by using B(B ! ⇡`⌫̄`) = (1.45 ± 0.05) ⇥585

10�4 [17]. Thus, at present the experimental result is consistent with the SM prediction586

given the large uncertainty. We can place loose bounds on NP scenarios from R⇡. In Fig. 13,587

the constraints on CV1
, CV2

, CS1
, CS2

, and CT are shown, in which it is assumed that the588

NP contribution comes from only one e↵ective operator OX for X = V1, V2, S1, S2, or T . As589

can be seen, the current data has already constrained the NP contributions to be roughly590

|CX | . O(1), which implies that a contribution larger than that of the SM (2
p

2GFVub) is591

already disfavoured.592

A key reason for measuring B ! ⇡⌧⌫ is that the tensor type interaction of new physics593

that a↵ects b ! u⌧⌫ cannot be constrained from B ! ⌧ ⌫̄. One can see that the current594

results for bTn for the tensor form factor still have large uncertainties [74]. Nevertheless, the595

constraint on CT is comparable to the other new physics scenarios. Improvements to the596

evaluation of the tensor form factor will be significant for the future search in this process597

at Belle II.598

The following study shows the future sensitivity of R⇡ to NP scenarios at 5 ab�1 and

50 ab�1 of Belle II data, based on Ref. [24]. In order to estimate exclusion limits on the

Wilson coe�cient CX , it is assumed that the experimental central value is identical to the

SM prediction and the expected experimental errors at 5 ab�1 and 50 ab�1 are extrapolated

from the Belle measurement [72]. The expected constraints from Belle II are therefore

R5 ab�1

⇡ = 0.64 ± 0.23 , (60)

R50 ab�1

⇡ = 0.64 ± 0.09 . (61)

The above values are compared with each NP scenario to determine constraints on CX , as599

shown in Fig. 13. Focusing on the vicinity of the origin of CX , we see that |CX | & O(0.1)600
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧�
!

`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡
1

2
p

2GFVcb

gg0

M2
NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale MNP). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, MNP ⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.
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LFU test with leptonic decays
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Very clean theoretically, hard experimentally
SM is helicity suppressed +W+,H+b

u

l+

nℓ

B+

B(B ⇥ l�) =
G2

F mB

8⇥
m2

l (1�
m2

l

m2
B

)2f2
B |Vub|2⇤B

Belle II can test LFU 
also with 

€ 

Rτµ =
Γ(B→ µν )
Γ(B→τν)

€ 

Rτe =
Γ(B→ eν)
Γ(B→τν )B(B ! l⌫) = B(B ! l⌫)SM ⇥ rH

rH = (1� tan2 �
m2

B

m2
H

)2 in 2HDM type II

Mode SM BR Current meas. Belle II
5 ab-1 

Belle II
50 ab-1

tn 10-4 20% uncertainty 9% 4%

µn 10-6 40% uncertainty* 20% 6%

en 10-11 Beyond reach - -

Belle II Full simulation with expected
background conditions with hadronic 
tags only

Extrapolation of untagged Belle analysis

Rτπ =
Γ(B→ τν )
Γ(B→ π lν )

* PRD 101 032007



Conclusions
• RK and RK* measurements very promising.

More data coming from LHCb and Belle II
• LHCb will improve the measurement better constraining 

critical backgrounds in electron sample
• Belle II can significantly contribute especially in K* samples 

• RD and RD* current pattern unclear. Is there a real 
physics or some systematics to fix?
• Data coming in the next few years will settle this
• Highly desirable to have both Belle II and LHCb to compare

• With high statistics sample of LHCb and Belle II, q2

spectra of B àD (*) t n and B –> K(*) l l can be studied in 
detail
• Belle II will also add other interesting LFU observables
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Back up
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Belle II upgrade Snowmass White paper 
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Observable 2022
Belle(II),
BaBar

Belle-II
5 ab�1

Belle-II
50 ab�1

Belle-II
250 ab�1

sin 2�/�1 0.03 0.012 0.005 0.002
�/�3 (Belle+BelleII) 11� 4.7� 1.5� 0.8�

↵/�2 (WA) 4� 2� 0.6� 0.3�

|Vub| (Exclusive) 4.5% 2% 1% < 1%
SCP (B ! ⌘

0
K

0
S) 0.08 0.03 0.015 0.007

ACP (B ! ⇡
0
K

0
S) 0.15 0.07 0.025 0.018

SCP (B ! K
⇤0
�) 0.32 0.11 0.035 0.015

R(B ! K
⇤
`
+
`
�)† 0.26 0.09 0.03 0.01

R(B ! D
⇤
⌧⌫) 0.018 0.009 0.0045 <0.003

R(B ! D⌧⌫) 0.034 0.016 0.008 <0.003
B(B ! ⌧⌫) 24% 9% 4% 2%
B(B ! K

⇤
⌫⌫̄) � 25% 9% 4%

B(⌧ ! µ�) UL 42⇥ 10�9 22⇥ 10�9 6.9⇥ 10�9 3.1⇥ 10�9

B(⌧ ! µµµ) UL 21⇥ 10�9 3.6⇥ 10�9 0.36⇥ 10�9 0.073 ⇥

10�9

Table 2: Projected precision (total uncertainties, or 90% CL upper limits) of selected
flavour physics measurements at Belle II.(The † symbol denotes the measurement in the
momentum transfer squared bin 1 < q

2
< 6 GeV/c

2.)

robustness against tracking e�ciency and resolution losses from beam background.
This implies improved tracking e�ciencies with pT < 200 MeV/c.

• CDC: The proposed electronics upgrades improve the quality of tracking through
cross-talk reduction, and faster more reliable triggering. This a↵ects general track-
ing e�ciencies, as well as dE/dx measurements.

• TOP: The TOP detector’s sensitivity to single photons, i.e. the quantum e�ciency,
will degrade under irradiation without sensor replacement and upgrade. This di-
rectly impacts overall e�cacy of the TOP system, as well as time resolution, which
is critical for particle ID PDFs.

• ECL: Three upgrade options include new pure CsI crystals with APDs, a pre-
shower detector in front of the ECL, and an option where the existing CsI(Tl)
are read-out with APDs. The performance of the ECL will degrade with higher
background rates without future upgrades. At nominal luminosity, the e�ciency
may decrease by around 50% for ⇡0 reconstruction, while extra energy (EECL) and
pulse shape discrimination techniques will degrade in performance.

• KLM: The RPCs will be replaced with new scintillator layers to handle high rates,
and an overall upgrade to read-out will be considered with better timing resolution.
The inner RPC layers of the KLM may su↵er hit e�ciency losses of order 10-30%.
While this can have 2-5% e�ciency losses for muons at momenta below 1 GeV/c, it
may lead to much larger losses in K

0
L detection, due to the much lower penetration

10

arxiv:2203.11349



LHCB-TDR-023 Framework TDR Upgrade II
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Table 2.1: Anticipated uncertainties at future upgrades of LHCb for some key flavour observables,
modified and updated from Ref. [3]. Upgrade I projections are given both with the data
sample available after Run 3 (23 fb�1) and with that after Run 4 (50 fb�1). Uncertainties are
extrapolated assuming that systematic uncertainties will not becoming limiting (see Ref. [3] for
further discussion).

Observable Current LHCb Upgrade I Upgrade II
(up to 9 fb�1) (23 fb�1) (50 fb�1) (300 fb�1)

CKM tests
� (B ! DK, etc.) 4� [9, 10] 1.5� 1� 0.35�

�s (B0
s ! J/ �) 32 mrad [8] 14mrad 10mrad 4 mrad

|Vub|/|Vcb| (⇤0
b ! pµ�⌫µ, etc.) 6% [29,30] 3% 2% 1%

ad
sl

(B0
! D�µ+⌫µ) 36 ⇥ 10�4 [34] 8 ⇥ 10�4 5 ⇥ 10�4 2 ⇥ 10�4

as
sl

(B0
s ! D�

s µ+⌫µ) 33 ⇥ 10�4 [35] 10 ⇥ 10�4 7 ⇥ 10�4 3 ⇥ 10�4

Charm
�ACP (D0

! K+K�,⇡+⇡�) 29 ⇥ 10�5 [5] 13 ⇥ 10�5 8 ⇥ 10�5 3.3 ⇥ 10�5

A� (D0
! K+K�,⇡+⇡�) 11 ⇥ 10�5 [38] 5 ⇥ 10�5 3.2 ⇥ 10�5 1.2 ⇥ 10�5

�x (D0
! K0

S⇡
+⇡�) 18 ⇥ 10�5 [37] 6.3 ⇥ 10�5 4.1 ⇥ 10�5 1.6 ⇥ 10�5

Rare Decays
B(B0

! µ+µ�)/B(B0
s ! µ+µ�) 69% [40,41] 41% 27% 11%

Sµµ (B0
s ! µ+µ�) — — — 0.2

A(2)

T
(B0

! K⇤0e+e�) 0.10 [52] 0.060 0.043 0.016
AIm

T
(B0

! K⇤0e+e�) 0.10 [52] 0.060 0.043 0.016
A

��

�� (B0
s ! ��) +0.41

�0.44 [51] 0.124 0.083 0.033
S��(B0

s ! ��) 0.32 [51] 0.093 0.062 0.025
↵�(⇤0

b ! ⇤�) +0.17
�0.29 [53] 0.148 0.097 0.038

Lepton Universality Tests
RK (B+

! K+`+`�) 0.044 [12] 0.025 0.017 0.007
RK⇤ (B0

! K⇤0`+`�) 0.12 [61] 0.034 0.022 0.009
R(D⇤) (B0

! D⇤�`+⌫`) 0.026 [62,64] 0.007 0.005 0.002

2.3.1 Prospects for running LHCb at high luminosity

For fixed values of the HL-LHC beam parameters (number of bunches, filling scheme, bunch
population, bunch length, transverse emittance) the luminosity delivered at LHCb will essentially
depend on the minimum �⇤ and crossing angle2 achievable at the interaction point. LHCb physics
will benefit from maximising the RMS of the luminous region, both in space and time, since this
allows to better resolve the primary interaction vertices in a high pile-up environment [2].

The minimum �⇤ and crossing angle are constrained by the available magnet strength, beam-
beam e↵ects, and aperture considerations. A possible set of HL-LHC compatible parameters
have been identified and are listed in Table 2.2, for a vertical crossing angle. This configuration
will achieve identical interaction point (IP) characteristics (luminosity, pile-up, and size of the
beam spot) for each detector magnet polarity, which is highly desirable for the LHCb physics
programme, since it minimises systematic uncertainties in CP -violation measurements. As a
result, the luminosity integrated per year at LHCb is ⇠ 50 fb�1, for a target leveled luminosity
of at least 1.5 ⇥ 1034 cm�2s�1. In the same table, the luminosity integrated per year by ATLAS
and CMS is also given, which takes into account the additional beam burn-o↵ at the LHCb
collision point, and this results in a ⇠ 2 % decrease with respect to the Run 4 expectation (other

2The crossing angle is defined as the full angle between the two nominal beam directions at LHCb.
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