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The basics
How to measure aerosols optical 
depth (VAOD) from stellar 
photometry?

• take a series of exposures at 
different airmasses
• fit extinction as a function of 
airmass
• get instrumental parameters 
simultaneously 
• subtract molecular contribution

J. Ebr et al.: A New Method for Aerosol Measurement Using Wide-field Photometry,  
AJ 162 (2021), 1, 6

- result of 5 years of development of the analysis
- uncertainty: 0.006 correlated + 0.005 uncorrelated

da
ta

-m
od

el
 [m

ag
]

altitude [°]

Aerosol Measurement using Wide-field Photometry 9

With the bias and dark components subtracted, each image is linearized using Eq. (3) and then divided by a flat-
fielding image produced from the combination of many images taken during dusk/dawn in the direction of the sky

with the lowest expected brightness gradient to obtain uniform illumination – this is a standard procedure to correct
for vignetting (which is significant with the lenses used) and variations in detection efficiency across the CCD chip.

Astrometric calibration of the images is then performed using the local installation of Astrometry.net (Lang et al.
2010) code, which provides a WCS solution typically accurate to better than 1 pixel over the most of the field of

view. The point sources are detected in the calibrated image using the SExtractor software package (Bertin & Arnouts
1996), and then identified with stars from the Tycho2 catalogue (Høg et al. 2000) if their predicted position on the
image lies within a short distance (typically 8 pixels) from the position of the detected object centroid. Any pair of

sources detected within a close distance (set at 20 pixels) from each other are rejected to avoid mutual influence during
photometry (blending). Only stars within 1840 pixels from the image center are taken into account, corresponding to
63% of the total field of view, as beyond this limit, the PSF of the stars deteriorates quickly and depends strongly on
the momentary focusing of the lens. Also rejected are stars close to saturation, where strong non-linear effects appear

both due to saturation itself and due to the anti-blooming gate of the CCD used. The procedure of evaluating the
brightness of individual stars from an image in not unequivocal regarding in particular the choice of the software for
aperture photometry (we use both SExtractor itself and IRAF (Tody 1986, 1993) apphot package) and the radius of

the photometric aperture in pixels – the appropriate choice as well as the associated uncertainties are discussed in
Sec. 4.2.

3. DATA MODEL

3.1. Model fitting

In general, the measured (instrumental) star brightness minst is related to the catalogue value mcat,B by the equation

(Ebr et al. 2017b)
minst

M
= mcat,B + Zi + g(AM, AA, AO, ki, B − V ) + f(B − V, x, y), (4)

where f(...) describes corrections due to the different response of the system to stars of different color index (as
expressed by difference between the Tycho B and V magnitudes2) and in different parts of the field of view, and g(...)
is a model of extinction as a function of the airmass, the color index of the star and the actual value of the VAOD

(described in detail in the following section); Zi is the momentary absolute calibration constant of the system (so-called
zeropoint) and M is a correction constant for any possible non-linearity introduced in the data during the photometric
process. Note that Zi also automatically absorbs any effect due to the uncertainty of the overall normalization of the

catalog fluxes as discussed for example in (Bohlin 2007).
The atmosphere is composed of several components with different vertical profiles – for each of these components,

the airmass A is a different function of the altitude of the star above the horizon. In our case, we consider g(...) as
a function of three different airmass values: AM describes the molecular atmosphere according to (Kasten & Young

1989); AA describes the tropospheric aerosols using the formula for water vapor from (Karsten 1965), as the relevant
vertical distributions are similar according to (Wehrli 2008); AO is the airmass for ozone accroding to (Komhyr 1980)
used in a similar way as an approximation for the vertical distribution of stratospheric aerosols. The formulae for

water vapor and ozone should in principle be also used for the respective components of the molecular atmosphere, but
in the passband given by our B filter, the total contribution of water vapor and ozone to molecular extinction is only
0.001 and thus the effect of their different airmass formulae is negligible. Each airmass value is calculated from the

average altitude of the star above the horizon (corrected for refraction) during the exposure – a more precisely correct
way would be to take the weighted mean of airmasses at several points during the exposure with the weight being
given by the transmissivity of the atmosphere at that airmass, but the difference with respect to a simple average of
altitude is less than 0.0003 in airmass.

The correction for the B−V color term in f(...) is taken as a third order polynomial, but only stars with B−V < 0.8
are used; for stars with larger color index, parametrization proves difficult. As the FRAM spectral response does not
faithfully reproduce the Johnson system, the resulting correction differs from the nominal Tycho2 conversion formula

(Høg et al. 2000) BJohson = BT − 0.24(BT − VT) by up to 0.015 mag for B − V ∈ [−0.1; 0.8] and deviates more for
even bluer stars, which are however rare in the sky.

2 In the following, B − V will always refer to the difference between the magnitudes of a star in B and V filters in the Tycho photometric
system, i.e. BT and VT (van Leeuwen et al. 1997).
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Why wide-field photometry?
Stars = the only natural reference sources on moonless nights = no additional light

• single bright stars: >10000× fainter than full Moon = systematic instrumental effects 
 - one bright star at different airmass? too slow for aerosol variation!
 - multiple bright stars? catalog, spectral and mechanical systematics!
 - larger telescope? seeing (PSF) depends on airmass!
 - samples of stars at different airmass? cannot reliably exclude clouds!

• scan in airmass with a wide-field telescope (15°×15° degrees or similar)
 - fast (from zenith to horizon in a few minutes)
 - continuos coverage = efficient cloud screening
 - single star precision ~ 0.02 mag, but stength in numbers = fit uncertainty ~0.002 OD
 - stabilitiy, or even knowledge, of absolute calibration not needed

• requires careful consideration of any possible systematics that could trend with airmass

• assumes stratification (horizontal uniformity) of aerosols
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Ingredients: non-linearity measurements
• the single most crucial discovery: no CCD camera is linear in entire range
 - VAOD measurements uses far larger dynamical range than typical astronomy
 - even the manufacturers surprised
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Ingredients: aperture photometry

• choice of photometric 
aperture optimized to the 
specific setup

• good background estimate in 
crowded stellar fields 
 - no alternative to IRAF  
          found yet

• may still be the weakest 
part due to wildly varying star 
shapes
 - see Shefali’s talk on  
         PSF fitting
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Ingredients: clear scan selection

• can’t fit anything if there clouds are present

• not always this easy = requires “a human”
 - Ivana selected >16000 clear scans in 3 days

• possibility to skew statistic by removing also “dirty” nights?
 - Sun Photometer comparison at ORM good

Aerosol Measurement using Wide-field Photometry 13

Figure 6. Examples of plots used to select clear scans for aerosol analysis from data taken at La Palma. Top left: a very clear
scan (VAOD compactible with zero). Top right: a borderline acceptable scan with the best fit giving VAOD around 0.6. Bottom
left: several light clouds, unacceptable scan. Bottom right: large clouds, unacceptable scan. The colors of the points indicate
the mean RMS deviation of stars in an altitude bin from the preliminary fit, the green arrows show the altitude coverage of
images (to show whether a gap is due to clouds or missing coverage) and stars in red were marked for rejection as outliers. Note
that these are the results of the prelimiary analysis used for scan selection and the spread of the values for individual stars is
larger than in the final fit used for the determination of VAOD.

with the error reported by Tycho2 catalogue for the B magnitude while the latter is compared with the mean error
that the IRAF software associates to the measurements of the star brightness. A systematic difference between the

mean magnitude difference and the Tycho2 error is somewhat expected as there is additional uncertainty in the color
correction and it can be modeled by adding a systematic error of 0.0025B. The fact that the RMS is larger than the
error reported by the IRAF software means that our measurements are affected by other sources of noise in addition

to the uncertainty in the background estimation and the Poissionian fluctuations of the light flux that are already
considered by IRAF when calculating the error on its measurement. These may be related to insufficient flat-fielding
but preliminary tests show that at least a part of the effect is due to the dependence of the flux on the sub-pixel

position of the star centroid (the stars’ PSF are too sharply peaked near the camera center, and the CCD we use
employs a microlens raster array in order to improve pixel fill factor). This additional error is modelled by adding an
extra error term of 0.028 independent from the star brightness.
Overall, we can associate to each star measurement the error as (Fig. 7)

σ2 = σ2
Tycho,N + σ2

phot + 0.0282 + (0.0025B)2 (14)

 0

 1

 2

 3

 4

 5

 6

 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5

av
er

ag
e 

nu
m

be
r o

f F
RA

M
 sc

an
s

mean afternoon photometer VAOD



8/13

Ingredients: error model

• uncertainties 
underestimated both in 
catalog and by IRAF

• error model derived 
from repeated 
obsevations of the 
same stellar field in 

good conditions

• surprisingly large effect on stability of the fit
 - removed most dependence on cuts in airmass and mag

• could be still improved (RMS error not from catalog mag)
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Ingredients: spectral properties of components
• key for molecular subtraction = uncertainty in overall offset
 - dominated by precision at “blue” end of transmission
 - at the edge of range available instrumentation 
 - uncertainty conservatively taken from worst case 
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Can we trust the precision?

• sharp rise at 0 VAOD at 
extremely clean locations 
encouraging

• Sun/Moon Photometer lunar 
data comparison RMS 0.007

• comparison with Sun or ARCADE data 
complicated by time difference

• self-correlation in time starting from ~0.005 
however quite nice ... 
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Figure 11. Left: histogram of VAOD values from the test sample of 263 scans from three different setups; values lower than
the stratospheric contribution are highlighted in green (the binning has been chosen so that the value lies at a bin boundary).
Right: comparison between the VAOD measured by the CTA-N FRAM and by a nearby Sun/Moon Photometer (in lunar
mode), selected for observations less within 15 minutes apart; the y = x line is added as reference as well as the dashed line
shifted by the mean systematic difference between the values (0.005).

The method presented depends on the assumption of horizontal uniformity (stratification) of aerosols. On the selected

“clear” scans, the fit gives values of χ2 per degree of freedom between 1.1–1.4, using the error model developed in

Sec. 4.1, indicating very good description of the altitude dependence of extinction. However, this might be due to

the fact that any scans performed during conditions of non-homogeneous aerosols is discarded as “cloudy”. This is

clearly an area demanding further study, which could be also facilitated through coordination with other atmospheric

monitoring instruments that are or will soon be deployed near the future CTA sites.
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The Elephant in the Room: stratification of aerosols
• simplest model: aerosols inclined along a slope
 - can potentially lead to large effects while looking up/down-slope
 - effects multiplicative, contradicted by slope of Photometer correl.
• difference vs. azimuth: largest for sites on/near slopes?
 - still small effect and shape wrong 
 - note step from 0 to 20 – shows nature of uncertainty!
 - Paranal S0-S1 (flat vs. hill) comparison very close
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Conclusiuons

• we can measure (integral) VAOD  with uncertainty: 0.006 correlated + 
0.005 uncorrelated using just starlight and a wide-field telescope

• we are hungry for data to compare with

• 16000 data points from CTA sites and nearby (CTA-S, Paranal, ORM) 
available from me at any time
 - data from Malargüe may be available in the future

• method even suitable for statistical studies (climatology)

• technically complicated, but we know all the steps and can help you!


