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Outline of the talk
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• Physics background
➢ state-of-the-art models;
➢ problems;

• Dataset and approach
➢ Nuclear Reaction Video (NRV) Project;

• Methods: Brain Project
➢ genetic programming: population, crossover, fitness;
➢ parallel and distributed implementation;
➢ neural networks;
➢ data modeling;

• Results
➢ comparisons with the literature;
➢ conclusions and perspectives.
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Physics Background
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Different, complementary, experimental methods can be effectively used to estimate the yield of 
evaporation residues (gamma-ray analysis, time-of-flight and magnetic spectrometers, charged 
particle detection with telescope arrays) → heavy-ion fusion cross section from the Coulomb 
barrier to the onset of multi-fragmentation →
See e.g. P. Frobrich, Phys. Rep. 116 (1984) 337.

Heavy-ion fusion cross section at energies above-barrier

Models for the description of fusion cross 
section between heavy-ions.

• Microscopical approaches: Time-
Dependent Hartree Fock (TDHF); 
Molecular dynamics;

• Macroscopic models: critical distance 
models, limitation to the compound 
nucleus model (empirical nuclear 
potentials from semi-classical 
considerations);

• Empirical models: starting from nuclear 
reaction theory and then optimizing to 
the experimental data.

Fro
m

 S.M
. Lee, T. M

a
tsu

se
a

n
d

 A
. A

rim
a

P
hys. R

ev. Lett. 4
5

 (1
9

8
0

) 1
6

5

14N+12C



U
n

iv
e
rs

it
à
 d

eg
li

 S
tu

d
i 

d
i 

S
a
ss

a
ri

 &
 I

N
F

N
-L

N
S
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Previous data-driven (phenomenological) approaches, see e.g. Porto F and Sambataro S 1984 Nuov. 
Cim. 83 339 → good description of data around the maxima of the cross section → few datasets in 
Region III (high energies) and Region I (close to the Coulomb barrier).
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Physics Background
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More recently→ systematic study of Region III shows discrepancies for some of the systems →
further investigation on both experiment and theory is required!

from P. Eudes et al., Phys. Rev. C 90 (2014) 034609.
Fusion cross section in 
Region III → disagreement
with the prediction of state-
of-the-art for some collision
systems  such as:
28Si+12C
12C+27Al
48Ti+40Ca
16O+40Ca
14N+12C
14N+14N
14N+27Al
14N+52Cr
14N+58Ni

State-of-the-art artificial intelligence approaches can serve to help describing the cross section
between heavy-ions in a broad energy range!
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Dataset and approach

6Daniele Dell’Aquila (ddellaquila@uniss.it) – May, 3rd 2022

About 50 years of systematics (see e.g. Nuclear Reactions Video: Karpov A et al., 2017 Nucl. Instrum. 
Meth. Phys. Res. A 859 112; Zagrebaev V et al., 1999 NRV web knowledge base on low-energy 
nuclear physics URL http://nrv.jinr.ru/ for a complete database) → Possibility to derive new data-
driven models for the description of the fusion cross section between heavy-ions in Regions I-III.

http://nrv.jinr.ru/
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Dataset and approach
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Approach: supervised learning using symbolic regression algorithms.

Novelties:
• Deriving mathematical expressions to describe the data → support to theories and 

models attempting to predict the fusion cross section between heavy-ions;
• Comprehensive analysis of large amount of nuclear data → universal model for the 

description of the entire dataset;
• Advanced feature selection→ allows to inspect the dependence on several variables

(including nuclear structure variables).

Major challenges:
• The amplitude of the cross section varies even by several orders of magnitude with 

the energy;
• Experimental errors associated to each individual data point differ by several orders

of magnitude for each data point;
• Resulting models must have physical boundaries and extrapolation capabilities.



U
n

iv
e
rs

it
à
 d

eg
li

 S
tu

d
i 

d
i 

S
a
ss

a
ri

 &
 I

N
F

N
-L

N
S

Dataset and approach

8Daniele Dell’Aquila (ddellaquila@uniss.it) – May, 3rd 2022

Dataset used for model derivation→ about 4500 experimental data points.
• Learning dataset: 𝑍𝑝𝑍𝑡 < 250→ light-to-medium mass nuclei.

• Testing dataset 1: 𝑍𝑝𝑍𝑡 ≥ 250→ heavy systems (test the extrapolation towards heavy 

systems).
• Testing dataset 2: 𝑍𝑝𝑍𝑡 < 250→ some of the lighter systems.
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Methods: Brain Project
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Genetic evolution of tree-like structures
representing mathematical expressions

+

Artificial neural networks to optimize the 
constants (gradient descent technique)

Brain Project – a neural-genetic tool for the formal modeling of data

Exploits a novel hybridization of genetic programming and artificial neural network → the task is 
that of symbolic regression. Genetic part → foresees the evolution of tree-like structures 
representing mathematical expressions → deals with the global search for the maximum of a 
suitable fitness function; Neural part → deals with the local search for the minimum of the error 
when the genetic part has identified a good maximum of the fitness function.
Russo M 2016 Swarm Evo. Comput. 27 145
Russo M 2020 Soft Comput. 24 16885–16894
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Methods: Brain Project
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Brain Project: genetic part uses genetic→ a programming technique that exploits concepts 
derived from the natural selection (Darwinian Theory of Evolution) to solve optimization
problems.
See e.g. John R. Koza, Genetic Programming – On the Programming of Computers by Means of 
Natural Selection, A Bradford Book – The MIT Press (Cambridge, Massachussets; London, England)

Key «ingredients»:
• crossover;
• fitness;
• mutation;
• populations/migration.
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from Russo M 2016 Swarm Evo. Comput. 27 145

@ INFN-CT
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Fitness function→ is the function to maximize→ it suitably contains the prediction
error and a term related to the complexity of the model and/or feature costs.

to tune the desired trade-off 
between accuracy and 
complexity

related to the accuracy of the 
model

related to the complexity of the 
model
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Results
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𝑓𝑓𝑖𝑡 = 𝑓𝑓𝑖𝑡 ⋅ 𝑒

𝑛𝑡𝑔𝑡−𝑛

𝑛𝑡𝑔𝑡 → required to reach a predefined, target, number of nodes. Brain 

Project usually tries to optimize the error with a given number of nodes → interesting 
to more easily tune the complexity of the desired model.
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Daniele Dell'Aquila, Brunilde Gnoffo, Ivano Lombardo, Francesco Porto, Marco Russo, 
Modeling Heavy-Ion Fusion Cross Section Data via a Novel Artificial Intelligence Approach, 
arXiv:2203.10367, https://doi.org/10.48550/arXiv.2203.10367
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E. Buccheri, D. Dell’Aquila and M. Russo
Artificial intelligence in health data analysis: The
Darwinian evolution theory suggests an extremely
simple and zero-cost large-scale screening tool for
prediabetes and type 2 diabetes, Diabetes 
Research and Clinical Practice 174 (2021) 108722.

E. Buccheri, D. Dell’Aquila and M. Russo
Stratified analysis of the age-related 
waist circumference cut-off model for the 
screening of dysglycemia at zero-cost, 
Obesity Medicine 31 (2022) 100398.

G. Campobello, D. Dell’Aquila and M. 
Russo, A. Segreto,
Neuro-genetic programming for 
multigenre classification of music
content, Applied Soft Computing 94
(2020) 106488.
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• Numerous datasets are curretly available in nuclear physics, taking advantage of 
several decades of sophisticated experimental investigations;

• NRV has collected fusion cross section data between heavy-ions→ their overall 
description is still not completely understood by state-of-the-art models;

• Artificial intelligence techniques based on symbolic regression (which exploit 
genetic programming and artificial neural networks) can serve to effectively model 
even particularly complex datasets;

• Analytical formulation of the models → useful to spot funcitonal dependencies
that can be exploited by theoretical models;

• Advanced feature selection→ can serve to guide theoretical models towards the 
discovery of the dependence on key nuclear physics parameters;

• Many more datasets are yet to be modeled!


