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The Likelihood Function

Bayes Theorem:

P (data|pars)P(pars) = P(pars|data)P(data)

/ v ! \

Likelihood function  Prior probability Posterior probability  Bayesian evidence

Frequentist inference Bayesian inference
e.g. Maximum Likelihood Estimation (MLE) e.g. Maximum A Posteriori (MAP)

The Likelihood Function (LF) is the central object in statistical inference!
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Distributing likelihoods: existing proposals

Likelihoods produced by modern experiments (in HEP, but not only) are becoming more and
more complicated to treat, sample, maximize, distribute, analyze, and combine

Information loss is generally inevitable in performing analyses and presenting results

Different approaches correspond to different levels of information loss

Examples are:
1. Present just 1D-2D plots and numbers with errors
2. Differential measurements with uncertainties and correlations

3. Simplified Likelihood: parametrize the likelihood in terms of “combined” nuisance

parameters using Gaussian approximation up to 3" moment

4. HistFactory framework (ATLAS): this is going towards publishing all information that
allows to reconstruct the full likelihood (only binned) and is supported by a Python

framework (Pyhf)

5. ...7
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https://github.com/scikit-hep/pyhf

Distributing likelihoods: our approach

Our approach: encode the full likelihood with all the dependence on elementary nuisance parameters
into a DNN function. This allows for:

Supervised learning DNN Interpolator
¥ = (fi,6) — y = L(ji, ) — Lo (i, 0)

1. Encoding also unbinned likelihoods
2. Very fast sampling (up to several order of magnitude faster than traditional methods)

3. Re-sampling with custom priors to study the impact of different hypotheses on nuisance

parameters (systematic uncertainties)
4. Efficient combination of different likelihoods (when correlations are known)
5. Interpretation of results within different statistical approaches (Frequentist vs Bayesian)

6. Simple framework-independent distribution through the ONNX format, which ensures

portability to any software environment (Python, R, Matlab, Mathematica, etc..)
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A toy example

Toy experiment already considered in the literature
Buckley, Citron, Fichet, Kraml, Waltenberger, Wardle, 1809.05548 [hep-ph]

C1: N=1006.5+43.5/-54.1 (eff.) +13.5/-26.1 (s.f.) C2: N =256.4 +18.6 /-29.1 (eff.) +31.1/-30.0(sf.) C3: N=526+74/-10.0 (eff.)-126/-9.9 (s1.)
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Figure 2. LHC-like search for new physics (mockup). The search is performed across three event categories, each divided into 30 bins to make a
total of 90 search regions. The nominal expected contribution in each bin from the background and from the new physics signal is shown by the
blue and red lines, respectively. The solid and dashed lines show the 1o correlated variation in each bin expected due to an experimental and
theoretical uncertainty while the blue shaded band shows the uncorrelated uncertainty in each bin due to limited MC simulation. The “observed”
number of events in data in each bin is indicated by the black points.

« One physical parameter (signal strength 1)
« 94 nuisance parameters (90 fully uncorrelated, two fully correlated, two normalizations)
« Non Gaussian Likelihood
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Sampling

Supervised learning problem (interpolation) where high precision is needed

If we want to allow for both Bayesian and Frequentist inference, we need to know the LF well in very
different regions (where prior volume is large and close to local maxima of the LF, respectively)

We sampled with the emcee3 MCMC (ensemble sampling method) Python package (checking
convergence with several different techniques)
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Inference with DNNL: Frequentist

For frequentist inference we construct the test statistics

Lprof (N)
ﬁmax

t (1)

—2log

The DNNLikelihood allows to reproduce with great precision the results of

Frequentist inference

—— Numerical maximization
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Inference with DNNL: Bayesian

DNN F3 sampling
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Test set (10° points)

Sampled DNN F; (10° points)
- 68.27% HPDI

95.45% HPDI

99.73% HPDI

Bayesian inference is based on (marginal)
posterior probability distributions

We quote results as marginalized Highest
Posterior Density Intervals (HPDI) in 1D and
2D
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Real-life example 1

T Master Thesis, Enzo Canonero, 2021

B sanople: test true (4 x 10° points)
B Saple: test pred (4 x 10° points)
-——- (8.27% HPDI
—-— 95.45% HPDI
"""" 99.73% HPDI

A Likelihood for EFT interpretation of flavor
BRI observables in B mesons neutral current

decays (available and sampled through
A HEPFit)

83 parameters (6 poi, 77 nuis), highly
non-Gaussian/multimodal

o
12!
NN NN R

Qe
C3gm
¢ Q) % 4,

5

Yy

fadi}
Gy

¢, 0,0
ot g

W

S

%

g

%

.‘M+ i\ i
A

Faf
+ -+

Rescl(p
than

v e 00 0 0
e B D R

a & 5 \53‘ \5»'0 & ‘;@ 655 \.)ép @D QP QP AR LD R a0
o ﬁnEJP & a(K") &2,

f M
AP AP e WP o

oz (1) s (i)

Riccardo Torre Learning Likelihoods



Real-life example 2

Master Thesis, Alberto Scibilia, 2022

Likelihood for EFT interpretation of EW observables (available and sampled
through HEPFit)

32 parameters (17 poi, 15 nuis, highly correlated observables)

689 TTPTI - sample:

Ndim: 32 - Nevt: 505 - Layers: 3 - Loss: losses.mse

loss
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Sample file: EW _fit data
Pars: 32

Trainable pars: 8072001
Scaled X/Y: True/True
Dropout: 0

AF out: linear

Batch norm: False

" Tioss: losses mee

Optimizer: Adam(learning_rate — 0.001, beta_1 — 0.9,

beta_ 2 — 0.999, amspgrad — True}

Batch sizc: 500

Epochs: 48

GPU(s): ['/device:GPU:(’, *device: 0, name: Tesla V1003-PCIE-32GB,
pci bus id: 0000:01:00.0, compute capability: 7.0°]

Best losses: [1.63¢-05,1.75¢-05,1.Tde-05]

Best losses scaled: [1.53e-04,1.640-04,1.64e-04]

+KS-p-median: {6:230-01,4.00c-01;4: 19e-01;1.00e 1 00}

aining time: 432 1=

Samples: train_true vs test pred

Ndim: 32 - Nevt: SE05 - Layers: 3 - Loss: losses.mse
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Conclusions

« Great effort in the HEP community to bring ML tools into our workflow

« The DNNLikelihood framework provides a solution to encode, distribute, combine,
analyze, and preserve high dimensional and complicated Likelihood functions

« |t works extremely well without the need of too much hyperparameters tuning or
advanced techniques (even in the highly correlated, highly non-Gaussian, and
multimodal cases we studied)

« Together with the DNN models our code always produces several auxiliary files
keeping track of all parameters, metrics, results, etc. so that each model is carefully
self-documented

A comprehensive Python package that allows to sample likelihoods, build DNN
models, optimize them, and analyze the results within different statistical tools is in the
last stage of development. It can be found on GitHub and is documented here.

« Real world examples confirm the simplicity and efficiency of the approach

« Extension to unsupervised DNNLikelihood (based on Normalizing Flows for density
estimation) is under study
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https://github.com/riccardotorre/DNNLikelihood_dev
http://rtorre.web.cern.ch/rtorre/DNNLikelihood_doc/index.html

THANK YOU!
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