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Why Are We After These Joint Observations Specifcally?

1. To achieve more gravitational-wave (GW) signals


2. To detect GWs from new sources


3. Because there is still a lot we do not know about gamma-ray bursts (GRBs)


- Do all binary neutron stars produce (all) short GRBs?


- What are the details of the jet structure?


- What are the details of the jet ignition mechanism?
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Strategies for Joint Observations

1. As GW triggers and GRB triggers are collected online and independently, look for 
coincidences in time

2. Collect GW events and low significance candidates, then offline look for gamma-ray 
transients coincident with them in time and sky position


➡ Also enables subthreshold searches on the gamma-ray side


➡ GW150914-GBM (extremely weak signal and poor localization)

3. Collect GRB events, then offline look for GW transients coincident with them in time and 
sky position


➡ Enables deeper searches on the GW side

[Fermi/GBM Team + LVC, ApJ 893, 100 (2020)]

[Connaughton et al., ApJL, 826, L6 (2016)]

[O1: AbboK et al., ApJ 841, 89 (2017) 
170817: AbboK et al., ApJL 848, L13 (2017) 

       O2: AbboK et al., ApJ 886, 75 (2019) 
       O3a: AbboK et al., ApJ 915, 86 (2021) 

       O3b: AbboK et al., ApJ 928, 186 (2022) 
       O3GK: AbboK et al., PTEP 2022, 063F01  (2022)]



• Goal: determine whether GW data contains a signal consistent with the time and 
point/patch in the sky of an observed GRB


• Complementary searches for GW transients:


1. compact binary coalescences (modelled)


2. transients with generic morphology (unmodelled)
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• Advantage: knowing time and/or sky location simplifies analysis, lowers detection 
thresholds, reduces background ⇒ sensitivity increase

Targeting GRBs with Dedicated Gravitational-Wave Searches
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Targeted Coherent Searches

default

Triggered GW searches Gamma-ray bursts LIGO/Virgo GRB+GW as astrophysical probes Summary

Coherent GW analysis
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• Coherent strategy: use the known GRB sky location and relative GW detector sensitivities 
to appropriately time shift and weight the individual detector data streams
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Unmodelled

Modelled

Short GRBs: T90 + δT90 < 2 s


Long GRBs: T90 − δT90 > 4 s


The rest are labelled ambiguous

• Store loudest trigger in the on-source

• Calculate its significance using the off-source, the playground for noise characterization

Targeted Coherent Searches

[Harry, Fairhurst, PRD 83, 084002 (2011); Williamson et al., PRD 90, 122004 (2014)]

[SuKon et al., New J. Phys., 12, 053034 (2010); Was et al., PRD 86, 022003 (2012)]



1. O1 (12 September 2015 – 19 January 2016): 41 Fermi, Swift and IPN GRBs followed up


2. O2 (30 November 2016 – 25 August 2017): 111 Fermi, Swift and IPN GRBs followed up


3. O3a (1 April 2019 – 1 October 2019): 111 Fermi and Swift GRBs followed up


4. O3b (1 November 2019 – 27 March 2020): 89 Fermi and Swift GRBs followed up

7

Sample of GRBs Followed Up During the Observing Runs

Ambiguous
47

Short
64

Long
241

Common
77

Modeled Only
33

Unmodeled Only
242
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[AbboK et al., ApJL 848, L13 (2017)]

• 1 firm joint observation

• Odds that  GRB 170817A and GW170817 have a 

common origin vs distinct origins are ≳ 106


• Remember: this was the loudest GW ever recorded, 
it is an uncommon event


• No evidence of GWs associated with any of the 351 
GRBs

GW170817 and GRB 170817A
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[AbboK et al., ApJ 928, 186 (2022)]

Latest Exclusion Distances

did not identify. This type of weighted binomial test, fully
described in the Appendix of Abadie et al. (2012), uses the
lowest re-weighted p-values from the searches. The resulting
probability for the modeled search is 0.07. If we remove
GRB 200129A, for which the small p-value is the result of
noise, the probability becomes 0.68, suggesting no population
of weak GW signals. For the generic transient search, the
test gives a probability of 0.76. These same weighted
binomial tests carried out in O3a returned probabilities of
0.43 and 0.30 for the modeled and generic transient
searches, respectively (Abbott et al. 2020). In O2 (removing
GW170817/GRB 170817A) and the first observing run of
Advanced LIGO and Advanced Virgo (O1) the probabilities
were 0.30 and 0.75, and 0.57 and 0.75, respectively (Abbott
et al. 2017e, 2019a). As in these previous analyses, the
probabilities obtained in O3b suggest that no weak GWs can be
attributed to the population of GRBs.

In Figure 3, we present the cumulative 90% exclusion
distances for the 17 GRBs analyzed with the modeled search.
The first of these 17 GRBs, GRB 200323A, has significantly
lower exclusion distances than the rest. We can attribute this to
the fact that the analysis of this GRB only used data from the
Virgo interferometer. Furthermore, this GRB has a suboptimal
sky location for the Virgo interferometer with a sensitivity,
when compared to an optimal sky location, of ∼30%. Both of
these factors produce the relatively small exclusion distances
for the first step in the histogram. Table 1 reports the median
D90 for the 17 GRBs analyzed with the modeled search. It
shows median values for all three of the injected signal types
described in Section 3.1. For comparison, all three of these
median values are 10%–30% larger than those reported from
the same modeled search in O3a (Abbott et al. 2020). This

difference stems from having a larger fraction of GRBs in O3b
that by chance arrived with better LIGO–Virgo antenna factors
on average, bringing up the median values. The individual D90

values for each of the 17 GRBs analyzed with the modeled
search can be seen in Table 2.
Similar to the modeled search, we derive a 90% confidence

level lower limit on the distance for each of the 86 GRBs
analyzed with the generic transient search, based on the
different emission models described in Section 3.2. We present
the distribution of D90 values for the ADI model A (van
Putten 2001; van Putten et al. 2014) and for a CSG with central
frequency of 150 Hz (Abbott et al. 2017e) in Figure 4. The
limits reported depend on the sensitivity of the instruments in
the network, which change with time and sky localization of
the GRB events. We marginalize these limits over errors
introduced by detector calibration. In Table 1, we report the
median exclusion distance limits, D90, for the set of GRBs for
the different signals described in Section 3.2. The limits vary
by nearly an order of magnitude due to the variety of signals
used in our analysis. On average the median values for the O3b
generic transient search are about 50% greater than those
reported in O3a (Abbott et al. 2020). We can primarily attribute
this improvement to the use of autogating in O3b: the increase
in exclusion distances is highest (up to a factor of 2) for the
longest-duration waveforms, which are most impacted by the
glitches removed by autogating (as explained in Section 3). The
exclusion distances for the shorter-duration CSG waveforms,
which are not expected to be affected by autogating, increased
by about 30% on average. This is more than could be
accounted for by chance differences in the LIGO–Virgo
antenna factors between the two samples. Rather, the increase
is likely due to improvements in the performance of the
detectors themselves, such as through the reduction of noise
caused by scattered light in the LIGO detectors (Soni et al.
2021) or the improvement in sensitivity of the Virgo
detector (Davis et al. 2021). We report the D90 values found
for each GRB in the case of ADI model A simulated signals

Figure 3. Cumulative histograms of the 90% exclusion distances, D90, for the
17 GRBs that the modeled search followed up on in O3b. The thin blue line
shows generically spinning BNS models and the thick orange line shows
generically spinning NSBH models.

Table 1
Median 90% Exclusion Distances (D90) for the Both the Modeled and Generic

Transient Searches during O3b

Modeled Search NSBH NSBH
(Short GRBs) BNS Generic Spins Aligned Spins

D90 (Mpc) 149 207 257

Generic Transient Search CSG CSG CSG CSG
(All GRBs) 70 Hz 100 Hz 150 Hz 300 Hz

D90 (Mpc) 166 126 92 42

Generic Transient Search ADI ADI ADI ADI ADI
(All GRBs) A B C D E

D90 (Mpc) 34 140 54 22 52

Note. For the modeled searches, we report the median (D90) values for all three
simulated signal types. For the generic search, we report results obtained with
CSG (Abbott et al. 2017e) and ADI (van Putten 2001; van Putten et al. 2014)
models.
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• GRB 200228A is the record holder for the modelled search with 282 Mpc, 399 Mpc, 528 Mpc
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and CSG simulated signals with a central frequency of 150 Hz
in Table 2, at the end of this paper.

5. Population Studies

We use the results obtained from the GW follow-up analysis
of GRBs to put constraints on the low-luminosity short GRB
population. For this purpose, we describe the short GRB
population through a simple luminosity function model
following (Wanderman & Piran 2015), extended at low
luminosities following the procedure described in (Abbott
et al. 2019d). We can then model the luminosity distribution
through a power law with two breaks
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where Liso is the isotropic equivalent GRB luminosity and for
which we have L* = 2× 1052 erg s−1, L** = 5× 1049 erg s−1,
αL= 0.94, and βL= 2 (Wanderman & Piran 2015). We do not
take into account the measurement uncertainties for those fixed
parameters as they would not significantly influence the
analysis. The parameters on which we aim to put constraints
using the joint GW–GRB analysis are the low-luminosity
power index γL and the low-luminosity cutoff for our

population L0. To make the dependence from these parameters
clearer, we refer to the luminosity distribution as f0(Liso)≡
f0(Liso, γL, L0). A Bayesian analysis constrains the parameters
γL and L0 using the results from the O1, O2, O3a, and O3b
PyGRB searches (Harry & Fairhurst 2011; Williamson et al.
2014; Abbott et al. 2019d, 2020) and the results on BNS rates
from Abbott et al. (2021c).
Under certain conditions, NSBH mergers can also produce

short GRBs (Narayan et al. 1992) and a small fraction of short
GRBs can arise from local magnetar giant flares (Burns et al.
2021). For simplicity, we ignore those relatively uncommon
possibilities here. We assume that BNS coalescences are the
only progenitors for short GRBs, since there are restricted
conditions under which an NSBH coalescence results into a
short GRB (Pannarale & Ohme 2014).
First, we compute the observed cumulative rate distribution

C z L, ,R L
obs

0g( ) as a function of redshift z, γL, and L0. To do so,
we take into account the cosmic rate density for short GRB
explosions ψ(z) adopting its form given in Wanderman &
Piran (2015). A Band function models the energy spectrum
of the short GRBs (Band et al. 1993) with power
indices αBand=−0.5, βBand=−2.25 and peak energy
Epeak= 800 keV, and we use Equation (1) as the luminosity
distribution function for our population of short GRBs. As in
Wanderman & Piran (2015), we consider short GRBs
detectable in gamma-rays when their 64 ms peak photon flux
is above P 2.37 photons cm s64

th 2 1= - - in the energy window
considered for Fermi/GBM, i.e., [50–300] keV. We then
compute the cumulative observed rate distribution as

C z L
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z
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0
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where the differential probability of having an observed short
GRB is defined as
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Here in Equation (3), ψ(z) is the short GRB redshift
distribution, dV/dz is the differential comoving volume and ò(z,
γL, L0) is the fraction of short GRBs bright enough to be
detected by Fermi/GBM as a function of redshift and of the
low-luminosity parameters of the luminosity distribution.
Starting from C z L, ,R L

obs
0g( ), an uninformative prior prob-

ability density function (PDF) Πu(γL, L0) is built considering a
flat probability distribution in the logarithms of the local
observed rate density and of L0. We then impose the total local
short GRB rate to have the local BNS rate as an upper limit:
using the inferred BNS local rate density RBNS 0

BNS( ( ) (Abbott
et al. 2021c) we define

f L R dR, . 4L

R L

0
0

,
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BNS

0
BNSL0

GRB
0
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g
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Here, R L,L0
GRB

0g( ) is the short GRB local rate density,
calculated using Equation (1) as luminosity distribution, and
normalized requiring consistency with the observed short GRB
rate and with the analysis done by Wanderman & Piran (2015),
i.e., considering the part of the population with Liso> L** to
have a local rate density of 4.1 Gpc−3 s−1. Our final,

Figure 4. Cumulative histograms of the 90% confidence exclusion distances,
D90, for the ADI signal model A (orange, thin line) and the CSG 150 Hz model
(green, thick line). For a given GRB and signal model, this is the distance
within which 90% of simulated signals inserted into off-source data are
successfully recovered with a significance greater than the loudest on-source
trigger.
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• A Bayesian analysis constrains the parameters γL and L0 using the modelled search results 
from the O1, O2, O3a, and O3b, and the results on binary neutron star merger rate from the 
second GW transient catalog



Population Studies

11

[AbboK et al., ApJ 928, 186 (2022)]

informative prior is then defined as

fL L L, 1 , , . 5L L u L0 0 0g g gP = - P( ) ( ( )) ( ) ( )
We define the likelihood function L x L,L 0g( ∣ ) (where x

indicates our set of data) as the probability of detecting no GW
transients associated with short or ambiguous GRBs during O1,
O3a, and O3b and of detecting one single GW transient
associated with a GRB observed during the O2 run. Further-
more, we impose that the joint detection occurred at the redshift
measured for NGC 4993, the host galaxy of the event
GW170817 (zNGC4993= 0.009783; Levan et al. 2017) and that
the luminosity of the corresponding GRB is in the luminosity
range measured for GRB 170817A LGRB170817A= (1.6± 0.6)×
1047 erg s−1 (Abbott et al. 2017a). For our purpose we use the
set of GW efficiency curves computed through the PyGRB
analysis of the short and ambiguous GRBs events detected
during the O1, O2, O3a, and O3b runs (respectively 20, 41, 32,
and 17 events analyzed).299

Given a detected GRB i during O2, we compute the
probability of a joint GW detection like the one observed
during this run
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Here, ηi(z) is the efficiency curve corresponding to the given
GRB and dP dzobs

GRB has been defined in Equation (3). In order
to set the joint detection to have the same luminosity of
GRB 170817A and the same redshift of GW170817, we
choose LL& ( )˜ to be a log-normal distribution with mean
L LGRB170817A = i with Ls ˜ being the error on the measurement
of L̃, and we use a Dirac delta distribution δ(z− zNGC4993)
because our analysis is insensitive to small variations in the
assumed redshift.

Analogously, we can compute the probability of not having a
joint GW detection associated to a given GRB detected during
one of the observing runs
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We then obtain that the probability of a single joint detection
during O2 is
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while the probability of not having a joint detection during O1,
O3a, and O3b is
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then the obtained likelihood is

L P Px L L L, , , . 10L L L0 O2 0 O1 O3 0g g g= +( ∣ ) ( ) ( ) ( )

Finally, we compute the posterior LP L x x L, ,L L0 0g gµ( ∣ ) ( ∣ )
L, ,L 0gP( ) the contour plot for which is shown on Figure 5,

with contours in blue and red corresponding, respectively, to
the posterior 90% and 50% credible regions. The constant rate
curves shape the posterior: if we fix a value of the rate, higher
values for the low-luminosity cutoff L0 favor higher values of
the low-luminosity power index γL. Each credible region’s L0
value is compatible with the luminosity value range of
GRB 170817A. Finally, the 90% credible region curve does
not close for low values of L0: this is due to the fact that we do
not have any information about events down to those
luminosities and for this reason we did not explore lower
values for L0. By marginalizing the posterior PDF over L0, we
obtain that γL= 0.28± 0.45.
To present these results in the luminosity function space, we

compute the rate curves dR d Llog0 10 for pairs of values (γL,
L0) sampled according to the posterior distribution P(γL, L0|x).
From this set of curves we obtain the median and credible
intervals on the luminosity distribution.
The plot in the top panel of Figure 6 shows the dR d Llog0 10

90% and 50% credible intervals as functions of Llog10 and
compares them to other estimations performed in other works
(Ghirlanda et al. 2016; Salafia et al. 2020; Tan & Yu 2020). It
illustrates how the short GRB luminosity function in our model
peaks around L∼ LGRB 170817A, considering this the only short
GRB event observed at such a low luminosity.
The plot in the bottom panel of Figure 6 shows the inverse

cumulative short GRB rate density distribution R0(>L) as a

Figure 5. Contour plot of the two-dimensional posterior as a function of the γL
parameter (horizontal axis) and of the base 10 logarithm of L0 (vertical axis)
with plots of the corresponding marginalized posterior curves (in green). The
contours correspond to the 90% and 50% credible regions (respectively in blue
and red) for the two parameters. The bounds regions for those two parameters
are compatible with the measured luminosity from GRB 170817A (yellow
dashed line with shaded area) as its value is greater than L0 for the bulk of the
values inside the regions. The marginalized posterior for L0 peaks around
L = LGRB170817A because of the likelihood factor, which requires that the joint
detection happened around that value.

299 There are actually 42 efficiency curves available from the O2 PyGRB
analysis, but the efficiency curve corresponding to GRB 170817A was not
computed properly since the pipeline considered the GW170817 event as a
background event.
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function of the luminosity L. The credible intervals corresp-
onding to the sampled curve are compatible with the BNS rate
density measured for Abbott et al. (2021c).

Given the present results on the low-luminosity short GRB
population and the expected sensitivity for the fourth observing
run of Advanced LIGO and Advanced Virgo (O4; Abbott et al.
2020), and only considering short GRBs detected by Fermi/

GBM as onboard triggers, we estimate a joint GW–GRB
detection rate of R 1.04 yrGW GRB

O4
0.27
0.26 1=- -

+ - during the next
data collecting period.

6. Conclusions

We followed up on Fermi/GBM and Swift/BAT GRBs
reported during LIGO–Virgo’s O3b and performed a targeted
search using the times of the GRBs and their sky localizations
to search for possible GW associations. For GRBs flagged
as either short or ambiguous (see Section 2), we ran a
template-based search for BNS and NSBH waveforms (Harry
& Fairhurst 2011; Williamson et al. 2014). We also ran on all
GRBs a generic transient analysis to look for GW signals
(Sutton et al. 2010; Was et al. 2012). We did not find any
significant GW candidate in coincidence with the GRBs we
analyzed. Our results are consistent with the previously
predicted detection rate of 0.07–1.8 yr−1 for O3 (Abbott et al.
2019a). We also performed a weighted binomial test to search
for a population of subthreshold GW signals in our sample. We
did not find strong evidence for any such event. We used
different emission models to put a lower bound on the distances
of the GRB progenitors. The 90% exclusion distances are
reported in Table 2 for all the GRBs in our sample, along with
timing and localization information as well as information on
detectors used in the analyses. Finally, we performed a
population study for all GRBs analyzed with the modeled
search in O1 (Abbott et al. 2017e), O2 (Abbott et al. 2019a),
O3a (Abbott et al. 2020), and O3b. Starting from a broken
power law to model our population and constraining two of its
parameters through Bayesian inference, we found that our
luminosity function peaks around the luminosity value
measured for GRB 170817A with this model. Furthermore,
the local rate density for short GRBs is compatible with that of
BNS events. Based on the present population study, we
provided an estimate of the joint GW–GRB detection rate for
the O4 run.
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Figure 6. Plots of differential local rate densities as functions of luminosity
(upper panel) and of the inverse cumulative rate density as a function of L
(lower panel). In the upper plot, our set of curves is represented with the blue
solid line (the solid line represents the median one and the shaded areas
represent the 90% and 50% credible intervals). At large luminosity, we do not
represent the error bars, since in this analysis the parameters of the distribution
above L** = 5 × 1049 erg s−1 were set by the analysis from Wanderman &
Piran (2015). In the same plot we also show the luminosity functions from
Salafia et al. (2020) (orange, dashed line), Tan & Yu (2020) (yellow, dotted
line), and Ghirlanda et al. (2016) (green, dashed–dotted line). In the bottom
plot we represent the median curve as a continuous brown line and the 90% and
50% credible intervals, respectively, as yellow and red dashed lines.
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Inverse cumulative rate 
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• Estimated joint detection rate for Fermi/GBM in O4: 
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Concluding Remarks

1. GWs will allow us to probe the progenitors and dynamics of GRBs, providing answers to fundamental 
questions in this field


2. Several strategies and pipelines are in place aiming for joint GW+GRB observations


3. The LIGO-Virgo-KAGRA Collaboration followed up 352 GRBs, achieved 1 joint detection, and started 
placing constraints on the population of low-luminosity short GRBs


4. The expected detection rate in O4 is 


5.  Fast forward to the Einstein Telescope/Cosmic Explorer Era


• 105 compact binary coalescences per year, with detection ranges at z ≳ 3

• On-axis short GRBs become the most promising counterparts to GW signals for redshift identification


• New gamma-ray observing facilities are mandatory
13
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