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What is a container? <R

d A way to package an application with all the necessary dependencies and
configuration

1 Portable artifact, easily shared and moved around
[ Makes development and deployment more efficient
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Application development

Before containers After containers

PostgresSQL .
configuration Start script
< v

ProstgreSQL ProstgreSQL
Container Container

+ +

— —

> Installation process different on each OS > Own isolated environment
environment > Packaged with all needed configuration
> Many steps where something could go wrong > One command to install the app
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Application deployment <R

—— Application Deployment Application Deployment
Before containers
« Multiple server configuration per team member could lead to the dependenc + Developers and operations teams can stay on the same page through the over-
P g p P Y
version conflicts i all development process thanks to packaging the application in a container
« Textual guides could lead to misunderstandings and misinterpretations « The only environmental configuration needed on the server — Docker Runtime

Operations

oo
- Container Java A
Developer = Operations ) configuration o . PO Container
ULl o ] -
& i % 2 — ';g:' Developer \9
o —— _extenal ﬂ pull

2 configuration
—-— [= external :
i = dependencies
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Virtual machines vs Containers

App1l App 2

bins/libs bins/libs -

GuestOS GuestOS bins/libs  bins/libs  bins/libs

Hypervisor - Container Engine

Host Operating System

Operating System

Infrastructure Infrastructure

Virtual Machines Containers

The Containers work on the concept of Os-level virtualization, i.e. the kernel's ability to make multiple
isolated environments on a single host.
These environments encapsulate the programs and hide the true nature of the environment.

Three fundamental components enable OS-level virtualization: Control Groups, Namespaces, and Union
Filesystem.
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Containers = combination of namespaces & cgroups

Host
B R SN PR S S AR e 1 T T R T A T T T I | P A A T AT R S AT T 1
\ Container1 | E Container2 E Container 3 ,
I 1 | |
. (namespaces) ! | (namespaces) ! | (namespaces) !
[ [ e e S L e e 0 O e e e e ey e el e e e ana
/ cgroups \ / cgroups \ / cgroups \
Kernel

For further details have a look at this blog:
https://www.nginx.com/blog/what-are-namespaces-cgroups-how-do-they-work/
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Restricting visibility: Namespaces

Linux namespaces: It is a feature of Linux kernel to

isolate resources from each other. This allows one set of PID namespaces
Linux processes to see one group of resources while
allowing another set of Linux processes to see a different Host
group of resources. PID 1

S e e R ST R el 1
There are several kinds of namespaces in Linux: Mount —— 1237 , PID namespace 1 :
(mnt), Process ID (PID), Network (net), User ID (user), | : :
Control group (cgroup), and Interprocess Communication 1(1238) |
1
]
1

(IPC). A i I—+2(1241)

For example, two processes in two different mounted
namespaces may have different views of what the Kernel
mounted root file system is. Each container can be
associated with a specific set of namespaces, and these
namespaces are used inside these containers only.
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Restricting usage: Control groups B

. . . CPU cgroups
cgroups provide an effective mechanism for
resource limitation. ( niainee)
|

: 1
With cgroups, you can control and manage '----I-----
system resources (CPU, Memory, Networking,

. . : cpu

...) per Linux process, increasing overall cgroup 1
resource utilization efficiency.
Cgroups allow to control resource utilization per CRUS

container.
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Docker architecture

Docker is an open source platform for building, deploying, and managing containerized
applications

(I

container

Ad

image

Docker works on a client-server architecture: S
ien

H . manages manages
e a server with a long-running daemon docker CLI

process dockerd. REST API

e APIs which specify interfaces that @
programs can use to talk to and instruct (x e —
the Docker daemon. network docke‘::‘,’:emon volumes

e A command line interface (CLI) client

manages manages
docker. ag ﬂ g
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. INFN
docker, containerd, runc N

When you run a container with docker, you're actually running it
through the Docker daemon, containerd, and then runc.

e containerd is an industry standard high-level runtime for
containers. It's main responsibility is to maintain the [ Docker Engine |
container's lifecycle (create/update/stop/restart or delete).
e runc is the runtime specification given by OCI (Open
Container Initiative) for running containers, interacting with
existing low-level Linux features, like namespaces and N
control groups. 12 R TN
o after the creation of the container runc exits and the lifecycle of the Lrunc J (runc J (.. ) ()

container is managed by the shim® process (that becomes parent of
the container).

(*) In tech terms, a shim is a component in a software system, which acts as a bridge between different APIs, or as a compatibility layer. A
shim is sometimes added when you want to use a third-party component, but you need a little bit of glue code to make it work.
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Docker & Kubernetes

Docker was the first container runtime used by Kubernetes.

Starting from version 1.20 Kubernetes is deprecating the support for Docker as a
container runtime.

Kubernetes works with all container runtimes that implement a standard known as
the Container Runtime Interface (CRI). This is essentially a standard way of
communicating between Kubernetes and the container runtime, and any runtime
that supports this standard automatically works with Kubernetes.

Docker does not implement the Container Runtime Interface (CRI). In the past, there
weren't as many good options for container runtimes, and Kubernetes implemented
the Docker shim, an additional layer to serve as an interface between Kubernetes
and Docker.

Now, however, there are plenty of runtimes available that implement the CRI, and it
no longer makes sense for Kubernetes to maintain special support for Docker.

docker kubernetes

Container Runtime Interface (CRI)

A v A 4
Ve

p

containerd 1

l

‘ Open Container Initiative (OCI) spec

Y

-~

runc

{ —

‘ container ‘ container ’
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. INFN
Docker main components R

e Docker containers: Isolated user-space environments running the same or
different applications and sharing the same host OS. Containers are created
from Docker images.

e Docker images: Docker templates that include application libraries and
applications. Images are used to create containers and you can bring up
containers immediately. You can create and update your own custom images
as well as download build images from Docker's public registry.

e Docker registries: This is an images store. Docker registries can be public or
private, meaning that you can work with images available over the internet or
create your own registry for internal purposes. One popular public Docker
registry is Docker Hub.
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https://hub.docker.com/

What is a docker image? Civen

Images are multi-layered self-contained files that act as the template for creating
containers. They are like a frozen, read-only copy of a container.

In the past, different container engines had different image formats. But later on,
the Open Container Initiative (OCI) defined a standard specification for container
images which is complied by the major containerization engines out there. This
means that an image built with Docker can be used with another runtime like
Podman.

Images can be exchanged through registries.
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Docker registry

INFN

BARI

An image registry is a centralized place where you can upload your images and can also

download images created by others.

Docker Hub is the default public registry for Docker. Another very popular image registry is

Quay by Red Hat.

vdockerhub Q. Search for great content (e.g, mysgl) Explore  Pricing

& Docker [® containers % Plugins

Filters 1-25 0f 7.551.166 available images.

Images

Verified Publisher @ ubuntu
| official Images @ Updated 19 hours ago.

Offcal Imagos Publshed By Docker
Ubuntu is a Debian-based Linux operating system based on free software.

Categories @ Gontainer’ ([t 3881 [TARMea") AR %64 PowerPC64 LE
|| Analytics

[ Application Frameworks

[ Appiication Infrastructure postgres

["] Appiication Services HpelsiediShours g0

[] Base Images The PostgreSQL object-relational database system provides reliability and data integrity.
[] patabases Conta ” 64LE 6 T BM Z o
["] DevOps Tools

|| Featured Images

| Messaging Services redis

] Monitoring B es 19 nours ago

Operating Systems

Redis is an open source key-value store that functions as a data structure server.

(| Programming Languages
Containe K Wind mips6dle  PowerPCG4LE 336  ARMGS  IBMZ

[ ] security

] storage

signin

@ RED HAT Quayio EXPLORE TUTORIAL PRICING search SIGN IN

bn July 1st 2021, Quay.o willtransition to Red Hat Single Sign-On Services exclusively. You need to link your Quay.io login to a redhat.com acca

by this date, in order to be able o login to the web interface. CLI tokens and robot accounts are not impacted. Read more about this change in

FAQ.
Most Popular -

10M+ 10K+
Downloads ~ Stars

search

Operating System

1. B bitnami/sealed-secrets-controller 7
10M+ 9.4K
Downloads  Stars AKubernetes controller for one-way encrypted Secrets.
Last Modified: 23 days ago activity
2. B jetstack/cert-manager-controller 20
[ _orricuLmmce_@ ] Last Modifed: days ago —
10M+ 95K
Downloads  Stars
3. & prometheus/node-exporter 4@
——
Last Modified: 7 days ago activity
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Docker image layers <k

Thin R/W layer 54— Container layer

e A Docker Image consists of read-only layers i 1 i i i
built on top of each other.

e Docker uses the Union File System (UFS) to
build an image.

-~

91e54dfb1179

e Theimage is shared across containers. a
. . >— Image layers (R/0)
e Each time Docker launches a container from
an image, it adds a thin writable layer, known
as the container layer, which stores all
changes to the container throughout its ubuntu:15.04 )
runtime. Container

(based on ubuntu:15.04 image)
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Docker image vs container

Each container has its own writable
container layer, and all changes are
stored in this container layer.

L.Thin R/W layer_} L..Thin R/W layer

e

L_Thin R/Wiayer ] L..Thin R/W layer _}

N

91e54dfb1179

Multiple containers can share access to
the same underlying image and yet have
their own data state.

d74508fb6632 1.895 KB

e

€22013cB84729 194.5 KB

When the container is deleted, the —
writable layer is also deleted. The S—
underlying image remains unchanged.
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Copy-On-Write mechanism CNeN

COW is a standard UNIX pattern that provides a single shared copy of some data until the
data is modified.

Docker makes use of copy-on-write technology with both images and containers. This
CoW strategy optimizes both image disk space usage and the performance of container
start times. At start time, Docker only has to create the thin writable layer for each
container.

Containers that write a lot of data consume more space than containers that do not. This
is because most write operations consume new space in the container’s thin writable top
layer.

Note: for write-heavy applications, you should not store the data in the container. Instead,
use Docker volumes, which are independent of the running container and are designed to
be efficient for I/0. In addition, volumes can be shared among containers and do not
increase the size of your container’s writable layer. (Source: Docker docs)
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https://docs.docker.com/storage/storagedriver/

Docker storage drivers <k

Storage drivers allow you to create data in the writable layer of your container. The files won't be persisted
after the container is deleted, and both read and write speeds are lower than native file system performance.

Docker supports the following storage drivers:

overlay2 is the preferred storage driver, for all currently supported Linux distributions, and requires no extra configuration.
aufs was the preferred storage driver for Docker 18.06 and older, when running on Ubuntu 14.04 on kernel 3.13 which had no support for
overlay?2.

° fuse-overlayfs is preferred only for running Rootless Docker on a host that does not provide support for rootless overlay2. On Ubuntu and
Debian 10, the fuse-overlayfs driver does not need to be used as overlay2 works even in rootless mode.

e devicemapper is supported, but requires direct-lvm for production environments, because loopback-lvm, while zero-configuration, has very
poor performance. devicemapper was the recommended storage driver for CentOS and RHEL, as their kernel version did not support overlay2.
However, current versions of CentOS and RHEL now have support for overlay2, which is now the recommended driver.

e  The btrfs and zfs storage drivers are used if they are the backing filesystem (the filesystem of the host on which Docker is installed). These
filesystems allow for advanced options, such as creating “snapshots”, but require more maintenance and setup. Each of these relies on the
backing filesystem being configured correctly.

e  The vfs storage driver is intended for testing purposes, and for situations where no copy-on-write filesystem can be used. Performance of this
storage driver is poor, and is not generally recommended for production use.

More info at https://docs.docker.com/storage/storagedriver/select-storage-driver/
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Persist data with volumes

X
. . . Host
Docker provides the following options for - —
. . . ontainer

containers to store files in the host machine, so tmpfst

. i moun
that the files are persisted even after the mgm voliime
container stops
% volumes Filesystem Memory
% bind mounts ! Docker area !
% tmpfs | ===

\_ S

e volumes are stored in a part of the host filesystem which is managed by Docker
(/var/lib/docker/volumes/ on Linux). Non-Docker processes should not modify this part of
the filesystem. Volumes are the best way to persist data in Docker.

e bind mounts may be stored anywhere on the host system. They may even be important
system files or directories. Non-Docker processes on the Docker host or a Docker container
can modify them at any time.

e tmpfs mounts are stored in the host system’'s memory only, and are never written to the
host system'’s filesystem
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Docker volume plugins

Volumes also support the use of volume drivers, which allow you to store your
data on remote hosts or cloud providers, among other possibilities.

Extend the functionality of the Docker Engine

Use the extensible Docker plugin API

Allows an end-user to consume existing storage and its functionality

Create Docker storage volumes that are linked to containers lifecycle (can be
persisted afterwards if needed)

More details: https://docs.docker.com/engine/extend/legacy_plugins/#volume-plugins
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Volume plugin workflow <k

[dan@dockercon ~]$% docker plugin install store/storagedriver/array

[dan@dockercon ~]$ docker volume -d array -o ssd -o 32Gb fast_volume
fast_volume

[dan@dockercon ~]$ docker volume 1
DRIVER VOLUME NAME
array fast_volume

$ docker run -it --rm \

-v dockercon:/mnt \ API Call 3&
busybox sh
docker C N
< I
|/_ Mount volume '\ I
g
mnt host@1
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Plugin benefits <R

Data-intensive applications: Volume plugins expose specialized functionality in
storage providers that can be utilised for data—intensive workloads.

Data migration: Volume plugins make it easy to move data across hosts in the
form of snapshots (e.g. enable migration of production databases from one host
to another with minimum downtime..)

Stateful application failover: Ability to have volumes that can be easily moved and
re-attached, allowing easy failover to new machines/instances and re-attaching of
data volumes.
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Docker networking

A network in Docker is another logical object like a container and image.

By default Docker has the following networking drivers:

e  bridge: the default networking driver in Docker. This can be used EPSESMERON Dot e A e Ra e
when multiple containers are running in standard mode and need :
to communicate with each other : ’ e eatene oy ol_j
e host: removes the network isolation completely. Any container :
running under a host network is basically attached to the network 7230.0.0/18
of the host system. Host mode networking can be useful to et L LT )
optimize performance, and in situations where a container needs Q" v e ek uttaret cor iGN
to handle a large range of ports, as it does not require network s082 «w"“m»: 17219038082 E ]
1 1
1

address translation (NAT), and no “userland-proxy” is created for .
interface

network bridge

each port
e none: this driver disables networking for containers altogether O

e overlay: this is used for connecting multiple Docker daemons gogy yedoabn beeos localhost8083
across computers
e macvlan: it allows assignment of MAC addresses to containers,

making them function like physical devices in a network server no network OJ

8084

e ipvlan: similar to macvlan, the key difference being that the
endpoints have the same MAC address.
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Docker cli

$ docker help

Usage: docker [OPTIONS] COMMAND

A self-sufficient runtime for containers

Options:

--config string

Location of client config files (default "/home/tutorl/.docker")

-c, --context string Name of the context to use to connect to the daemon (overrides DOCKER_HOST env var and default context set with "docker context use")

-D, --debug

-H, --host list
-1, --log-level string Set the logging level ("debug"|"info"|"warn"|"error"|"fatal") (default "info")

--tls

Enable debug mode
Daemon socket(s) to connect to

Use TLS; implied by --tlsverify

--tlscacert string Trust certs signed only by this CA (default "/home/tutorl/.docker/ca.pem")
--tlscert string Path to TLS certificate file (default "/home/tutorl/.docker/cert.pem")
--tlskey string
--tlsverify

-v, --version

Management Commands :

app*
builder
buildx*
config
container
context
image
manifest
network
node
plugin
scan*
secret
service
stack
swarm
system
trust
volume

Docker
Manage

Path to TLS key file (default "/home/tutorl/.docker/key.pem")
Use TLS and verify the remote
Print version information and quit

App (Docker Inc., v@.9.1-beta3)
builds

Build with BuildKit (Docker Inc., v@.5.1-docker)

Manage
Manage
Manage
Manage
Manage
Manage
Manage
Manage
Docker
Manage
Manage
Manage
Manage
Manage
Manage
Manage

Docker configs

containers

contexts

images

Docker image manifests and manifest lists
networks

Swarm nodes

plugins

Scan (Docker Inc., v@.7.0)
Docker secrets

services

Docker stacks

Swarm

Docker

trust on Docker images
volumes



https://docs.docker.com/engine/reference/commandline/cli/

Commands to manage docker objects
Usage: docker‘CONMAND

Manage images

Usage: docker COhMAND Commands:

build Build an image from a Dockerfile
history Show the history of an image
import Import the contents from a tarball to create a filesystem image
Commands : inspect Display detailed information on one or more images
attach Attach local standard input, output, and error streams to a running container load Load an image from a tar archive or STDIN
commit Create a new image from a container's changes s List images
cp Copy files/folders between a container and the local filesystem prune Remove unused images
create Create a new container pull Pull an image or a repository from a registry
diff Inspect changes to files or directories on a container's filesystem push Push an image or a repository to a registry
exec Run a command in a running container s A MOES.- LIeges ;
F i 3 g save Save one or more images to a tar archive (streamed to STDOUT by default)
export Export a container's filesystem as a tar archive tag Create a tag TARGET_IMAGE that refers to SOURCE_IMAGE
inspect Display detailed information on one or more containers
kill Kill one or more running containers Usage: docker{ volume JCOMMAND
logs Fetch the logs of a container
1s List containers anage volumes
pause Pause all processes within one or more containers
port List port mappings or a specific mapping for the container
prune Remove all stopped containers
rename Rename a container
restart Restart one or more containers
rm Remove one or more containers
run Run a command in a new container
start Start one or more stopped containers Usage: docker(network )JCOMMAND
stats Display a live stream of container(s) resource usage statistics
stop Stop one or more running containers Manage networks
top Display the running processes of a container
unpause Unpause all processes within one or more containers Commands : .
update Update configuration of one or more containers connect Connect a container to a network

g A § 3 § A r r n rk
wait Block until one or more containers stop, then print their exit codes c.eate C.eute d hetwo i
disconnect Disconnect a container from a network

inspect Display detailed information on one or more networks
1s List networks

prune Remove all unused networks

rm Remove one or more networks

Manage containers

Commands :
create Create a volume
inspect Display detailed information on one or more volumes
1s List volumes
prune Remove all unused local volumes
rm Remove one or more volumes




Miscellaneous commands

e docker ps: list running containers

o -ato list also stopped containers
o -sto show container sizes

e docker stats: display container(s) usage statistics
e docker system df: show docker disk usage
e docker system prune:remove unused data
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Docker Graphical Interface <R

Portainer is a lightweight management Ul which allows you to easily manage your different Docker environments.

The tool, which is compatible with the standalone Docker engine and with Docker Swarm, is simple to both use and

deploy, being available as a Docker container itself. It can be used both on the local machine as well as a remote
Docker GUI.

Portainer allows you to manage all your Docker resources (containers, images, volumes, networks and more)

For more details: https://documentation.portainer.io/

Portainer - Chromium

C @ localhont o~ @ i

« C O locathost
ﬁporfcinenio F=3

¥ LocAL W Containers

ol
rtainer.io

%
=

LocaL © About statistics

Q

stateld  Quick & ® T
O Name Fiter T Silons Stack Image Created ndress  Published Ports
0 m BEO m > or 2013-02-1313:04:33 17217.03 [ 2241032000 (F'8
O rortainer [EEIE] 8 0 = > o - o 52:30 1721702 (£ 9000500
0 flestosh  [EGIEY B © w >_ filestash machines/filestash  2019-04-1717:52:54 1721802 (£ s3s6susa
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Docker part 1 - Hands-on

https://maricaantonacci.qithub.io/docker-tutorial/

[ O J © Docker Tutorial - part 1 X - (-]
C @& maricaantonacci.github.i.. Y B @ 2 & @ ¢ « ® 4 0 M . i

Docker Tutorial - part 1

Home /

The main goal of this tutorial is to learn the docker basic concepts from a user perspective and to get familiar with the
docker cli.

You will learn about:

* how docker stores images and manages container data

* how to run your first container

« how to run a service in a docker container and make it available outside of Docker
* how to persist your data

« how to install and use a docker web interface

/' Note

How to create (e.g. from a Dockerfile) or modify a docker image and share it using a registry is out of the scope of this tutorial and will be
covered in part 2.
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Lab challenge CNiN

Goal: run WordPress and MySQL containers, and then use your web browser to access
wordpress on port 8080.

Hints:

1. Launch MySQL (mysql:5.7) with container name db, and pass environment variables
to the container to configure it.

2. Launch WordPress (wordpress:latest) with container name wordpress, and pass
environment variables to the container to configure it.

Advanced features:

- Create a custom private network and configure the containers to use this network
- Create a volume db_data to provide persistent storage for mysql container
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