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Random Forest and Gradient Boosted Classifiers

RFC

❖ It can build each tree independently.
❖ Results are combined at the end of the 

process.

GBC

❖ It builds one tree at a time.
❖ It combines results along the way.
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Old Results with smaller samples

❖ Rejection = Total No. of 
ER/ No. of ER left

❖ Rejection and signal 
efficiency is computed in 
each energy bin.
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Training with larger samples of Electron Recoils

1. Trained 3 models
a. Random Forest Classifier (RFC)
b. Gradient Boosted Classifier (GBC)
c. Deep Neural Network (DNN)

2. Data Division: 
a. Training : 80%
b. Testing : 20%

3. Total samples size: 60846 
samples (NR+ER)
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Results

Observables for recoil identification in gas TPCs (arXiv:2012.13649v1)
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Models Signal Eff. Bkg. Eff.
RFC 0.40 0.0019

0.50 0.0045

GBC 0.40 0.0041

0.50 0.0082

DNN 0.40 0.0045

0.50 0.0085
Selection on 
Delta

0.40 0.008
0.50 0.035
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A. Signal Efficiency

B. Background

Table 1: Results from all the models with 40 and 50% 
efficiency on signal in each energy bin and the 
background is from all then energy bin. Whereas 40 
and 50% efficiency with selection on delta is for the 
whole energy range.


