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CHEP 2010

● SuperB presentations
– “Fast Simulation for SuperB” (D. Brown, poster)

– “Distributed Production System for SuperB” (A. 
Fella, poster)

– “Computing for Flavor Factories” (A. Fella, plenary)

● Parallel streams I covered
– Distributed Processing and Analysis

– Grid and Cloud Middleware

– Computing Fabrics and Networking Technologies



  

Factoids

● Hosted by Academia Sinica Grid Computing (ASGC), 
Taipei – Taiwan

● ∼430 subscribers

● 12 plenary sessions, 7 parallel tracks

● 251 oral presentations, 191 posters

● 7/7 rainy days, 2 typhoons



  

Parallel tracks
● Distributed Processing and Analysis

– P.Kreuzer (CERN), K.Chen (NTU), F.Rademakers (CERN), T.Wenaus (BNL), I.Fisk (FNAL)

● Event Processing

– F.Cossuti (INFN), R.Itoh (KEK), O.Gutsche (FNAL)

● Grid and Cloud Middleware

– M.Schulz (CERN), A.Di Meglio (CERN)

● Online Computing

– T.Johnson (SLAC), R.Schwemmer (CERN), E.Gottschalk (FNAL), A.Gupta (Jammu U), R.Mommsen 
(FNAL), N.Katayama (KEK), J.Stelzer (DESY)

● Computing Fabrics and Networking Technologies

– T.Wong (BNL), J.Gordon (RAL), H.Newman (Caltech), T.Cass (CERN), D.Duellmann (CERN), 
H.Sakamoto (Tokio U)

● Software Engineering, Data Stores and Databases

– M.Cattaneo (CERN), S.Roiser (CERN)

● Collaborative Tools

– P.Galvez (Caltech), M.Lokajicek (FZU Prague)



  

The Worldwide LHC Computing Grid (WLCG) is a global 
collaboration of more than 140 computing centres in 34 countries,

 the 4 LHC experiments,and several national and 
international grid projects. 



  



  



  

The Global Lambda Integrated Facility is a 
worldwide laboratory for application and 

middleware  development that utilises a network of 
Interconnected optical wavelengths (also known 

as lambda grids)



  



  



Networking for High Energy 
Physics

Artur Barczyk
California Institute of Technology
CHEP 2010 conference
Taipei, October 19th, 2010
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Dynamic Bandwidth Provisioning

• Separate high impact data flows from commodity traffic
• Create user/experiment specific end-to-end topologies using 

different technologies
• Provide Quality of Service guarantees

– Bandwidth, latency, jitter, availability
• Hybrid: support various technologies

– Optical (λ-switched)
– Packet switched
– Routed (IP/MPLS, GMPLS)

• Advance reservation of network resources
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Summary

• 40Gbps & 100Gbps networking is reality
– 40GE switching/routing & NICs beginning to appear
– 40G continental links and transoceanic links beginning to appear
– Next generation 40/100G transport technology (OTN) starting to be 

deployed in backbone and metro networks; 40G in production 
– Widespread production by ~2012 (continental) & ~2013 (transoceanic)

• New network services become available in advanced NRENs
– Dynamic bandwidth allocation
– End-to-end monitoring

• Evolving HEP data and computing models can benefit from 
these developments
– If taken into account in the overall designs, and integrated into the data 

management software
• Applications capable of using these services are emerging

– FDT
– LambdaStation, Terapaths
– StorNet, ESCPS
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NRENs - National Research and Education Networks

























Cloud computing/virtualization

● Platform ISF adaptive cluster

● Open Nebula

● Amazon EC2
– Poster by Vanderbilt U, about cloud CMS use

– See talk about security problem in EC2

● Nimbus
– See Sotomayor, Montero, Llorente, Foster, “An 

Open Source Solution for Virtual 
Infrastructure Management in Private and 
Hybrid Clouds”, IEEE 2009, Special Issue on 
Cloud Computing for a comparison between 
Nimbus, OpenNebula, Eucalyptus et al.















Conclusions

● Too much interesting materials from chep10

– Need to make a selection of subjects in main 
thread lines and try to make them fit in a 
Computing Model 

● Very useful source of expertise

– Need to contact people, cooperate as possible, 
participate in key groups

● Thanks to D. Salomoni for the many and excellent stolen slides

● See report from CHEP'10 by D.Brown at II Computing workshop: 
http://agenda.infn.it/conferenceDisplay.py?confId=3104



Many other talks of interest

● “Ten Years of European Grids: What Have We Learnt?” by 
Stephen Burke

● “Establishing Applicability of SSDs to LHC Tier-2 Hardware 
Configuration” by Sam Skipsey

● “Computing at Belle II” by Thomas Kuhr

● “Modular software performance monitoring ” by Daniele Francesco 
Kruse

● “Hepsoft” by Stefan Roiser

● “WNoDeS, a tool for integrated Grid/Cloud access and computing 
farm virtualization” by A. Italiano and D.Salomoni

● “Reinforcing User Data Analysis with Ganga in the LHC Era: 
Scalability, Monitoring and User-support” by Johannes 
Elmsheuser
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