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What are we aiming to achieve?

2

Constraint 
on new 
physics

➤ We’re trying to hone our 
understanding of strong 
interactions for its own sake 

➤ We’re trying to establish a new 
sector of the standard Model 
(Higgs) 

➤ And we’re trying to maximise 
sensitivity to new physics in 
precision measurements and direct 
searches
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gμ-2
the puzzle evolves
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Fact II:

The SM cannot be the ultimate theory!

Some sub-facts:

1. gravity is not included

2. the hierarchy problem

3. no unification of the three forces

4. Dark Matter is not included

5. Baryon Asymmetry of the Universe cannot be explained

6. neutrino masses are not included

7. anomalous magnetic moment of the muon shows a ∼ 4σ discrepancy

Sven Heinemeyer, ICHEP 2022, Bologna, 12.07.2022 4
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gμ-2: largest theory uncertainty is “HVP”
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Photon Hadronic Vacuum Polarization (HVP) from Lattice QCD

Talk based on ETM Collaboration, C. Alexandrou et al. arXiv:2206.15084 (June 30)
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Hadronic Vacuum 
Polarisation (HVP) 

fig. from 
Frezzotti

BMWc, 2002.12347 
(adapted)
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Figure 3: Comparison of recent results for the leading-order, hadronic vacuum polarization contribution
to the anomalous magnetic moment of the muon. See [7] for a recent review. Green squares are lattice
results: this work’s result, denoted by BMWc’20 and represented by a filled symbol at the top of the figure,
is followed by Mainz’19 [32], FHM’19 [33], ETM’19 [34], RBC’18 [19] and our earlier work BMWc’17
[14]. Errorbars are s.e.m. Compared to BMWc’17, the present work has increased the accuracy of the
scale-setting from the per-cent to the per-mill level; has decreased the statistical error from 7.5 to 2.3;
has computed all isospin-breaking contributions as opposed to estimating it, the corresponding error is
1.4 down from 5.1; has made a dedicated finite-size study to decrease the finite-size error from 13.5 to
2.5; has decreased the continuum extrapolation error from 8.0 to 4.1 by having much more statistics on
our finest lattice and applying taste improvement. Red circles were obtained using the R-ratio method
by DHMZ’19 [3], KNT’19 [4] and CHHKS’19 [5, 6]; these results use the same experimental data as
input. The blue shaded region is the value that aLO�HVP

µ
would have to have to explain the experimental

measurement of (gµ � 2), assuming no new physics.
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[other less precise lattice determinations edited out for clarity]
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R-ratio method: re-interpret s-channel e+e– → hadrons data
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Figure 12: The total hadronic e+e� annihilation cross section ratio R as a function of
p

s [2]. Inclusive measurements from BES [37, 41, 59] (and
references therein) and KEDR [75, 86, 167] are shown as data points, while the sum of exclusive channels from this analysis is given by the narrow
blue bands. Also shown is the prediction from massless pQCD (solid red line). Reprinted from Ref. [6].

be safely estimated from the corresponding KS KS states, assuming CP invariance. Also BABAR results on the
⇡+⇡�3⇡0 channel have just been released [88], so that the only relevant final state up to 6 pions left unmeasured
is ⇡+⇡�4⇡0. Its contribution can be estimated from the other measured 6-pion final states using isospin constraints
obtained by projecting the cross section on Pais isospin classes [168, 169]. When applying these isospin relations,
it is important to consider the production of ⌘ mesons separately because of their isospin-violating decays. At the
present time the estimated contribution of missing channels contributes a fraction of less than 0.05% of the aHVP, LO

µ

value when integrating the cross sections up to 1.8 GeV, which is not an issue anymore (before 2017 this fraction
amounted to 0.7%). The situation is more problematic between 1.8 and 2 GeV, since the lack of measurements of
higher-multiplicity final states could introduce some small systematic e↵ect due to the resulting under-evaluation of
R. In this respect, the recent measurement by CMD-3 [89] of the 3⇡+3⇡�⇡0 final state brings valuable information on
this issue.

2.2.4. Major tensions in hadronic data
We present here the status of, and a discussion of the most important discrepancies between, data from di↵er-

ent experiments that a↵ect significantly the precision of the combined cross sections used for the evaluation of the
dispersion integrals.

Tensions in the ⇡+⇡� channel. The ⇡+⇡� channel accounts for approximately 3/4 of the full hadronic contribution to
the muon g�2. Thus, there is a need for the highest precision. Many experimental measurements have been performed
in the last four decades, but it is only in the last 15 years that su�cient statistics and small systematic uncertainties
have been achieved.

However, the situation is far from ideal as the two most precise measurements by KLOE and BABAR do not
agree well within their quoted uncertainties. After the combination [82] of the three KLOE measurements based on
di↵erent ISR methods, the reduced uncertainty makes the situation worse. Figure 13 taken from Ref. [82] shows the
ratios of the recent measurements by CMD-2, SND, BABAR, and BESIII to the combined KLOE cross section in the
0.6–0.9 GeV mass region, where the KLOE band and the data points include the full diagonal error. Several features

24

Aoyama et al 2006.04822

motivation – the leading-order HVP contribution to 𝑎𝜇

𝑎HVP,LO𝜇 = (𝛼𝑚𝜇3π )2 ∫∞
𝑚2𝜋

̂𝐾(𝑠)𝑠2 𝑅(𝑠) d𝑠
̂𝐾(4𝑚2𝜋) ≈ 0.63, lim𝑠→∞ ̂𝐾(𝑠) = 1

had.had.

• no new physics: the value of 𝑎HVP,LO𝜇 that matches the experimental result without BSM contributions⇒ 4.2𝜎 tension with the data-driven estimate (white paper average)• excluding BMW ’20, the lattice results are compatible with both “data-driven” and “no new physics”
but new subpercent-precision lattice results (BMW ’20) points to a no new physics solution• the experimental error will shrink: target 𝛿𝑎𝜇 ≈ 15 × 10−11, 2 ‰ of 𝑎HVP,LO𝜇

Marco Cè (AEC & ITP, Universität Bern) the hadronic running of the electroweak couplingsfrom lattice QCD 08/07/2022 2 / 14

from Marco Cè@ICHEP

√s  [GeV]

R(s)

https://agenda.infn.it/event/28874/contributions/168989/attachments/94380/129125/C%C3%A8_ICHEP2022.pdf
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2022 news: lattice & R-ratio results in time/energy windows
Covering whole region at high precision is challenging for lattice calculations 
→ but individual time/energy regions are more accessible
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Figure 1: Short-distance, intermediate, and long-distance weight functions in Euclidean time (left), and their correspondence in center-of-mass energy (right).

aHVP
SD aHVP

int aHVP
LD aHVP

total

All channels
68.4(5) 229.4(1.4) 395.1(2.4) 693.0(3.9)
[9.9%] [33.1%] [57.0%] [100%]

2⇡ below 1.0 GeV
13.7(1) 138.3(1.2) 342.3(2.3) 494.3(3.6)
[2.8%] [28.0%] [69.2%] [100%]

3⇡ below 1.8 GeV
2.5(1) 18.5(4) 25.3(6) 46.4(1.0)
[5.5%] [39.9%] [54.6%] [100%]

[1] – – – 693.1(4.0)
[24] – 231.9(1.5) – 715.4(18.7)
[36] – 236.7(1.4) – 707.5(5.5)

Table 1: Window quantities for HVP, based on Refs. [7–9, 11], using the merg-
ing procedure from Ref. [1] and the window parameters (11) (for all channels,
2⇡ below 1.0 GeV, and 3⇡ below 1.8 GeV; in each case indicating the decompo-
sition of the total in %). Previous results from lattice QCD and phenomenology
are shown for comparison where available. All numbers in units of 10�10.

available.
In Sec. 2, we provide such comparison numbers for the stan-

dard windows from Ref. [24], with e+e� uncertainties treated
in the same spirit as in Ref. [1]. In Sec. 3, we then consider a
set of modified window quantities that should allow for a more
detailed analysis of the energy dependence. The correlations
among the di↵erent windows are also evaluated and included.
Finally, we discuss the challenges in constructing optimized
window observables to isolate the origin of potential conflicts
between e+e� data and lattice QCD.

2. Euclidean windows

The master formula for the HVP contribution in the data-
driven approach reads [98, 99]

aHVP
µ =

✓↵mµ
3⇡

◆2 Z 1

sthr

ds
K̂(s)

s2 Rhad(s) ,

Rhad(s) =
3s

4⇡↵2�(e+e� ! hadrons(+�)) , (6)

with kernel function

K̂(s) =
3s
m2
µ

"
x2

2
�
2 � x2� +

1 + x
1 � x

x2 log x

+

�
1 + x2�(1 + x)2

x2

✓
log(1 + x) � x +

x2

2

◆#
,

x =
1 � �µ(s)
1 + �µ(s)

, �µ(s) =

s

1 �
4m2
µ

s
. (7)

The integration threshold takes the value sthr = M2
⇡0 , since the

⇡0� channel is included, by convention, in the photon-inclusive
cross section. In lattice QCD, most collaborations employ the
time-momentum representation [100–102]
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with another known kernel function K̃(t) and G(t) given by the
correlator of two electromagnetic currents jem
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with the lattice spacing taken to the limit a ! 0. Windows in
Euclidean time are defined by an additional weight function in
Eq. (8). The ones proposed in Ref. [24]

⇥SD(t) = 1 � ⇥(t, t0,�) ,
⇥win(t) = ⇥(t, t0,�) � ⇥(t, t1,�) ,
⇥LD(t) = ⇥(t, t1,�) ,
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�

◆
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were designed to separate short-distance, intermediate, and
long-distance contributions, respectively, with parameters

t0 = 0.4 fm , t1 = 1.0 fm , � = 0.15 fm . (11)

2

Colangelo et al., 2205.12963

lattice: time windows R-ratio: energy windows

short  
distance

long  
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intermediate (“W”)
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long distance
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intermediate window: 2 new lattice results (ETMC-22 & CLS/Mainz-22)

➤ Highest precision lattice results mutually 
consistent (more to come soon) 

➤ Difference in this window alone (~7) not 
enough to explain gμ-2 (~25), but 
enhances credibility of full BMWc-20 
result 

➤ Tension between lattice & e+e– data 
clearly needs to be understood

7

Backup: average of lattice aW
µ -results & tension with exp. data
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• our average (grey band): based on results with the dominating contributions evaluated using

i) at least 3 lattice spacings (for the limit a ! 0), ii) some ensembles with physical pion mass.

This excludes RBC/UKQCD-18 (due to i)) and ETMC-21 (due to ii), superseded by ETMC-22).

• strong tension with aW
µ (HVP-LO) results driven by experimental e+e� data :

at ⇠ 4.2�combined if WP-proc.(’22) (2205.12963, Colangelo et al.), see light-red band, is used

at ⇠ 5.8�combined if KNT(’19-’22) (1911.00367 + private comm. ), see dashed lines, is used
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stop press: 2207.04765 Fermilab Lattice/HPQCD/MILC also consistent with ETMC-22 SD+W

8

aHVP
µ window observables: SM (lattice) vs. experiment (Rhad)

SM predictions from lattice QCD + QED (col. 2,3,4) against Rhad data driven results (col. 5, 6)

latt. “aver.” $ our average of the “independent” results from ETMC-22, CLS-22 and BMW-20

WP-proc.(’22) $ 2205.12963 (Colangelo et al.) with merging procedure of 2006.04822 (WP)

KNT(’19-’22) $ Keshavarzi, Nomura, Teubner: 1911.00367 + private communication (2022)

obs.(HVP-LO) ETMC-22 BMW-20 latt. “aver.” WP-proc.(’22) KNT(’19-’22)
a) aSD

µ 1010 69.33(29) – – 68.4(5) 68.44(48)

b) aW
µ 1010 235.0(1.1) 236.7(1.4) 236.08(74) 229.4(1.4) 229.51(87)

c) aHVP
µ 1010 – 707.5(5.5) – 693.0(3.9) 692.78(2.42)

a) Agreement at 1.6 �combined level

b) Tension at 4.2 (or 5.8 ) �combined level ! [BACKUP]

c) Tension at 2.1 (or 2.4 ) �combined level
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adapted from Frezzotti@ICHEP

https://agenda.infn.it/event/28874/contributions/169032/attachments/93919/129127/talkRF_v10.pdf
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W mass

9

BSM papers

SM papers
143

5

Refs to CDF W-mass paper, as of 2022-07-11
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Miguel Ramos Pernas ICHEP 2022, Bologna, 7/7/2022W mass measurement at LHCb

Current picture on the W mass

2

Higher order corrections

[EPJC 78, 675 (2018)]

[LHCB-FIGURE-2022-003]

High correlation 
with other 

observables

Must understand differences 
between experiments and 

with respect to the SM 
prediction

from talk by Miguel Ramos Pernas

9.4 MeV error 
76 MeV above EW fit
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ΔmW of 100 MeV  → 0.5 – 2% change in spectrum

10 MeV precision requires ~0.1% control on kinematic distributions

11

4

W bosons identified in their decays to  and eν μν
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dimensional “transverse mass” mT is used in the mW

fit:

mT =
√

2p l
T p/T (1 − cos∆φ), (3)

where∆φ is the angle in the transverse plane between
the leptons, whose masses are negligible. The fit to
the mT distribution provides the statistically most
precise measurement of mW .
The charged lepton, which can be measured pre-

cisely, carries most of the observable mass informa-
tion in the event. We calibrate the muon momen-
tum using high statistics samples of the meson de-
cays J/ψ → µµ and Υ → µµ, which are fully re-
constructable and have well known masses. This re-
sults in a precise track momentum calibration, which
we transfer to the calorimeter with a fit to the ra-
tio of calorimeter energy to track momentum (E/p)
of electrons from W boson decays. The accuracy of
these calibrations is demonstrated by applying them
to measurements of the Z boson mass in the muon
and electron decay channels. We then incorporate
the known Z boson mass as an additional calibration
constraint.
The other directly measurable quantity needed for

the calculation of mT is the recoil transverse momen-
tum #uT . Since the W and Z bosons are produced at a
similar Q2, they have similar recoil distributions. We
use the leptons from the Z boson decay to measure
the pT of the Z boson. We then calibrate our model
of #uT by measuring the balance between the recoil
and Z boson #pT . The Z boson statistics are suffi-
cient to perform a recoil calibration to 1% accuracy,
which leads to a systematic uncertainty commensu-
rate with other uncertainties on mW .
To accurately model the shape of the mT distri-

bution, we use a fast Monte Carlo simulation of the
pp̄ → W → lν process including the recoil and the
detector response. The custom fast simulation allows
flexibility in parametrizing the detector response and
in separating the effects of the detector model com-
ponents. We use a binned likelihood to fit the mea-
sured mT distributions to templates (Section II D)
generated from the fast simulation, with mW as the
free parameter. All mW and lepton energy scale fits
are performed with this procedure.
Though less statistically precise, the plT and

p/T distributions provide additional information on
the W boson mass and are used as important tests
of consistency. We separately fit these distributions
for mW and combine all fits in our final result.
During the measurement process, all W boson

mass fits were offset by a single unknown random
number chosen from a flat distribution in the range
[-100,100] MeV. The fit result was thus blinded to

the authors until the analysis was complete [27]. The
final measured mW and its uncertainty have not
changed since the random offset was removed from
the fit results.
We give a brief overview of the template likelihood

fitting procedure in Section IID. Section III describes
the detector and the fast detector simulation used in
the analysis. The W boson measurement samples
are defined in Section IV. We describe the precision
measurements of muons and electrons in Sections V
and VI, respectively. These sections include event se-
lection, calibration, and resolution studies from the
dilepton and W boson data samples. Measurement of
the recoil response and resolution is presented in Sec-
tion VII. The backgrounds to the W boson sample
are discussed in Section VIII. Theoretical aspects of
W and Z boson production and decay, including con-
straints from the current data sample, are described
in Section IX. We present the W boson mass fits and
cross-checks in Section X. Finally, in Section XI we
show the result of combining our measurement with
previous measurements, and the corresponding impli-
cations on the predicted standard model Higgs boson
mass.

D. Template Likelihood Fits

All the fits involving mass measurements and the
energy scale (Sections V, VI, and X) are performed
with a template binned likelihood fitting procedure.
A given distribution to be fit is generated as a discrete
function of the fit parameter, using the fast simula-
tion. These simulated distributions are referred to
as “templates.” For each value of the fit parameter,
the simulated distribution is compared to the data
distribution and the logarithm of a binned likelihood
is calculated. The binned likelihood is the Poisson
probability for each bin to contain the ni observed
data events givenmi expected events, multiplied over
the N bins in the fit range:

L =
N
∏

i=1

e−minmi

i

ni!
. (4)

We calculate the logarithm of the likelihood using the
approximation lnn! ≈ (n+ 1/2) ln(n+ 1)− n:

lnL ≈
N
∑

i=1

[ni lnmi −mi − (ni +1/2) ln(ni +1)+ni].

(5)
The best-fit value of the parameter maximizes the
likelihood (or equivalently minimizes − lnL), and the
±1σ values are those that increase− lnL by 1/2. The
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ton’s (antiproton’s) total momentum, producing a W
or Z boson at center of mass energy

√
ŝ ≡ Q equal

to its mass times c2. The rate of production can be
predicted from two components: (1) the momentum
fraction distributions of the quarks, fq(x,Q2), which
are determined from fits to world data [23, 24]; and
(2) a perturbative calculation of the qq̄′ → W or Z
boson process [25].

d (u)
u
u (d)

p Epx

u
u
d

p Epx
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+l

)- (lν

FIG. 4: Leading-order annihilation of a quark and an-
tiquark inside the proton and antiproton, respectively,
producing a W+ or Z0 boson. The quark (antiquark)
has energy xpEp (xp̄Ep̄), where Ep (Ep̄) represents the
total proton (antiproton) energy. The production occurs
at a partonic center-of-mass energy Q. The uū → Z0 and
dū → W− processes are similar.

W and Z bosons can decay to lepton or quark
pairs. Decays to quark pairs are not observable
given the large direct qq̄′ background, and decays to
τ → ντ+hadrons are not as precisely measured as
boson decays to electrons or muons. For these rea-
sons we restrict ourselves to the direct electronic and
muonic decays (W → eν, W → µν, Z → ee, and
Z → µµ), with the corresponding decays to τ → lep-
tons considered as backgrounds to these processes
(Section VIII). The branching ratio for each lep-
tonic decay W → lν (Z → ll) is ≈11% (3.3%), and
the measured cross section times branching ratio is
(2749± 174) pb [(254.9± 16.2) pb] [26].

B. Conventions

We use both Cartesian and cylindrical coordinate
systems, in which +z points in the direction of the
proton beam (east) and the origin is at the center
of the detector. In the right-handed Cartesian coor-
dinate system, +x points north (outward from the
ring) and +y points upwards; in the cylindrical sys-
tem, φ is the azimuthal angle and r is the radius from
the center of the detector in the x − y plane. The
rapidity y = − 1

2 ln[(E − pzc)/(E + pzc)] is additive

l
Tp

ν
Tp
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u

FIG. 5: A W boson event, with the recoil hadron mo-
mentum (!uT ) separated into axes parallel (u||) and per-
pendicular (u⊥) to the charged lepton.

under Lorentz boosts along the z axis. For massless
particles, this quantity is equal to the pseudorapidity
η = − ln[tan(θ/2)], where θ is the polar angle with
respect to the z axis. All angles are quoted in radians
unless otherwise indicated.
Because the interacting quarks’ longitudinal mo-

menta pz are not known for each event, we gener-
ally work with momenta transverse to the beam line.
The interacting protons and antiprotons have no net
transverse momentum. Electron energy (muon mo-
mentum) measured using the calorimeter (tracker) is
denoted as E (&p), and the corresponding transverse
momenta &pT are derived using the measured track
direction and neglecting particle masses. The event
calorimetric &pT , excluding the lepton(s), is calculated
assuming massless particles using calorimeter tower
energies (Section IIIA 2) and the lepton production
vertex, and provides a measurement of the recoil mo-
mentum vector &uT . The component of recoil pro-
jected along the lepton direction is denoted u|| and
the orthogonal component is u⊥ (Fig. 5). The trans-
verse momentum imbalance in a W boson event is
a measure of the neutrino transverse momentum &p ν

T
and is given by &p/T = −(&p l

T + &uT ), where &p l
T is the

measured charged lepton transverse momentum.
When electromagnetic charge is not indicated,

both charges are considered. We use units where
! = c ≡ 1 for the remainder of this paper.

C. Measurement Strategy

The measurement of the final state from W → lν
decays involves a measurement of &p l

T and the total
recoil &uT . The neutrino escapes detection and the
unknown initial partonic pz precludes the use of pz
conservation in the measurement. The boson invari-
ant mass is thus not reconstructable; rather, the 2-
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dimensional “transverse mass” mT is used in the mW

fit:

mT =
√

2p l
T p/T (1 − cos∆φ), (3)

where∆φ is the angle in the transverse plane between
the leptons, whose masses are negligible. The fit to
the mT distribution provides the statistically most
precise measurement of mW .
The charged lepton, which can be measured pre-

cisely, carries most of the observable mass informa-
tion in the event. We calibrate the muon momen-
tum using high statistics samples of the meson de-
cays J/ψ → µµ and Υ → µµ, which are fully re-
constructable and have well known masses. This re-
sults in a precise track momentum calibration, which
we transfer to the calorimeter with a fit to the ra-
tio of calorimeter energy to track momentum (E/p)
of electrons from W boson decays. The accuracy of
these calibrations is demonstrated by applying them
to measurements of the Z boson mass in the muon
and electron decay channels. We then incorporate
the known Z boson mass as an additional calibration
constraint.
The other directly measurable quantity needed for

the calculation of mT is the recoil transverse momen-
tum #uT . Since the W and Z bosons are produced at a
similar Q2, they have similar recoil distributions. We
use the leptons from the Z boson decay to measure
the pT of the Z boson. We then calibrate our model
of #uT by measuring the balance between the recoil
and Z boson #pT . The Z boson statistics are suffi-
cient to perform a recoil calibration to 1% accuracy,
which leads to a systematic uncertainty commensu-
rate with other uncertainties on mW .
To accurately model the shape of the mT distri-

bution, we use a fast Monte Carlo simulation of the
pp̄ → W → lν process including the recoil and the
detector response. The custom fast simulation allows
flexibility in parametrizing the detector response and
in separating the effects of the detector model com-
ponents. We use a binned likelihood to fit the mea-
sured mT distributions to templates (Section II D)
generated from the fast simulation, with mW as the
free parameter. All mW and lepton energy scale fits
are performed with this procedure.
Though less statistically precise, the plT and

p/T distributions provide additional information on
the W boson mass and are used as important tests
of consistency. We separately fit these distributions
for mW and combine all fits in our final result.
During the measurement process, all W boson

mass fits were offset by a single unknown random
number chosen from a flat distribution in the range
[-100,100] MeV. The fit result was thus blinded to

the authors until the analysis was complete [27]. The
final measured mW and its uncertainty have not
changed since the random offset was removed from
the fit results.
We give a brief overview of the template likelihood

fitting procedure in Section IID. Section III describes
the detector and the fast detector simulation used in
the analysis. The W boson measurement samples
are defined in Section IV. We describe the precision
measurements of muons and electrons in Sections V
and VI, respectively. These sections include event se-
lection, calibration, and resolution studies from the
dilepton and W boson data samples. Measurement of
the recoil response and resolution is presented in Sec-
tion VII. The backgrounds to the W boson sample
are discussed in Section VIII. Theoretical aspects of
W and Z boson production and decay, including con-
straints from the current data sample, are described
in Section IX. We present the W boson mass fits and
cross-checks in Section X. Finally, in Section XI we
show the result of combining our measurement with
previous measurements, and the corresponding impli-
cations on the predicted standard model Higgs boson
mass.

D. Template Likelihood Fits

All the fits involving mass measurements and the
energy scale (Sections V, VI, and X) are performed
with a template binned likelihood fitting procedure.
A given distribution to be fit is generated as a discrete
function of the fit parameter, using the fast simula-
tion. These simulated distributions are referred to
as “templates.” For each value of the fit parameter,
the simulated distribution is compared to the data
distribution and the logarithm of a binned likelihood
is calculated. The binned likelihood is the Poisson
probability for each bin to contain the ni observed
data events givenmi expected events, multiplied over
the N bins in the fit range:

L =
N
∏

i=1

e−minmi

i

ni!
. (4)

We calculate the logarithm of the likelihood using the
approximation lnn! ≈ (n+ 1/2) ln(n+ 1)− n:

lnL ≈
N
∑

i=1

[ni lnmi −mi − (ni +1/2) ln(ni +1)+ni].

(5)
The best-fit value of the parameter maximizes the
likelihood (or equivalently minimizes − lnL), and the
±1σ values are those that increase− lnL by 1/2. The
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ton’s (antiproton’s) total momentum, producing a W
or Z boson at center of mass energy

√
ŝ ≡ Q equal

to its mass times c2. The rate of production can be
predicted from two components: (1) the momentum
fraction distributions of the quarks, fq(x,Q2), which
are determined from fits to world data [23, 24]; and
(2) a perturbative calculation of the qq̄′ → W or Z
boson process [25].
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FIG. 4: Leading-order annihilation of a quark and an-
tiquark inside the proton and antiproton, respectively,
producing a W+ or Z0 boson. The quark (antiquark)
has energy xpEp (xp̄Ep̄), where Ep (Ep̄) represents the
total proton (antiproton) energy. The production occurs
at a partonic center-of-mass energy Q. The uū → Z0 and
dū → W− processes are similar.

W and Z bosons can decay to lepton or quark
pairs. Decays to quark pairs are not observable
given the large direct qq̄′ background, and decays to
τ → ντ+hadrons are not as precisely measured as
boson decays to electrons or muons. For these rea-
sons we restrict ourselves to the direct electronic and
muonic decays (W → eν, W → µν, Z → ee, and
Z → µµ), with the corresponding decays to τ → lep-
tons considered as backgrounds to these processes
(Section VIII). The branching ratio for each lep-
tonic decay W → lν (Z → ll) is ≈11% (3.3%), and
the measured cross section times branching ratio is
(2749± 174) pb [(254.9± 16.2) pb] [26].

B. Conventions

We use both Cartesian and cylindrical coordinate
systems, in which +z points in the direction of the
proton beam (east) and the origin is at the center
of the detector. In the right-handed Cartesian coor-
dinate system, +x points north (outward from the
ring) and +y points upwards; in the cylindrical sys-
tem, φ is the azimuthal angle and r is the radius from
the center of the detector in the x − y plane. The
rapidity y = − 1

2 ln[(E − pzc)/(E + pzc)] is additive

l
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u

FIG. 5: A W boson event, with the recoil hadron mo-
mentum (!uT ) separated into axes parallel (u||) and per-
pendicular (u⊥) to the charged lepton.

under Lorentz boosts along the z axis. For massless
particles, this quantity is equal to the pseudorapidity
η = − ln[tan(θ/2)], where θ is the polar angle with
respect to the z axis. All angles are quoted in radians
unless otherwise indicated.
Because the interacting quarks’ longitudinal mo-

menta pz are not known for each event, we gener-
ally work with momenta transverse to the beam line.
The interacting protons and antiprotons have no net
transverse momentum. Electron energy (muon mo-
mentum) measured using the calorimeter (tracker) is
denoted as E (&p), and the corresponding transverse
momenta &pT are derived using the measured track
direction and neglecting particle masses. The event
calorimetric &pT , excluding the lepton(s), is calculated
assuming massless particles using calorimeter tower
energies (Section IIIA 2) and the lepton production
vertex, and provides a measurement of the recoil mo-
mentum vector &uT . The component of recoil pro-
jected along the lepton direction is denoted u|| and
the orthogonal component is u⊥ (Fig. 5). The trans-
verse momentum imbalance in a W boson event is
a measure of the neutrino transverse momentum &p ν

T
and is given by &p/T = −(&p l

T + &uT ), where &p l
T is the

measured charged lepton transverse momentum.
When electromagnetic charge is not indicated,

both charges are considered. We use units where
! = c ≡ 1 for the remainder of this paper.

C. Measurement Strategy

The measurement of the final state from W → lν
decays involves a measurement of &p l

T and the total
recoil &uT . The neutrino escapes detection and the
unknown initial partonic pz precludes the use of pz
conservation in the measurement. The boson invari-
ant mass is thus not reconstructable; rather, the 2-
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➤ naively that would translate to 

50-200 MeV on mW 
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about?) similarity between W & Z 
distributions 

➤ requires deep understanding of 
small differences between W & Z-
boson production
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thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:

d�N
3
LO+N

3
LL

DY
⌘ d�N

3
LL

DY
+d�NNLO

DY+jet
�
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
(1)

where d�N
3
LL

DY
represents the N3LL resummed p``T dis-

tribution obtained in Ref. [59] with the computer code
RadISH [52, 104, 105], including the analytic constant

terms up to O(↵3
s); the quantity

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
is its

expansion up to third order in ↵s, and d�NNLO

DY+jet
is the

di↵erential p``T distribution at NNLO, obtained with the
NNLOJET code [15, 19, 20]. Eq. (1) is finite in the limit
p``T ! 0: by integrating it inclusively over p``T one can ob-
tain predictions di↵erential in the leptonic phase space at
N3LO+N3LL perturbative accuracy, allowing for the in-
clusion of fiducial cuts. An important challenge in the
evaluation of the integral of Eq. (1) over p``T is given by

the fact that both d�NNLO

DY+jet
and

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
diverge

logarithmically in the limit p``T ! 0, and only their di↵er-
ence is finite. Guaranteeing the cancellation of such di-
vergences requires high numerical precision in the NNLO
distribution d�NNLO

DY+jet
down to very small values of p``T .

Setting d�NNLO

DY+jet
�

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
= 0 for p``T  pcutT in-

troduces a slicing error of order O((pcutT /m``)n), which
is further enhanced by logarithms of pcutT and requires
pcutT /m`` to be very small to ensure a good control over
this systematic uncertainty. If one integrates inclusively
over the leptonic phase space one has n = 2, while
the presence of fiducial cuts in general leads to the ap-
pearance of linear terms with n = 1 [100, 106–108].
Such linear corrections can be resummed at all orders in
Eq. (1) [56] by applying a simple recoil prescription [109]

to d�N
3
LL

DY
, and their inclusion would in principle allow

for a larger pcutT in the calculation. These e↵ects are ac-
counted for in Eq. (1), as discussed in Ref. [59]. As a con-
sequence, our N3LO+N3LL fiducial predictions obtained
by integrating Eq. (1) are only a↵ected by a slicing error
of order O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 110].
Since the fiducial cross section can be computed up to
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FIG. 1. Fiducial p``
T distribution at N3LO+N3LL (blue,

solid) and NNLO+NNLL (red, dotted) compared to ATLAS
data from Ref. [113]. The binning is linear up to 30GeV and
logarithmic above.

NNLO using the NNLOJET code, which implements a sub-
traction technique [111, 112] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

The problematics related to the presence of linear
power corrections can be avoided by modifying the defi-
nition of the fiducial cuts in such a way that the scaling
of the power corrections be quadratic across most of the
leptonic phase space. In the following we present a cal-
culation of Eq. (1) and of the fiducial cross section both
for the standard (symmetric) cuts adopted by LHC ex-
periments [113, 114] as well as for the modified (product)
cuts proposed in Ref. [100]. This state-of-the-art calcu-
lation allows us to assess precisely the e↵ect of di↵erent
types of fiducial cuts on the theoretical prediction for
the cross section, as well as on the performance of the
computational approach adopted here.

Results.— We consider proton–proton collisions at
a centre-of-mass energy

p
s = 13TeV. We adopt

the NNPDF4.0 parton densities [115] at NNLO with
↵s(MZ) = 0.118, whose scale evolution is performed
with LHAPDF [116] and Hoppet [117], correctly account-
ing for heavy quark thresholds. We adopt the Gµ

scheme with the following EW parameters taken from
the PDG [118]: MZ = 91.1876GeV, MW = 80.379GeV,
�Z = 2.4952GeV, �W = 2.085GeV, and GF =
1.1663787 ⇥ 10�5 GeV�2. We consider two fiducial vol-
umes, in both of which the leptonic invariant mass win-

cf. also talk by Ferrera@ICHEP

±1%
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FIG. 2: W boson charge asymmetry distribution from
LO to N3LO. The colored bands represent theory
uncertainties from 31 scale variations. The bottom

panel is the ratio with respect to NNLO.

and the error bars indicate the numerical integration er-
ror. Our state-of-the-art predictions at N3LO accuracy
amount to a contribution of about �2.5% with respect
to NNLO with relatively flat corrections for all rapidities.
While the NLO and NNLO scale variation bands overlap,
the N3LO prediction is found to be non-overlapping with
the previous order within the respective scale uncertain-
ties. This feature at N3LO has already been observed for
the total cross sections for neutral current [56, 57] and
charged-current [13] Drell-Yan production and for the
neutral-current Drell-Yan rapidity distribution [33] and
fiducial cross sections [58]. The relative size of scale vari-
ation remains comparable at NNLO and N3LO at about
±1% for central rapidity and slightly increasing at large
rapidity. We use three di↵erent qcutT values (1, 1.5 and
2GeV) to confirm that the contribution from sub-leading
power corrections is su�ciently suppressed in the plotted
fiducial region, thereby establishing qcutT -independence of
the results within integration errors. A strong check on
our results is provided by the rapidity-integrated charged
current Drell-Yan cross section at N3LO, where our re-
sults for qcutT = 1.5 GeV agree with [13] within our nu-
merical integration error of 1.5 per-mille.

The W boson charge asymmetry AW at hadron collid-
ers reveals details of the proton structure. It has been
measured at the Tevatron [59, 60] and the LHC [7, 9, 61]
and is defined as

AW(|yW|) =
d�/d|yW+ |� d�/d|yW� |

d�/d|yW+ |+ d�/d|yW� |
. (2)

In Fig. 2, we display the predictions of AW(|yW|) at

FIG. 3: W+ transverse mass distribution from LO to
N3LO accuracy. The colored bands represent theory
uncertainties from 7-point scale variation. The bot-
tom panel is the ratio with respect to NNLO, with

di↵erent cuto↵ qcutT .

13TeV center of mass energy with up to N3LO correc-
tions. We independently vary the scale choices between
the numerator and the denominator of Eq. (2) while re-
quiring 1/2  µ/µ0

 2 for any pair of scales. This
leads to 31 combinations of scale variations for estimat-
ing theoretical uncertainties of AW(|yW|). We observe
positive N3LO corrections of about 2% relative to the
NNLO predictions. The N3LO contribution is not flat in
rapidity. In contrast to the individual rapidity distribu-
tions, the charge asymmetry demonstrates convergence
of the perturbative expansion from NLO to N3LO with
scale variation uncertainty reduced to about ±1.5% at
N3LO.
Finally, we consider the transverse mass distribution

in charged-current Drell-Yan production. The transverse
mass is constructed as

mW
±

T =
q
2E`±

T E⌫
T (1� cos��), (3)

with E`±(⌫)
T denoting the transverse energies of the final

state charged lepton and neutrino and �� being their
azimuthal angle di↵erence. It is a characteristic observ-
able in measurements of MW [3–5, 10] and �W [62, 63]
at hadron colliders, since its distribution peaks around
MW and the shape of its tail is sensitive to �W. Fig. 3
presents the new state-of-the-art precision for the W+

boson transverse mass distribution with up to N3LO cor-
rections. Starting from NNLO, we observe a large reduc-
tion in scale uncertainties to the level of ±1%. There
is a non-trivial modification in the shape of the distri-

Best QCD predictions (N3LL + N3LO) for W/Z processes reach ~ 1%
➤ naively that would translate to 

50-200 MeV on mW 

➤ instead actual experimental 
analyses exploit (assumptions 
about?) similarity between W & Z 
distributions 

➤ requires deep understanding of 
small differences between W & Z-
boson production

13

X. Chen et al, 2205.11426

±1%
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Studies specific to CDF analysis: no signs of obvious big trouble

14

Impact of Resbos → Resbos2: Isaacson, Fu & Yuan, 2205.02788

FERMILAB-PUB-22-374-T, MSUHEP-22-017

ResBos2 and the CDF W Mass Measurement

Joshua Isaacson,1, ⇤ Yao Fu,2 and C.-P. Yuan3

1Theoretical Physics Department, Fermi National Accelerator Laboratory, P.O. Box 500, Batavia, IL 60510, USA
2Department of Modern Physics, University of Science and Technology of China, Jinzhai Road 96, Hefei, Anhui, 230026, China

3Department of Physics and Astronomy, Michigan State University,
567 Wilson Road, East Lansing, MI 48824, USA

The recent CDF W mass measurement of 80,433 ± 9 MeV is the most precise direct measurement.
However, this result deviates from the Standard Model predicted mass of 80,359.1 ± 5.2 MeV by
7�. The CDF experiment used an older version of the ResBos code that was only accurate at
NNLL+NLO, while the ResBos2 code is able to make predictions at N3LL+NNLO accuracy. We
determine that the data-driven techniques used by CDF capture most of the higher order corrections,
and using higher order corrections would result in a decrease in the value reported by CDF by at
most 10 MeV.

In the Standard Model (SM) of particle physics, the
electroweak sector can be uniquely determined given 3
input parameters to fix the values of two gauge couplings
and the vacuum expectation value, the Higgs and fermion
masses, and the weak mixing matrices. One of the pre-
dicted results is the mass of the W boson. Currently, the
electroweak global fits predict the mass to be 80,359.1
± 5.2 MeV [1]. Recently, the CDF experiment reported
the most precise direct measurement of the W mass as:
80,433 ± 9 MeV [2]. This corresponds to a 7� deviation
from the SM, and has spurred many Beyond the Stan-
dard Model explanations [3–55]. However, the ATLAS
and LHCb experiments also have directly measured the
mass of the W boson and found results of 80,370 ± 19
MeV [56] and 80,354 ± 32 MeV [57], respectively. The
tension between the direct measurements are at a level
of 3�, and have raised concerns about the CDF measure-
ment. One major concern brought up is that an older ver-
sion of the ResBos code [58, 59] was used, which is only
at the accuracy of next-to-next-to-leading logarithimic
accuracy matched to a next-to-leading fixed order calcu-
lation (NNLL+NLO) [60]. Here we investigate the shift
in the CDF result that would occur if the N3LL+NNLO
accurate ResBos version 2.0 [61] calculation was used in-
stead, including the correct angular functions at NNLO
in Quantum Chromodyamics. We will denote ResBos
version 2.0 as ResBos2 for the remainder of the text.
Additionally, we consider the e↵ects on the PDF uncer-
tainty from using the higher order prediction. State-of-
the-art calculations are now available in other codes at
N3LL’+N3LO accuracy [62–65].

The ResBos2 calculation includes the cusp anoma-
lous dimension at O(↵4

s), the non-cusp anomalous di-
mension at O(↵3

s), the hard collinear coe�cient at
O(↵2

s), and is matched to the fixed order calculation at

NNLO. This new accuracy corresponds to an accuracy of
N3LL+NNLO as described in Tab. I. The CDF experi-
ment chose to use the same version of ResBos as was
used in their previous analysis [66] when the higher or-
der corrections were unknown. The ResBos codebases
implement the Collins-Soper-Sterman (CSS) resumma-
tion formalism [67, 68], which performs the transverse
momentum resummation in b-space as

d�

dQ2 d2~pT dy d cos ✓ d�
= �0

Z
d2b

(2⇡)2
ei~pT ·~be�S(b) (1)

⇥ C ⌦ f(x1, µ)C ⌦ f(x2, µ)

+ Y (Q, ~pT , x1, x2, µR, µF ) ,

where Q, pT and y are respectively the invariant mass,
transverse momentum and rapidity of the lepton sys-
tem, ✓(�) is the polar (azimuthal) angle in the Collins-
Soper frame [69], �0 is the leading order matrix element,
x1,2 =

p
(Q2 + p2T )/s e

±y, with s being the center-of-
mass energy of the collider and Y contains the finite
terms of the fixed order calculation in the limit pT ! 0.
The Sudakov factor (S(b)) is defined as

S(b) =

Z C2
2Q

2

C2
1/b

2

dµ̄2

µ̄2


ln

✓
C2

2Q
2

µ̄2

◆
A (µ̄, C1) +B (µ̄, C1, C2)

�
,

(2)
and C⌦f(x, µ = C3/b) represents the convolution of the
hard collinear kernel with the PDF, the values of A, B,
and C can be calculated order-by-order in perturbation
theory. Additional details and the values of the coe�-
cients needed for N3LL accuracy are given in Appendix .
Another area of concern is the handling of the angu-

lar coe�cients within the ResBos code. The angular
coe�cients are given by

d�

dpT dy dQ d cos ✓ d�
=

3

16⇡

d�

dpT dy dQ
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to pseudo-experiments. We perform similar studies assuming a pseudo-measurement of the
MT distribution equals our prediction of using NNPDF3.1 NNLO PDFs. We calculate the
�2 as a function of MW for using predictions from various PDFs, taking into account only
statistical uncertainties since they are dominant over experimental systematic uncertainties.
From there we can estimate the shift of extracted MW as well as the statistical and PDF
uncertainties that are included in Table. I for comparisons. We can see the �2 fit indicates
a statistical uncertainty on the extracted MW of 8.0 MeV that is consistent with 9.2 MeV
from the CDF measurement on the muon channel alone. The �2 fit shows very good agree-
ments on the projected shift of extracted MW for di↵erent PDFs with respect to previous
simplified prescription of using hMT i. The estimated PDF uncertainties are slightly smaller
than previous ones because the �2 fit does account for higher moments of the kinematic
distribution.

�MW in MeV sta. NNPDF3.1 CT18 MMHT14 NNPDF4.0 MSHT20 CTEQ6M
hMT i(LO) – 0+8.3

�8.3 �1.0+8.3
�11.4 �3.3+7.4

�4.2 +7.8+5.1
�5.1 �3.1+6.7

�5.7 �7.3+8.4
�12.0

�2 fit (LO) 8.0 0+7.6
�7.6 �1.0+5.4

�8.6 �3.3+6.1
�3.0 +8.0+3.7

�3.7 �3.0+5.0
�4.0 �7.3+5.6

�9.3

hMT i(NLO) – 0+5.9
�5.9 �4.2+8.8

�13.3 �5.0+6.7
�5.3 +6.9+6.2

�6.2 �7.6+7.9
�6.7 �14.0+9.0

�11.9

�2 fit (NLO) 8.0 0+4.2
�4.2 �4.3+5.4

�10.1 �5.1+4.8
�3.4 +7.1+4.5

�4.5 �7.8+5.7
�4.5 �14.6+5.8

�5.4

CDF 9.2 0+3.9
�3.9 – – – – �3.3

TABLE I. Estimated shifts and PDF uncertainties at 68% C.L. on the extracted W boson mass
for the CDF scenario for various PDF sets with respect to a common reference of using NNPDF3.1
NNLO central PDF. We show results using the simplified prescription, compared to those from a
�2 fit as well as results reported in the CDF analysis. In the case of the �2 fit, we also show the
expected experimental statistical error of the extracted W boson mass compared to the actual one
in the CDF analysis.

Besides the PDF dependence, we have also explored other theoretical uncertainties, in-
cluding the factorization and renormalization scales, the strong coupling constant and the
W -boson decay width, based on a �2 fit of the transverse mass distribution at NLO with
CT18 NNLO PDFs, with results summarised in Tab. II. We discuss them in sequence as
follows.
• The scale uncertainty is estimated with the envelope of 7-point variation,

(µF , µR) = {(1/2, 1/2), (1/2, 1), (1, 1/2), (1, 1), (1, 2), (2, 1), (2, 2)}M`⌫ . (5)

It is found that maximal shifts on MW are -3.0 and +3.1 MeV, respectively. However, we
expect the impact of scale variations to be largely reduced once higher order corrections are
included.
• The strong coupling constant can impact MW extraction in two ways. First, starting from
NLO, high-order corrections to W boson production directly involve in the QCD interaction.
Second, di↵erent choices of strong coupling in the QCD global analysis will lead to di↵erent

Variation µF,R (7-point) ↵s = 0.118± 0.002 �W = 2, 085± 42 MeV
�2 fit (NLO) 0+3.1

�3.0 0+1.2
�1.3 0+7.1

�6.8

TABLE II. Dependence of MW extraction on the factorization and renormalization scales, the
strong coupling and the W -boson decay width for the CDF scenario.

Impact of PDFs: Gao, Liu & Xie, 2205.03942
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Modelling W and Z production for MW determination

Theoretical predictions encoded in DYTurbo used for simulate W and Z boson
events.
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Z production at the LHC [LHCb Coll. (’22)]. LHCb data and Z qT distribution for

the different candidate models compared with LHCb data.

Giancarlo Ferrera – Milan University & INFN ICHEP – 7/7/2022
Drell–Yan production at N3LL+N3LO in QCD 13/15

QED corrections in differential  
distn: Ferrera@ICHEP

(a) (b)

(c) (d)

Figure 3: Differential distributions of the coefficient A0, A1, A2, and A4 as a function of the
W-boson transverse momentum for the W� signature.

8

angular coeffs at pt>0  
 NNLO QCD+NLO EW 

Pellen et al, 2204.12394

TMD-PDFs & non-perturbative effects in pT distributions: 
Bozzi@ICHEP, Hautmann@ICHEP (cf plot), 
Keersmakers@ICHEP

11 F Hautmann: ICHEP2022 – Bologna, July 2022 

INCLUSION OF PDF UNCERTAINTY AND

FLAVOR DEPENDENCE IN TMD EXTRACTION

                                                 Bury et al., arXiv:2201.07114 

slide by P. Zurita

https://agenda.infn.it/event/28874/contributions/168978/
https://agenda.infn.it/event/28874/contributions/168987/attachments/94639/129651/Bozzi_20220709.pdf
https://agenda.infn.it/event/28874/contributions/168992/attachments/94746/129835/tk_ichep22_july9.pdf
https://agenda.infn.it/event/28874/contributions/169931/attachments/94534/129427/ICHEP2022LissaKeersmaekers.pdf
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impact of mixed QCD-EW corrections: αEW × αs 
➤ full study of fit to distribution not easy at fixed order 

➤ instead study mass determination from mean lepton pt, inclusive or fiducial 
(here just the production corrections; decay corrections should factorise)

16

Behring et al, 2103.02671 
see also differential QED: Ferrera@ICHEP 

high-mass: talk by Signorile-Signorile 
& Armadillo et al, 2201.01754

δmZ 
(scaled by mW/mZ)

δmW difference

inclusive ⟨ptl⟩ @ αEW –32 MeV –32 MeV 0.3 MeV

inclusive ⟨ptl⟩ @ αEW αS +62 MeV +55 MeV –7   MeV

fiducial   ⟨ptl⟩ @ αEW αS [ATLAS cuts] –17±2 MeV

➤ relevant for both Z-calibrated methods (impact may be moderated by tuned 
fiducial cuts) & standalone W methods. Needs more study (e.g. differential) 

LH
C

 13 TeV
 

m
y adaptation of their num

bers

https://agenda.infn.it/event/28874/contributions/168978/
https://agenda.infn.it/event/28874/contributions/168913/
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Parton Shower accuracy — can affect mW & 1000’s of other studies
➤ standard parton showers are 

Leading Logarithmic (LL),  
increasingly a limitation 

➤ several groups producing 
new generation of showers 
aiming for NLL 
[Nagy&Soper, PanScales, Holguin-
Forshaw-Platzer, Herren-Höche-Krauss-
Reichelt-Schönherr] 

17

only angular-ordered showers (e.g. Herwig)  
get right pattern of W/Z recoil & associated radiation

only dipole showers  
(Sherpa/Dire/Pythia/Herwig)  

get right nested large-angle 
emission pattern  

(e.g. affects lepton isolation eff.)
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New PanScales NLL hadron-collider showers

18
(a) (b)

Figure 5: Cumulative distribution for the colour-singlet transverse momentum in the

↵s ! 0 limit, normalized with respect to the NLL analytic result, (a) for qq̄ ! Z events

and (b) for gg ! H events. The results are shown for Dipole-kt with local (red dashed

line) and global recoil (green dotted line), PanGlobal with �PS = 0 (blue solid line) and

�PS = 0.5 (blue circles), and PanLocal with �PS = 0.5, both for the antenna (black

triangles) and dipole (black squares) variants. For clarity, the PanLocal antenna (dipole)

points have been slightly shifted towards the left (right), with respect to the values actually

used, which coincide with the PanGlobal �ps = 0.5 ones.

only � � �0.42 (Z) and � � �0.26, to stay well away from the breakdown of the ptX -

space NLL resummation. The PanScales showers that are shown all agree with the NLL

prediction. Conversely, the Dipole-kt showers fail to reproduce the correct NLL result. For

the qq̄ ! Z process, we see a 35% (10%) discrepancy of the NLL terms at � = �0.42 using

the Dipole-kt shower with a local (global) recoil. For the gg ! H process we find a 7%

(3%) di↵erence at � = �0.26. Performing a comparison at the same value of � = �0.25

for both processes, we find a 3% (1%) discrepancy for qq̄ ! Z versus 7% (2%) for gg ! H,

with local (global) IF recoil in the Dipole-kt shower.9

5.2 Power-scaling region

Now let us turn to the second resummation regime, namely that where R0 > 2 and the

dominant mechanism to produce a small ptX is a vector cancellation between the transverse

recoils of di↵erent emissions. A first remark is that the tests shown in Fig. 5 already probe

this mechanism, because the NLL result is sensitive to it even in the regime of R0 < 2,

through the g2 function in Eq. (4.1), specifically the part in Eq. (B.13). Still, the R0 > 2

9One can develop an intuition for the sizes of the e↵ects across di↵erent observables and di↵erent pro-

cesses with the help of a fixed-order analysis of the kind carried out in Ref. [10]. Many of the results from

that article carry over to the initial-state case, however we leave a detailed analysis to the interested reader.

– 13 –

(a) (b)

Figure 7: (a) Cumulative distribution for the transverse-momentum in a rapidity slice

of |y| < 1 as a function of � for the PanGlobal �ps = 0 shower. The top panel shows

the expected (dashed) and the shower (solid) results, and the bottom panel shows the

ratio between the two. (b) Di↵erence between the shower ⌃PS and the expected single-

logarithmic result (⌃SL) for a fixed value of � = �0.5 for all showers. Colour coding is the

same as in Fig. 4.

The NGLs are single-logarithmic terms of the form �n = ↵n
sL

n, where L = ln(pt/Q),

created by the emissions of soft large-angle gluons near the edge of the slice and we obtain

our reference resummation from the code developed for Ref. [60], which uses the strategy

of Ref. [57].

To test the shower accuracy, we take a rapidity-slice window of full-width 2 (� = 1)

and scan over values of �0.5 < � = ↵sL < 0.11 Fig. 7a shows PanGlobal �ps = 0

shower results, as compared to the single logarithmic expectations, illustrating perfect

agreement across the full range of �. Fig. 7b shows results for several showers at a fixed

value of � = �0.5, demonstrating that all showers agree with the expected result. The

Dipole-kt showers are coloured amber because they are subject to spurious leading-colour

super-leading logarithms (and because of the associated delicacy of the removal of collinear

radiation, which is essential to achieve the ↵s ! 0 limit).

Note that this is the only one of our tests that has been performed at leading colour

(CF = CA/2 = 4/3) rather than full colour. The NODS scheme used elsewhere in this

11The results are obtained with asymptotically small values of ↵s, so as to avoid a need for extrapolation.

In the shower, collinear (initial and final-state) radiation at emission angles smaller than 2⇥e
�13 is discarded

in order to keep the event multiplicity under control. In finite-coupling runs for the PanScales showers, we

have verified that such a cut does not impact the results. These verifications are not entirely convincing in

the case of the Dipole-kt showers, an expected consequence of the presence of leading-colour super-leading

logarithms.

– 16 –

van Beekveld, Ferrario Ravasio, GPS, Soyez, Soto Ontoso, Soyez, Verheyen, 2205.02237 
idem + Hamilton to appear, Ferrario Ravasio @ ICHEP

NLL for W/Z pt recoil
NLL for large-angle 

radiation

https://arxiv.org/abs/2205.02237
https://agenda.infn.it/event/28874/contributions/169021/attachments/93781/128113/slides_ferrario.pdf
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New PanScales NLL hadron-collider showers
and much more, e.g.  

➤ conceptually, practically simple soft spin 
correlations 
(Hamilton, Karlberg, GPS, Scyboz, 
Verheyen 2111.01161) 

➤ calculations for steps beyond NLL 
➤ collinear splitting: Dasgupta, El 

Menoufi@ICHEP, 2109.07496;  
➤ subleading non-global logs: Banfi, 

Dreyer, Monni, 2111.02413; NNDL  
➤ multiplicity at NNDL: Medves@ICHEP, 

Soto-Ontoso, Soyez, 2111.02413 
➤ phenomenological use (a year or two 

away)

19
(a) (b)

Figure 5: Cumulative distribution for the colour-singlet transverse momentum in the

↵s ! 0 limit, normalized with respect to the NLL analytic result, (a) for qq̄ ! Z events

and (b) for gg ! H events. The results are shown for Dipole-kt with local (red dashed

line) and global recoil (green dotted line), PanGlobal with �PS = 0 (blue solid line) and

�PS = 0.5 (blue circles), and PanLocal with �PS = 0.5, both for the antenna (black

triangles) and dipole (black squares) variants. For clarity, the PanLocal antenna (dipole)

points have been slightly shifted towards the left (right), with respect to the values actually

used, which coincide with the PanGlobal �ps = 0.5 ones.

only � � �0.42 (Z) and � � �0.26, to stay well away from the breakdown of the ptX -

space NLL resummation. The PanScales showers that are shown all agree with the NLL

prediction. Conversely, the Dipole-kt showers fail to reproduce the correct NLL result. For

the qq̄ ! Z process, we see a 35% (10%) discrepancy of the NLL terms at � = �0.42 using

the Dipole-kt shower with a local (global) recoil. For the gg ! H process we find a 7%

(3%) di↵erence at � = �0.26. Performing a comparison at the same value of � = �0.25

for both processes, we find a 3% (1%) discrepancy for qq̄ ! Z versus 7% (2%) for gg ! H,

with local (global) IF recoil in the Dipole-kt shower.9

5.2 Power-scaling region

Now let us turn to the second resummation regime, namely that where R0 > 2 and the

dominant mechanism to produce a small ptX is a vector cancellation between the transverse

recoils of di↵erent emissions. A first remark is that the tests shown in Fig. 5 already probe

this mechanism, because the NLL result is sensitive to it even in the regime of R0 < 2,

through the g2 function in Eq. (4.1), specifically the part in Eq. (B.13). Still, the R0 > 2

9One can develop an intuition for the sizes of the e↵ects across di↵erent observables and di↵erent pro-

cesses with the help of a fixed-order analysis of the kind carried out in Ref. [10]. Many of the results from

that article carry over to the initial-state case, however we leave a detailed analysis to the interested reader.

– 13 –

van Beekveld, Ferrario Ravasio, GPS, Soyez, Soto Ontoso, Soyez, Verheyen, 2205.02237 
idem + Hamilton to appear, Ferrario Ravasio @ ICHEP

NLL for W/Z pt recoil

https://arxiv.org/abs/2111.01161
https://agenda.infn.it/event/28874/contributions/169012/attachments/94394/129148/ICHEP2022.pdf
https://arxiv.org/abs/2109.07496
https://arxiv.org/abs/2111.02413
https://agenda.infn.it/event/28874/contributions/169030/attachments/94149/128664/lund-multiplicity-ICHEP-medves.pdf
https://arxiv.org/abs/2111.02413
https://arxiv.org/abs/2205.02237
https://agenda.infn.it/event/28874/contributions/169021/attachments/93781/128113/slides_ferrario.pdf
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theory systematics 
dominate

20

ICHEP 2022 - Zirui Wang     4Global signal strength 

• Considering all production and decay modes together:  

• Experimental and theory uncertainties reduced by a factor of 2 wrt Run 1 result 
• SM compatibility (p-value): 39%
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Higgs Couplings at CMS, 07/07/22 - M. Bonanomi 12

Do we observe SM yields?

0 0.5 1 1.5 2 2.5 3 3.5 4
Parameter value

γZµ

µµµ

bbµ

ττµ

WWµ

ZZµ

γγµ

 (13 TeV)-1138 fb

Observed 1 SD (stat)±

 syst)⊕1 SD (stat ± 1 SD (syst)±

 syst)⊕2 SDs (stat ±

CMS

0.96−
1.07+2.59 0.93−

0.97+ 0.25−
0.45+ 

0.42−
0.45+1.21 0.38−

0.42+ 0.16−
0.17+ 

0.21−
0.22+1.05 0.15± 0.15−

0.16+ 

0.10± 0.85 0.06± 0.08±

0.09± 0.97 0.05± 0.08±

0.11−
0.12+0.97 0.07−

0.08+ 0.08−
0.09+ 

0.09± 1.13 0.06± 0.06−
0.07+ 

Stat Syst

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Parameter value

tH
µ

ttH
µ

ZH
µ

WH
µ

VBF
µ

ggH
µ

 (13 TeV)-1138 fb

Observed 1 SD (stat)±

 syst)⊕1 SD (stat ± 1 SD (syst)±

 syst)⊕2 SDs (stat ±

CMS

2.42−

2.66+6.05 1.99−
2.06+ 1.38−

1.69+ 

0.19−
0.20+0.94 0.15± 0.12−

0.13+ 

0.25−
0.22+1.29 0.20± 0.14−

0.09+ 

0.25−
0.26+1.44 0.21± 0.15−

0.16+ 

0.12± 0.80 0.10−
0.09+ 0.07−

0.08+ 

0.07−
0.08+0.97 0.04± 0.06−

0.07+ 

Stat Syst

Assess compatibility with SM by measuring signal strength modifiers: 

Assuming inclusive scaling : 
 

 
 

Fourfold improvement in precision with respect to the discovery 
Theoretical and experimental syst. uncertainty at the same level of stat.! 

Relaxing assumptions and assuming different scaling for production and decay: 

      

μ = (σBobs)/(σBSM)
μ = 1.002 ± 0.057 = 1.002 ± 0.036 (theory) ± 0.033 (exp.) ± 0.029 (stat.)

μi = ( σi

σi,SM ) μi = ( Bf

Bf,SM )

` ` CMS

ATLAS
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the master formula

21

σ = ∑
i,j

∫ dx1dx2 fi/p(x1) fj/p(x2) ̂σ(x1x2s) × [1 + 𝒪(Λ/M)p]
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σ = ∑
i,j

∫ dx1dx2 fi/p(x1) fj/p(x2) ̂σ(x1x2s) × [1 + 𝒪(Λ/M)p]

HXSWG YR 4 gg→H uncertaintiesPDFs
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Several major updates in past two years
➤ PDF4LHC21: 2203.05506 (based on CT18, MSHT20, NNPDF31) 

➤ NNPDF40: 2109.02653 

➤ MSHT20QED: 2111.05357 

➤ MSHT20: 2012.04684 

➤ …

23

https://arxiv.org/abs/2203.05506
https://arxiv.org/abs/2109.02653
https://arxiv.org/abs/2111.05357
https://arxiv.org/abs/2012.04684
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Comparing modern PDF sets

24

PDF4LHC15 1.0000 ± 0.0184
PDF4LHC21 0.9930 ± 0.0155
CT18       0.9914 ± 0.0180
MSHT20     0.9930 ± 0.0108
NNPDF40    0.9986 ± 0.0058

gg-lumi, ratio to PDF4LHC15 @ mH

× 3

Amazing that MSHT20 & NNPDF40 are 
reaching %-level precision 

Differences include 
➤ methodology (replicas & NN fits, 

tolerance factors, etc.) 
➤ data inputs 
➤ treatment of charm 
At this level, QED effects probably no 
longer optional (MSHT20QED: 0.9870)

NNPDF40 presented @ICHEP by Stegeman 
NB: PDF4LHC21 uses CT18/MSHT20/NNPDF31
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NNPDF40 has many checks: e.g. removing DIS data (and associated worries about  sizeable Λ2/Q2 corrections)

25

Figure 74: (Left) d̄/ū PDF ratio and (right) uV � dV PDF absolute value compared to the MSHT20
default at Q2 = 1.9 GeV2 at NNLO showing the e↵ect of removing the HERA data from the MSHT20
default global fit.

Figure 75: (Left) s + s̄ PDF ratio and (right) g PDF absolute value compared to the MSHT20 default
at Q2 = 1.9 GeV2 at NNLO showing the e↵ect of removing the HERA data from the MSHT20 default
global fit.

the fixed target data sets, with the BCDMS, NMC and E665 showing significant changes of

��
2 = �7.8,�19.0, 8.4 respectively. The NMC is particularly noteworthy here as it is known

that there is a slight tension between the NMC data below about x = 0.05 and the HERA data

in the same x range, with the former being undershot if the HERA data are fit. The HERA

data in this region constrain the quarks to be smaller than is favoured by the NMC (once they

are evolved between their scales). Consequently, once the combined HERA data set is removed

both the valence quarks and the overall light sea in the x > 0.01 region are allowed to increase,

and for the NMC data a significant improvement in �
2 is observed. These changes are also

seen in the fixed-target data set normalisations, which are all increased by about 1.5% once the

HERA data are removed. As a result of these changes, the valence quarks are also forced to

reduce at low x by the number sum rule, as observed in Fig. 72.

Any di↵erences in the valence quarks momentum distribution (by having more of their

100

Reassuring indications that results are not (substantially) affected by  
corrections from low-  DIS part of fit

Λ2/Q2

Q2
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NNPDF40 query: sampling quality
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FIG. 7. Hopscotch scan results for the Higgs vs. Z cross section for ATLAS at 13 TeV. Here we show clouds of alternative
replicas that have �35  ��

2  0 with respect to the NNPDF4.0 central replica, where �
2 is computed according to the t0

(cyan) and experimental (grey) definitions.

solutions are acceptable on the same footing as the responses of individuals in a population survey. We make LHAPDF6
grids of the alternative PDF replicas available for the future analyses [51].

IV. CONCLUSIONS

PDF uncertainties in high-stake measurements (Higgs cross sections, W boson mass. . . ) should be examined for
robustness of results to sampling of available experimental data sets and PDF parametrizations. Sampling biases may
arise in PDF fits operating with large populations of possible solutions. Increasing the volumes of the fitted data and
parametric space may increase, not reduce, the sample expectation deviation. An undetected deviation may result
in a wrong prediction with a low nominal uncertainty. Sampling biases may limit reduction of the PDF uncertainties
and explain some di↵erences between the PDF sets.

For these reasons, global fits are potentially vulnerable to unrepresentative sampling when their overall scope
(including the number of PDF parameters, size of data sets, range of possible assumptions) grows. As a way to
mitigate the risk of underestimation in specific applications, statistical literature suggests to swap democratic sampling
in all dimensions for preferential sampling in fewer dimensions that are most relevant to the task at hand.

In the Monte-Carlo (MC) replica method, constructing the Hessian eigenvector (EV) sets from the MC PDF set
introduces a convenient coordinate system for such dimensionality reduction. Taking the W boson mass measurements
as an example, we could identify the few Hessian sets that give the largest contribution to the MW PDF error. It
is then more e↵ective to sample these EV directions with a higher density of replicas to look for acceptable PDFs
that may be outside of the nominal MC uncertainty. We presented a technique of hopscotch scans to perform such
estimation. As an example, we have demonstrated that the NNPDF4.0 fitting code allows alternative solutions of
their global fit that predict the LHC cross sections outside of the nominal NNPDF4.0 uncertainties, while having
the same total �2 as the NNPDF4.0 central replica and satisfying typical validation criteria adopted in the CT fit.
Furthermore, from the examination of alternative NNPDF4.0 replicas, we find that dependence of the distribution of
acceptable predictions on the prescription for implementation of experimental systematic errors cannot be neglected
at the targeted level of accuracy. Similar dependence has been observed in the CT fits (see e.g., Sec. 6D in [48]) and
should be examined as a part of the total uncertainty.

In either the MC or Hessian methods, a comprehensive range of fits must be explored to understand variations
due to the functional forms and other choices. This viewpoint is taken in the CTEQ-TEA family of analyses, in
which the tolerance on the fixed PDF functional form of the published set is selected so as to cover candidate best-fit

Courtoy et al, 2205.10444 
using NNPDF public code

Some of them (cyan points) have 
lower  than NNPDF central PDFχ2

Construct new replicas as linear 
combinations of NNPDF replicas

nominal  
NNPDF40 68%cl

Many of those lie well outside 
nominal NNPDF40 68%cl region

lower χ2 than  

NNPDF40

σΗ [pb]

σZ [pb]

https://nnpdf.mi.infn.it/nnpdf-open-source-code/
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NNPDF40 query: sampling quality
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FIG. 7. Hopscotch scan results for the Higgs vs. Z cross section for ATLAS at 13 TeV. Here we show clouds of alternative
replicas that have �35  ��

2  0 with respect to the NNPDF4.0 central replica, where �
2 is computed according to the t0

(cyan) and experimental (grey) definitions.

solutions are acceptable on the same footing as the responses of individuals in a population survey. We make LHAPDF6
grids of the alternative PDF replicas available for the future analyses [51].

IV. CONCLUSIONS

PDF uncertainties in high-stake measurements (Higgs cross sections, W boson mass. . . ) should be examined for
robustness of results to sampling of available experimental data sets and PDF parametrizations. Sampling biases may
arise in PDF fits operating with large populations of possible solutions. Increasing the volumes of the fitted data and
parametric space may increase, not reduce, the sample expectation deviation. An undetected deviation may result
in a wrong prediction with a low nominal uncertainty. Sampling biases may limit reduction of the PDF uncertainties
and explain some di↵erences between the PDF sets.

For these reasons, global fits are potentially vulnerable to unrepresentative sampling when their overall scope
(including the number of PDF parameters, size of data sets, range of possible assumptions) grows. As a way to
mitigate the risk of underestimation in specific applications, statistical literature suggests to swap democratic sampling
in all dimensions for preferential sampling in fewer dimensions that are most relevant to the task at hand.

In the Monte-Carlo (MC) replica method, constructing the Hessian eigenvector (EV) sets from the MC PDF set
introduces a convenient coordinate system for such dimensionality reduction. Taking the W boson mass measurements
as an example, we could identify the few Hessian sets that give the largest contribution to the MW PDF error. It
is then more e↵ective to sample these EV directions with a higher density of replicas to look for acceptable PDFs
that may be outside of the nominal MC uncertainty. We presented a technique of hopscotch scans to perform such
estimation. As an example, we have demonstrated that the NNPDF4.0 fitting code allows alternative solutions of
their global fit that predict the LHC cross sections outside of the nominal NNPDF4.0 uncertainties, while having
the same total �2 as the NNPDF4.0 central replica and satisfying typical validation criteria adopted in the CT fit.
Furthermore, from the examination of alternative NNPDF4.0 replicas, we find that dependence of the distribution of
acceptable predictions on the prescription for implementation of experimental systematic errors cannot be neglected
at the targeted level of accuracy. Similar dependence has been observed in the CT fits (see e.g., Sec. 6D in [48]) and
should be examined as a part of the total uncertainty.

In either the MC or Hessian methods, a comprehensive range of fits must be explored to understand variations
due to the functional forms and other choices. This viewpoint is taken in the CTEQ-TEA family of analyses, in
which the tolerance on the fixed PDF functional form of the published set is selected so as to cover candidate best-fit
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            first approx N3LO PDFs

➤ includes approximations & data-
driven fits to parts of N3LO 
currently unknown 

➤ 7.6% decrease in Higgs cross 
section (w. N3LO σ) 

➤ PDF part of uncertainty goes up 
by ×2.5–3 

➤ fairly surprising; starting point for 
many future investigations
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Approximate N3LO Parton Distribution Functions
with Theoretical Uncertainties:

MSHT20aN3LO PDFs
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a Department of Physics and Astronomy, University College London, London, WC1E 6BT,
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b Rudolf Peierls Centre, Beecroft Building, Parks Road, Oxford, OX1 3PU

Abstract

We present the first global analysis of parton distribution functions (PDFs) at approx-

imate N3LO in the strong coupling constant ↵s, extending beyond the current highest

NNLO achieved in PDF fits. To achieve this, we present a general formalism for the in-

clusion of theoretical uncertainties from missing higher orders (MHOs) into a PDF fit. We

demonstrate how using the currently available knowledge surrounding the next highest

order (N3LO) in ↵s can provide consistent, justifiable and explainable approximate N3LO

(aN3LO) PDFs, including estimates for missing higher order uncertainties (MHOUs).

Specifically, we approximate the splitting functions, transition matrix elements, coe�cient

functions and K-factors for multiple processes to N3LO. Crucially, these are constrained

to be consistent with the wide range of already available information about N3LO to

match the complete result at this order as accurately as possible. Using this approach

we perform a fully consistent approximate N3LO global fit within the MSHT framework.

This relies on an expansion of the Hessian procedure used in previous MSHT fits to allow

for sources of theoretical uncertainties. These are included as nuisance parameters in a

global fit, controlled by knowledge and intuition based prior distributions. We analyse

the di↵erences between our aN3LO PDFs and the standard NNLO PDF set, and study

the impact of using aN3LO PDFs on the LHC production of a Higgs boson at this order.

Finally, we provide guidelines on how these PDFs should be be used in phenomenological

investigations.
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� order PDF order � +��+ ���� (pb) � (pb) + ��+ ���� (%)
PDF uncertainties

N3LO

aN3LO (no theory unc.) 44.164 + 1.339 - 1.382 44.164 + 3.03% - 3.13%
aN3LO (Hij +Kij) 44.164 + 1.473 - 1.395 44.164 + 3.34% - 3.15%

aN3LO (H 0
ij
) 44.164 + 1.515 - 1.354 44.164 + 3.43% - 3.07%

NNLO 47.817 + 0.558 - 0.581 47.817 + 1.17% - 1.22%
NNLO NNLO 46.206 + 0.541 - 0.564 46.206 + 1.17% - 1.22%

PDF + Scale uncertainties

N3LO

aN3LO (no theory unc.) 44.164 + 1.339 - 2.214 44.164 + 3.03% - 5.01%
aN3LO (Hij +Kij) 44.164 + 1.473 - 2.222 44.094 + 3.34% - 5.03%

aN3LO (H 0
ij
) 44.164 + 1.515 - 2.196 44.164 + 3.43% - 4.97%

NNLO 47.817 + 0.577 - 2.210 47.817 + 1.21% - 4.62%
NNLO NNLO 46.206 + 4.284 - 5.414 46.206 + 9.27% - 11.72%

Table 13: Higgs production cross section results via gluon fusion using N3LO and NNLO hard cross
sections combined with NNLO and aN3LO PDFs. All PDFs are at the standard choice ↵s = 0.118.
These results are found with µ = mH/2 unless stated otherwise, with the values for µ = mH supplied
in Table D.1.

Figure 45: Higgs production cross section results via gluon fusion at two central scales: µ = mH/2
(left) and µ = mH (right). Displayed are the results for aN3LO PDFs with decorrelated K-factors
((Hij +Kij)�1), correlated K-factors (H 0 �1

ij
= (Hij +Kij)�1) each with a scale variation band from

varying µr by a factor of 2. In the NNLO and NLO PDF cases, both scales µf and µr are varied by
a factor of 2 following the 9-point convention [11].
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σ = ∑
i,j

∫ dx1dx2 fi/p(x1) fj/p(x2) ̂σ(x1x2s) × [1 + 𝒪(Λ/M)p]
Standard QCD+EW perturbation theory

the perturbative part
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GLUON FUSION — THE ERROR BUDGET
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Figure 2: Cummulative contributions to the total relative uncertainty as a function of the
collider energy. according to eqs. (26)-(28).

In combination we find

δσPP→H+X = δ(PDF+αS) + δ(theory) = +3.63pb
−4.72pb

(
+7.46%
−9.7%

)
. (39)

To derive the various sources of uncertainties we followed the prescriptions
outlined above. In fig. 2 we show how the relative size of the various sources
of uncertainty varies as a function of the hadron collider energy.

In comparison to the numerical cross section predictions derived in ref. [3]
we observe only minor changes. The difference arise solely due to the exact
computation of the N3LO QCD corrections in the heavy top quark effective
theory obtained in ref. [16]. The deviations are well within the uncertainty
that was associated with the truncation of the threshold expansion used for
the results of ref. [3]. This particular source of uncertainty is now removed.

Finally, we use iHixs to derive state of the art predictions for the gluon
fusion Higgs production cross section at different collider energies. We strictly
follow the recommendations of [3, 4]. Figure 3 shows the state-of-the art
predictions and uncertainty estimates for the inclusive cross section obtained

18

[Dulat, Lazopoulos, Mistlberger ’18]

Sources of Uncertainties: 
Remove one source of uncertainty!

[Czakon, Harlander, Klappert, Niggetiedt ’20]

Future: 

๏ light-quark mass effects

‣ large logs to resum?

 
Reduce uncertainty:  ∼ 1 % → 0.6 %
[Becchetti, Bonciani, Del Duca, Hirschi, Moriello, Schweitzer ’20]

Future: 

๏ quark-induced EW contributions 

๏ large ?

๏  dependence in QCD amplitude? 

pH
T

mt

๏     —  more data & accurate determinations

๏   —  missing N3LO PDFs  (AP kernels)

δ(PDF + αs)

δ(PDF − TH)

G. Salam

[adapted from Alexander Huss @ Higgs 2021 
see his slides & Tancredi@ICHEP for more]

4-loop splitting (low moments): Moch, Rujil, Ueda, Vermaseren & Vogt ‘21 
Drell-Yan @ N3LO: Duhr, Dulat & Mistlberger, ’20, ‘21 

still to be incorporated into PDF fits 

}QCD theory  
uncertainties 

https://indico.cern.ch/event/1030068/contributions/4408795/attachments/2330670/3971655/Higgs2021_Huss.pdf
https://agenda.infn.it/event/28874/contributions/172620/
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LO

2→1 2→2 2→3 2→4 2→5

NLO

NNLO

N3LO

split. 
fns

most procs. known 
(some w. public code)
some procs. known 
/ no public code
some inputs known 
(no full calcn)

QCD fixed-order as of 2022

major 
recent 
progress
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Wbb @ NNLO
crucial background to 

➤  

➤ single top,  

Done with massless b-quarks 

First 2→3 NNLO calculations with 
massive final-state particle (i.e. W)

pp → WH( → bb̄)

pp → b̄t(→bW)

31

Numerical Results Di↵erential distributions

Numerical results: di↵erential distributions

Bayu Hartanto (Cambridge) Wbb̄ production at the LHC July 7, 2022 7 / 9

Bayu Hartanto @ ICHEP, with Poncelet,  
Popescu, Zoia, 2205.01687

https://agenda.infn.it/event/28874/contributions/169930/attachments/93980/128473/Bayu_ICHEP_2022.pdf
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3-loop amplitudes for 2→2  processes (crucial part of N3LO 2→2)

32

Motivation Computation Results

Towards 3-loop revolution

3-loop amplitude milestones

t

1!1 QCD [Tarasov et al. PRLB 1980]

2!1 QCD [Moch et al. arXiv:0508055]

2!2 SYM [Henn, Mistlberger arXiv:1608.00850]

first 3-loop 2!2 QCD results

t

qq̄ ! �� [Caola, Manteu↵el, Tancredi arXiv:2011.13946]

qq̄ ! qq̄ [Caola, Chakraborty, Gambuti, Manteu↵el, Tancredi arXiv:2108.00055]

gg ! �� [PB, Caola, Manteu↵el, Tancredi arXiv:2111.13595]

gg ! gg [Caola, Chakraborty, Gambuti, Manteu↵el, Tancredi arXiv:2112.11097]

challenge = complexity

# diagrams 0L 1L 2L 3L

qq̄ ! �� 2 10 143 2922

qq̄ ! qq̄ 1 9 158 3584

gg ! �� 0 6 138 3299

gg ! gg 4 81 1771 48723

Piotr Bargie la University of Oxford

Three-loop four-particle QCD amplitudes 5 / 12

Bargiela @ ICHEP



Gavin Salam ICHEP 2022

3-loop amplitudes for 2→2  processes (crucial part of N3LO 2→2)

32

Motivation Computation Results

Towards 3-loop revolution

3-loop amplitude milestones

t

1!1 QCD [Tarasov et al. PRLB 1980]

2!1 QCD [Moch et al. arXiv:0508055]

2!2 SYM [Henn, Mistlberger arXiv:1608.00850]

first 3-loop 2!2 QCD results

t

qq̄ ! �� [Caola, Manteu↵el, Tancredi arXiv:2011.13946]

qq̄ ! qq̄ [Caola, Chakraborty, Gambuti, Manteu↵el, Tancredi arXiv:2108.00055]

gg ! �� [PB, Caola, Manteu↵el, Tancredi arXiv:2111.13595]

gg ! gg [Caola, Chakraborty, Gambuti, Manteu↵el, Tancredi arXiv:2112.11097]

challenge = complexity

# diagrams 0L 1L 2L 3L

qq̄ ! �� 2 10 143 2922

qq̄ ! qq̄ 1 9 158 3584

gg ! �� 0 6 138 3299

gg ! gg 4 81 1771 48723

Piotr Bargie la University of Oxford

Three-loop four-particle QCD amplitudes 5 / 12

Motivation Computation Results

��++ helicity amplitude

compact result even for the most complicated helicity configuration

f
(3,fin)
��++ =

Piotr Bargie la University of Oxford

Three-loop four-particle QCD amplitudes 10 / 12

Bargiela @ ICHEP
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the non-perturbative part at 
hadron colliders

33

σ = ∑
i,j

∫ dx1dx2 fi/p(x1) fj/p(x2) ̂σ(x1x2s) × [1 + 𝒪(Λ/M)p]
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What is value of p in ? [Λ ~ 1 GeV](Λ/Q)p

➤ Jet physics at LHC is dirty because  (hadronisation & MPI) 

➤ LEP event-shape (C-parameter, thrust)  fit troubles are complex about because 
  

➤ Hadron-collider inclusive and rapidity-differential Drell-Yan cross sections are 
believed to have  (Higgs hopefully also), so leptonic / photonic decays should 
be clean, aside from isolation. 

 
[Beneke & Braun, hep-ph/9506452; Dasgupta, hep-ph/9911391] 

➤ But at LHC, we’re also interested in Z, W and Higgs production with non-zero  
Nobody knew if we have  with  (a disaster) or  (all is fine)

p = 1

αs
p = 1 Λ ∼ 0.5 GeV → (Λ/20GeV) ∼ 2.5 %

p = 2

Λ ∼ 0.5 GeV → (Λ/125GeV)2 ∼ 0.002 %

pT
(Λ/pT)p p = 1 p = 2

34
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What is value of p in ? → answer appears to be 2(Λ/Q)p

35

Ferraro Ravasio, Limatola & Nason, 2011.14114 
+ analytic demonstration in Caola, Ferrario Ravasio, Limatola, Melnikov & Nason, 2108.08897 , idem+ Ozcelik 2204.02247

The pT of the Z: working in the Large-nf limit

We consider the process
d(p1)�(p2) ! Z(p3)d(p4) to
work in the Large-nf limit and
to preserve the azimuthal color
asymmetry (ECM = 300 GeV)

32.8

32.9

33
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33.5
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33.7

0 0.5 1 2 3 4 5

pT
c = 40 GeV, 0 < yZ < 0.6

T(
λ)
/α
s
[p
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λ [GeV]

data
ft 1 [b≠0]
ft 2 [b=0]

We (Ferrario Ravasio, GL, Nason (’20)) found

hOi
(1)
�

⇠

✓
�

pc
T

◆2

log

✓
�

pc
T

◆

No numeric evidence of a IR linear renormalon
for the transverse momentum of the Z boson!

Giovanni Limatola — July 7th, 2022 Linear Power Corrections in Collider Processes 9/17

Limatola @ ICHEP 
(see also Ozcelik @ ICHEP)

critical for 
viability of LHC 
precision 
programme, 
especially 
highest-
precision 
leptonic 

measurements

https://arxiv.org/abs/2108.08897
https://arxiv.org/abs/2204.02247
https://agenda.infn.it/event/28874/contributions/168977/attachments/93949/128351/ichep22_limatola.pdf
https://agenda.infn.it/event/28874/contributions/169026/attachments/94074/128549/ICHEP_OZCELIK.pdf
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Concluding remarks 
➤ impact of strong interactions stretches from 0.1 GeV to highest energy scales we can 

probe 

➤ understanding QCD (& EW) corrections is crucial for drawing conclusions from 
precision measurements and direct searches for new physics 

➤ as we approach high-precision, we should expect to be confronted by conceptual 
problems that we could, so far, ignore 

➤ diversity of approaches likely to be crucial to make sense of next decades’ data

37
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running to 𝑍 pole – results and comparison

lat. + pQCD’[Adler]

lat. + KNT18[data]

KNT18/19

DHMZ19

Jegerlehner 19

R-ratio

0.0255 0.0260 0.0265 0.0270 0.0275 0.0280 0.0285 0.0290𝛥𝛼(5)had(𝑀2𝑍)

Gfitter 18

Crivellin et al. 20

Keshavarzi et al. 20

Malaescu, Schott 20

HEPfit 21

EW global fits

Marco Cè (AEC & ITP, Universität Bern) the hadronic running of the electroweak couplingsfrom lattice QCD 08/07/2022 10 / 14

CLS/Mainz results 
show consistency 
of QED coupling 

running to 
Z pole with R-data & 
EW precision results
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FIG. 10. Difference between determinations of aw
µ from the lattice

and from Re+e� with one-sided windows for (from left to right)
t1 = 0.5, 1, 1.5, 2 and 3 fm. The differences are plotted versus
the fraction of the total HVP included in the window. We have insuf-
ficient statistics to give reliable results for t1 > 2 fm (grey shading).

0 10 20 30 40 50 60 70 80 90 100
% HVP in window

�0.01

0.00

0.01

0.02

0.03

0.04

� aw µ
(l
at

)
�

aw µ
(R

)� /a
w µ
(R

) �
aµ(expt) � aµ(R)

�
/aµ(R)

FIG. 11. Fractional difference between determinations of aw
µ from

the lattice and from Re+e� with one-sided windows for different
values of t1. The differences are plotted versus the fraction of the
total HVP included in the window. We have insufficient statistics to
give reliable results for t1 > 2 fm (grey shading). For comparison,
the current difference between the experimental average for aµ and
the SM aµ using the data-driven HVP contribution divided by the
SM aµ is 0.036(9) (blue band).

difference grows further beyond 1.5 fm.
Figure 10 is the same as Fig. 9 but plotted versus the frac-

tion of the total HVP included in the window (% HVP in Ta-
ble II) instead of t1. The results with t1 � 1.5 fm include
much larger fractions of the HVP than the smaller values.

Table III provides error budgets for the difference
aw

µ (latt) � aw
µ (R) with different values of t1 (see Ref. [32]

for more details on the underlying analysis). As expected,
the importance of statistical errors decreases significantly as
t1 decreases. At the same time the relative uncertainty due
to Re+e� increases. Discretization errors also decrease with
decreasing t1, as might be expected from the behaviour evi-
dent in Fig. 3.

TABLE III. Percent errors in aw
µ (latt)� aw

µ (R) (last column of Ta-
ble II) from different sources for one-sided windows with t1 = 1, 1.5
and 2 fm. The sources are in order of decreasing importance for the
t1 = 1.5 fm case as one goes down the list. Error sources include:
Monte Carlo noise in the correlators from the lattice simulations, un-
certainties in the lattice spacing and the renormalization constant for
the vector currents, experimental uncertainty in Re+e� , the uncer-
tainty in the disconnected contribution ((ll + ss)disc in Table II), an
uncertainty to account for contributions from QED and strong isospin
breaking, uncertainties in corrections that remove effects from mis-
tuned pion masses and the lattice’s finite volume, uncertainty in the
extrapolation to zero lattice spacing a, uncertainties in the s, c, and b
(connected) vacuum polarizations (Table II), and tuning uncertainties
in the sea quark masses.

t1 (fm) 1.0 1.5 2.0
Statistics 9.6 28.9 73.9
Lattice spacing, ZV 8.8 20.3 36.6
Re+e� 21.1 17.1 19.8
Disconnected HVP 3.7 9.9 20.6
QED, strong isospin breaking 10.4 9.8 11.7
Pion mass/finite volume 4.0 5.2 6.9
a ! 0 extrapolation 1.6 4.7 24.8
s-quark HVP 2.7 2.8 3.2
Sea masses 0.4 0.9 1.6
c, b-quark HVP 0.9 0.5 0.5
Total 28.3% 42.4% 91.6%

For one-sided windows with t1 = 1 and 1.5 fm the dif-
ferences between lattice QCD and Re+e� amount to tensions
of 3.5 and 2.4 standard deviations, respectively. These are
marginally statistically significant, but the error budget sug-
gests that increasing lattice statistics by a factor of 5–10 would
shrink the total uncertainty in aw

µ (latt) for t1 = 1.5 and 2 fm
substantially, particularly if a value for w0 with smaller uncer-
tainty is obtained. The errors would then be comparable to the
errors in aw

µ (R). The errors at t1 = 1 fm will be harder to im-
prove because they are dominated by uncertainties in Re+e� .

We emphasize here that we are giving an example of the
analysis possible; a more complete analysis would be needed
to clarify the significance of the results for aw

µ (latt)�aw
µ (R).

We use the Re+e� results from KNT19 [12]. In Ref. [2] a
more conservative uncertainty estimate is quoted, which al-
lows for different possible treatments of the underlying cross-
section data (see also Ref. [11]). Taking that approach here
(see Ref. [120]) would increase the uncertainty on aw

µ (R).
This would not have a large effect on aw

µ (latt) � aw
µ (R) be-

cause its uncertainty is dominated by that from lattice QCD
except at very small t1 (see Table II). On the lattice side our
analysis is incomplete because we are missing a full set of
correlators that would allow us to determine QED and strong-
isospin breaking effects. For these we take estimates based on
results from the BMW collaboration [34]. Even for the full
HVP they find these effects each to be small, O(2 ⇥ 10�10),
and tending to cancel. We discuss why this happens in Sec-
tion II D and reason that cancellations should persist under the
application of time-windows. We then take an uncertainty of
0.2% for these corrections, which is double the relative effect
seen in the full aµ. We also use BMW results [34] to nor-
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An accurate determination of the leading-order hadronic vacuum polarisation (HVP) contribution to the
anomalous magnetic moment of the muon is critical to understanding the size and significance of any dis-
crepancy between the Standard Model prediction and experimental results being obtained by the Muon g-2
experiment at Fermilab. The Standard Model prediction is currently based on a data-driven approach to the
HVP using experimental results for �(e+e� ! hadrons). Lattice QCD aims to provide a result with similar
uncertainty from calculated vector-vector correlation functions, but the growth of statistical and systematic er-
rors in the u/d quark correlation functions at large Euclidean time has made this difficult to achieve. We show
that restricting the lattice contributions to a one-sided window 0 < t < t1 can greatly improve lattice results
while still capturing a large fraction of the total HVP. We illustrate this by comparing windowed lattice results
based on the 2019 Fermilab Lattice/HPQCD/MILC HVP analysis with corresponding results obtained from the
KNT19 analysis of Re+e� data. For t1 = 1.5 fm, 70% of the total HVP is contained within the window and
our lattice result has an error of 0.8%, only about twice as big as the error from the e+e� analysis. We see a
tension of 2.4� between the two results. With increased statistics in the lattice data the one-sided windows will
allow stringent tests of lattice and Re+e� results that include a large fraction of the total HVP contribution.

I. INTRODUCTION

The anomalous magnetic moment of the muon, aµ, cap-
tures the impact on the properties of the muon of its interaction
with the sea of virtual particles present in the deep subatomic
world. aµ is currently being measured to an unprecedented
level of precision at the Muon g-2 experiment at Fermilab [1].
Comparison with the expectation from the Standard Model
(SM) [2], if it can be done well enough, has the potential to
uncover the existence of new particles beyond those of the
SM in the virtual sea. The existence of such particles would
be signalled by a significant discrepancy in the value of aµ be-
tween the SM expectation, including the effect of all known
particles, and the experimental result.

The first result from the Muon g-2 experiment [1] gives a
new experimental average value for aµ that is larger than the
SM expectation [2] by 25.1(5.9) ⇥10�10, showing a tantalis-
ing 4.2� tension.

A key contribution to the SM value (which is based on
Refs. [3–22]) is that from the leading-order hadronic vacuum
polarisation contribution. We will denote this by the acronym
HVP in what follows. This contribution is sizeable, second

⇤ christine.davies@glasgow.ac.uk
† g.p.lepage@cornell.edu
‡ http://www.physics.gla.ac.uk/HPQCD

only to the dominant QED contribution which has a small un-
certainty because it has been calculated through fifth order
in the QED coupling, ↵ [3, 4]. The HVP is much harder to
pin down because it involves strong interaction physics at low
momentum scales. As shown in Fig. 1, it arises from a vir-
tual quark bubble (or bubbles connected by gluons) inserted
in a photon propagator. Calculation of the HVP contribution
can be expressed as the integral over space-like q2 of the vac-
uum polarisation function, ⇧̂(q2), with a kernel function that
emphasises small |q2

| values of O(m2

µ) [23–25]. In the SM,
the integral over ⇧̂(q2) can be straightforwardly calculated
in lattice QCD by working in coordinate space [26, 27], for
an effective ‘first principles’ approach. The primary quanti-
ties needed are the correlation functions between two electro-
magnetic current operators as a function of their time separa-
tion (summed over spatial coordinates at either end). Achiev-
ing small statistical and systematic uncertainties is challeng-
ing [28–33], however, for the dominant contributions where
the current couples to u or d quarks. This will be discussed
further below.

At present the SM value for the HVP is taken from ‘data-
driven’ approaches that use the wealth of detailed experimen-
tal data for the cross-section for e+e�

! hadrons. The ratio
of cross-sections for e+e�

! hadrons to that for e+e�
!

µ+µ�, Re+e� , is obtained as a function of centre-of-mass en-
ergy,

p
s, and related to ⇧̂ for time-like q2. The analytic struc-

ture of ⇧̂ in the complex q2-plane then allows the HVP to be
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TABLE I. Parameters of the MILC HISQ nf = 2+1+1 QCD gauge-field ensembles [97]. The first column labels the ensembles, the second
shows the approximate lattice spacing, while the third, fourth and fifth list the bare lattice up/down (set equal and denoted ml) , strange, and
charm sea-quark masses in lattice units. The sixth column gives the ratio of the gradient-flow scale w0 [98] to the lattice spacing; to convert
quantities in lattice-spacing units to GeV we use w0 = 0.1715(9) fm [99]. The seventh column lists the taste-Goldstone sea-pion masses;
these were obtained from fits of pseudoscalar-current two-point correlators as in Ref. [97]. The eighth column gives the lattice volumes. The
final two columns give the number of configurations analyzed and the number of random-wall time sources used per configuration.

Set ⇡ a (fm) amsea
l amsea

s amsea
c w0/a M⇡5 (MeV) (L/a)3 ⇥ (T/a) Nconf. Nwall

1 0.15 0.00235 0.0647 0.831 1.13670(50) 133.04(70) 323 ⇥ 48 997 16
2 0.12 0.00184 0.0507 0.628 1.41490(60) 132.73(70) 483 ⇥ 64 998 16
3 0.09 0.00120 0.0363 0.432 1.95180(70) 128.34(68) 643 ⇥ 96 1557 16
4 0.06 0.0008 0.022 0.260 3.0170(23) 134.95(72) 963 ⇥ 192 1230 16

Lehner [35] suggested a windowing approach for integrat-
ing lattice-QCD results over t (see also Ref. [26]). This con-
sists of multiplying the integrand of Eq. (2) by a difference
of two step functions to integrate over a time-region between
t = t0 and t = t1 only (an ‘intermediate window’), softening
the edges of the time region with a time-width �t. The idea
is to cut out large t values from the lattice-QCD integral to re-
duce statistical and systematic uncertainties that grow at large
t. The reason given for the lower t limit, t0, was to reduce
discretisation errors from lattice QCD, although the kernel
function suppresses small-t contributions. Parameter values
t0 = 0.4 fm, t1 = 1.0 fm and �t = 0.15 fm were suggested
in Ref. [29] as corresponding to the region where data-driven
results have largest relative uncertainty and so there is poten-
tial for lattice-QCD results to complement them. The BMW
collaboration adopted this time-window for their analysis in
Ref. [34].

Here we use a simpler, and larger, time-window that never-
theless shares the important property that statistical and sys-
tematic uncertainties from lattice QCD are much reduced. Our
window simply adapts the intermediate window of Ref. [35]
to drop the lower time parameter t0.1 Our one-sided window
then extends from t = 0 upwards to t1 with a rounded edge of
width �t. The window function that multiplies the integrand
of Eq. (2) is given by

⇥(t, t1, �t) =
1

2


1 � tanh

✓
t � t1
�t

◆�
. (3)

The contribution to aµ from this window is then

aw
µ (t1, �t) =

⇣↵

⇡

⌘2
Z 1

0

dt Gff 0(t)Kw
G(t) , (4)

with a modified kernel,

Kw
G(t) ⌘ KG(t)⇥(t, t1, �t). (5)

This time window, for suitable values of t1, can provide a
good basis for a stringent comparison of lattice and data-
driven results. as we show below.

In what follows we examine the contributions coming from
different flavours of quark.

1 A similar window is used in Ref. [35] but only for very short time distances.

FIG. 2. Top: Ratio of kernels Kw
G/KG = ⇥ from Eq. (3) as a func-

tion of t with one-sided windows where (upper curve to lower curve)
t1 = 1 (red), t1 = 2.0 (blue), 1.5 (orange), and 1.0 (green) fm and
�t = 0.15 fm. Bottom: Integrand �aw

µ of Eq. 4 from the lattice
ll connected correlator G(t) on the a = 0.06 fm lattices for each t
on the lattice out to 4 fm; we have insufficient statistics to give re-
liable results for t > 2 fm (grey shading). Results are shown for
the one-sided windows in the top pane with corresponding colours.
The one-sided window cuts out the less useful correlator results from
the integrand. The oscillations in the correlator are a consequence of
using staggered quarks.

A. Connected iso-symmetric contributions from u/d quarks

By far the largest contributions to the HVP come from
connected correlators involving u or d currents. In this sec-
tion we discuss isospin symmetric contributions; corrections
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Abstract: The 4.2� discrepancy between the standard model prediction for the

muon anomalous magnetic moment aµ and the experimental result is accompanied

by other anomalies. A crucial input for the prediction is the hadronic vacuum po-

larization a
HVP
µ

inferred from �had = �(e+e� ! hadrons) data. However, the two

most accurate determinations of �had from KLOE and BaBar disagree by almost

3 �. Additionally, the combined data-driven result disagrees with the most precise

lattice determination of aHVP
µ

by 2.1 �. We show that all these discrepancies could

be accounted for by a new boson produced resonantly around the KLOE centre of

mass energy and decaying promptly yielding e
+
e
� and µ

+
µ
� pairs in the final states.

This gives rise to three di↵erent e↵ects: (i) the additional e+e� events will a↵ect

the KLOE luminosity determination based on measurements of the Bhabha cross

section, and in turn the inferred value of �had; (ii) the additional µ+
µ
� events will

a↵ect the determination of �had via the (luminosity independent) measurement of

the ratio of ⇡+
⇡
�
� versus µ+

µ
�
� events; (iii) loops involving the new boson would

contribute directly to the prediction for aµ. We discuss in detail this possibility, and

we present a simple model that can reconcile the KLOE and BaBar results for �had,

the data-driven and the lattice determinations of aHVP
µ

, the predicted and measured

values of aµ, while complying with all phenomenological constraints.

ar
X

iv
:2

11
2.

09
13

9v
2 

 [h
ep

-p
h]

  2
1 

Fe
b 

20
22

The muon g-2 anomaly confronts new
physics in e

± and µ
± final states scattering
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Removing LHC data
➤ LHC data appears to be 

dominant in constraining 
the gluon 

➤ One clear question is how 
to interpret gg-lumi 
uncertainties when 
all input cross sections at 
hadron colliders have 
larger theory uncertainties.

≲ 1 %

42

Figure 7.8. Same as Fig. 7.1 now comparing the baseline to PDFs determined removing from the dataset all LHC
data.

We conclude that on the one hand, unlike in previous NNPDF determinations, for NNPDF4.0 it is no
longer true that a DIS-only fit is competitive, and on the other hand the HERA data are no longer needed

80
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NN (PDFs), cross validation & uncertainty biases?

43

Hunt-Smith et al, 2206.10782

0.2 0.4 0.6 0.8

x

0.8

1.0

1.2

r
a
t
io

t
o

�
1

FIG. 8. Comparison of a single �1 replica set between NN and parametric DR methods (left panel),

and the ratio of each predicted point to the true underlying law (right panel).

In Fig. 9 we determine the percentage of uncertainty bands across all data sets that

contain the true values for all x, corresponding to each method. We plot the NN method

with f = 0.2 and f = 0.6 to again demonstrate the importance of the partition fraction,

and also show the results for the NN with preprocessing. We find that the NN predicted

uncertainty bands contain the true value too often, particularly at high x values. This e↵ect

is exacerbated by reducing the partition fraction. By contrast, the parametric DR method

consistently hovers around the 68% value that would be expected from accurate confidence

intervals.

The inflated uncertainty observed is not entirely due to the usage of neural networks in

fitting the toy data. Another contributing factor to this result is the presence of the cross

validation procedure itself. In Fig. 9 we also include a cross validation method in the context

of parametric DR, dividing the data into a training and validation set with f = 0.6 and

cutting o↵ the �2 minimization when there is no further improvement for the validation set.

Comparing DR with and without cross validation, we can clearly see a substantial increase

in the width of the uncertainty bands when cross validation is used, up to a similar mean

value as that of NNs at the same partition fraction.

These results imply that, for our specific simplified example of PDF data, the uncertainty

bands predicted by an NN fit do not realize the 1� confidence interval that one would

naively expect. This may be due in part to a misrepresentation of the underlying law, but

also a result of the cross validation procedure that forms an integral part of any NN fit to

25
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FIG. 5. Comparison of the �1 replica set for the NN fit with (red band) and without (yellow band)

cross validation.

chosen, particularly when the partition fraction is small. In the range from f = 0.4 to 0.7,

there are only slight di↵erences between the uncertainties, but these are enhanced for the

f = 0.1, 0.2, 0.3, 0.8 and 0.9 curves, being up to twice as large as for f = 0.5 for certain x

values.

Another important question is whether the dependence of an NN fit on f diminishes as

the number of data points is increased. In Fig. 7 we increase the number of data points up

to 500, plotting the total uncertainty for each value of f as a ratio to the f = 0.5 line. This

allows us to visualize the underlying trend, given that the total uncertainty for all values of

f should decrease as the number of points increases. The enhancement for the f = 0.1, 0.2

and 0.9 uncertainty seen in Fig. 6 remains relatively constant as one increases the number

of data points, becoming slightly more pronounced. At the same time, the f = 0.4 � 0.7

uncertainties appear consistent for all numbers of data points, with slight enhancements in

total uncertainty for f = 0.3 and f = 0.8. On the strength of these observations, we cannot

rule out the importance of f with respect to uncertainty quantification in the NN method,

nor can we conclude that below f = 0.5 an increased dataset will remove any potential

artificial inflation of uncertainty due to the choice of f .

22

parametrised (~ true law) 
with “data resampling” 
(~ Hessian)

NNPDF closure tests are designed to reveal any bias of this kind in full fit (none seen).   
But this toy-model test raises question of interplay between priors (parametrisation) & result 

a toy model test of NN PDF fitting procedure
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process known desired

pp æ H

N3LOHTL

NNLO(t)
QCD

N(1,1)LO(HTL)
QCD¢EW

N4LOHTL (incl.)

NNLO(b,c)
QCD

pp æ H + j

NNLOHTL

NLOQCD

N(1,1)LOQCD¢EW

NNLOHTL ¢ NLOQCD + NLOEW

pp æ H + 2j

NLOHTL ¢ LOQCD

N3LO(VBFú)
QCD (incl.)

NNLO(VBFú)
QCD

NLO(VBF)
EW

NNLOHTL ¢ NLOQCD + NLOEW

N3LO(VBFú)
QCD

NNLO(VBF)
QCD

pp æ H + 3j
NLOHTL

NLO(VBF)
QCD

NLOQCD + NLOEW

pp æ V H
NNLOQCD + NLOEW

NLO(t,b)
ggæHZ

pp æ V H + j
NNLOQCD

NLOQCD + NLOEW
NNLOQCD + NLOEW

pp æ HH N3LOHTL ¢ NLOQCD NLOEW

pp æ HH + 2j

N3LO(VBFú)
QCD (incl.)

NNLO(VBFú)
QCD

NLO(VBF)
EW

pp æ HHH NNLOHTL

pp æ H + tt̄
NLOQCD + NLOEW

NNLOQCD (o�-diag.)
NNLOQCD

pp æ H + t/t̄ NLOQCD
NNLOQCD

NLOQCD + NLOEW

Table 1: Precision wish list: Higgs boson final states. NxLO(VBFú)
QCD means a calculation using

the structure function approximation. V = W, Z.
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2207.02122 LH Wishlist process known desired

pp æ V

N3LOQCD

N(1,1)LOQCD¢EW

NLOEW

N3LOQCD + N(1,1)LOQCD¢EW

N2LOEW

pp æ V V Õ NNLOQCD + NLOEW

+ NLOQCD (gg channel)

NLOQCD

(gg channel, w/ massive loops)

N(1,1)LOQCD¢EW

pp æ V + j NNLOQCD + NLOEW hadronic decays

pp æ V + 2j
NLOQCD + NLOEW (QCD component)

NLOQCD + NLOEW (EW component)
NNLOQCD

pp æ V + bb̄ NLOQCD NNLOQCD + NLOEW

pp æ V V Õ + 1j NLOQCD + NLOEW NNLOQCD

pp æ V V Õ + 2j
NLOQCD (QCD component)

NLOQCD + NLOEW (EW component)
Full NLOQCD + NLOEW

pp æ W +W + + 2j Full NLOQCD + NLOEW

pp æ W +W ≠ + 2j NLOQCD + NLOEW (EW component)

pp æ W +Z + 2j NLOQCD + NLOEW (EW component)

pp æ ZZ + 2j Full NLOQCD + NLOEW

pp æ V V ÕV ÕÕ NLOQCD

NLOEW (w/o decays)
NLOQCD + NLOEW

pp æ W ±W +W ≠ NLOQCD + NLOEW

pp æ ““ NNLOQCD + NLOEW N3LOQCD

pp æ “ + j NNLOQCD + NLOEW N3LOQCD

pp æ ““ + j
NNLOQCD + NLOEW

+ NLOQCD (gg channel)

pp æ “““ NNLOQCD NNLOQCD + NLOEW

Table 3: Precision wish list: vector boson final states. V = W, Z and V Õ, V ÕÕ = W, Z, “. Full
leptonic decays are understood if not stated otherwise.
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process known desired

pp æ V

N3LOQCD

N(1,1)LOQCD¢EW

NLOEW

N3LOQCD + N(1,1)LOQCD¢EW

N2LOEW

pp æ V V Õ NNLOQCD + NLOEW

+ NLOQCD (gg channel)

NLOQCD

(gg channel, w/ massive loops)

N(1,1)LOQCD¢EW

pp æ V + j NNLOQCD + NLOEW hadronic decays

pp æ V + 2j
NLOQCD + NLOEW (QCD component)

NLOQCD + NLOEW (EW component)
NNLOQCD

pp æ V + bb̄ NLOQCD NNLOQCD + NLOEW

pp æ V V Õ + 1j NLOQCD + NLOEW NNLOQCD

pp æ V V Õ + 2j
NLOQCD (QCD component)

NLOQCD + NLOEW (EW component)
Full NLOQCD + NLOEW

pp æ W +W + + 2j Full NLOQCD + NLOEW

pp æ W +W ≠ + 2j NLOQCD + NLOEW (EW component)

pp æ W +Z + 2j NLOQCD + NLOEW (EW component)

pp æ ZZ + 2j Full NLOQCD + NLOEW

pp æ V V ÕV ÕÕ NLOQCD

NLOEW (w/o decays)
NLOQCD + NLOEW

pp æ W ±W +W ≠ NLOQCD + NLOEW

pp æ ““ NNLOQCD + NLOEW N3LOQCD

pp æ “ + j NNLOQCD + NLOEW N3LOQCD

pp æ ““ + j
NNLOQCD + NLOEW

+ NLOQCD (gg channel)

pp æ “““ NNLOQCD NNLOQCD + NLOEW

Table 3: Precision wish list: vector boson final states. V = W, Z and V Õ, V ÕÕ = W, Z, “. Full
leptonic decays are understood if not stated otherwise.
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modifications to these slides since original talk
➤ slide 23: fixed typo (the NNPDF input to PDF4LHC21 is NNPDF31, not NNPDF40) 

➤ slide 35: fixed missing author in ref
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