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The FAIR Principles

● To inspire scientific data management for reproducibility and maximal reusability1

● Originally proposed for scientific data 

● Can be interpreted as guidelines to manage and preserve other Digital Objects (DOs) e.g. 

research software2
 , tutorials and notebooks3

 , AI and ML models4

● Different working groups working on FAIR guidelines for different DOs (e.g FAIR4RS, 
FAIR workflows, FAIR VREs)

2

Findable: locating DOs in a failsafe fashion
Accessible: obtaining DOs along with their

context, content, and format
Interoperable: being usable across multiple

computing platforms
Reusable: specifying the context and extent

of reusing DOs

https://www.google.com/url?q=https://www.rd-alliance.org/groups/fair-research-software-fair4rs-wg&sa=D&source=editors&ust=1657302755655346&usg=AOvVaw1gkpXQnoW3-zEm-9q30XMt
https://workflows.community/groups/fair/
https://www.rd-alliance.org/groups/fair-virtual-research-environments-wg


ICHEP 2022

FAIR4HEP: FAIR data and AI for HEP

● Multi-disciplinary, multi-institute team for 
learning how data-intensive HEP research 
can benefit from FAIR principles and vice 
versa

● Develop community standards to implement 
FAIR principles and tools to implement them

● Develop and share benchmark FAIR data 
and models

● Explore interplay between data and models 
to explore interpretability and model 
robustness

3

What makes data and AI FAIR for 
physicists?

How FAIR principles facilitate today’s 
physics research?

Are AI models in HEP robust?

How well do we understand AI models and 
their relationship with data?

visit us: https://fair4hep.github.io

https://fair4hep.github.io
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Exploring the FAIR Principles for datasets in HEP5

● Explored the FAIR principles for the Hbb tagging 
dataset6 from CMS open data

● Demonstrate a domain-agnostic evaluation of 
FAIR-readiness using community-standard tools

● Investigates AI-readiness of the dataset
○ Format of the data and its 

compatibility with popular 
ML libraries 

○ Pedagogical examples of AI usage 

via notebooks7

4

DOI: 10.1038/s41597-021-01109-0 

https://doi.org/10.1038/s41597-021-01109-0
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FAIR Datasets from the FAIR4HEP Team

● Dataset from Super Cryogenic Dark Matter Search 
(SuperCDMS) detector prototype8

○ Detector operates at 30 mK and collects response to 
phonon flux via multiple channels

○ Dataset consists of timing information from 
detector’s response to radioactive source excitation

● Laser Response from Electromagnetic Calorimeter 
(ECal) crystals at CMS9

○ Includes information about radiation damage to 
ECal crystals

○ Contains data from ~10k/year calibrations during 
Run 2

5

Studies performed by Matt, Taihui, Bhargav, Roger @UMN
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FAIR Principles for AI Models

● Technical: Specific OS/software/package 
dependencies, availability of dataset and 
its provenance

● Analytical: 
○ Using model inference for 

new/curtailed/similar  datasets
○ Retraining model
○ Feature Engineering
○ Reoptimizing model hyperparameters

6



ICHEP 2022

A Benchmark AI Model: The Interaction Network

● State of the art Graph Neural Network 
(GNN) Model trained to distinguish H→bb 
jets from QCD background

● Input to the model:
○ 60 particle tracks, 30 features per track
○ 5 secondary vertices, 14 features per 

vertex
○ Particle-particle and particle-vertex 

interaction matrices create an interaction 
network

○ Three MLP as transformation networks:
■ f

r
 : particle interaction

■ f
r
pv : particle-vertex interaction

■ f
o
 : pre-aggregator 

7

Image from: 10.1103/PhysRevD.102.012010 

https://doi.org/10.1103/PhysRevD.102.012010


ICHEP 2022

Study of Model Interoperability

● How can we use a model with different machine 
architectures, OS, ML libraries?
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ML 
Library/Metric

Accuracy 
(%)

time / 
epoch 
(ms)

AUC score 
(%)

PyTorch 97.4 1.1 99.1

Onnx 97.4 0.8 99.1

TensorRT 97.4 9.9 99.1

Studies with 10k events with a 
batchsize of 1

Inference studies with 
TensorRT engine

Studies performed by Ruike @UIUC
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Streamlining FAIR AI Development: The Cookiecutter

● Automation tool to implement best practices in organizing 
the development of AI models

● Based on Cookiecutter Data Science: adapted for HEP 
● Creates an organized template for code and data 

organization
○ Automated download of data
○ Incorporate notebooks for studies
○ Containerization tools
○ Comprehensive list of project dependencies to build 

environment- compatible with tools like conda and pip

● A FAIRified repository for the Interaction Network model 
is being developed (link)

9

Studies performed by Ishaan, Billy, Melissa, Javier  @ UCSD

https://drivendata.github.io/cookiecutter-data-science
https://github.com/FAIR4HEP/hbb_interaction_network
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Pedagogical Introduction to FAIR

● Pedagogical introduction for FAIR principles and 
FAIR model development

● Dedicated tutorials for FAIR and ML in the 
context of HEP

● Uses the SuperCDMS dataset8 as benchmark data
● Explores a wide array of machine learning 

models- from linear regression to generative 
models

10

Link to repo: https://github.com/yorkiva/FAIR-Exercises 

Studies performed by Avik @ UIUC

Feature correlation matrix

Regularized Linear Regression with 
hyperparameter scanning

https://github.com/yorkiva/FAIR-Exercises
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Data Science for Physics Class

● Initially designed as an online 
replacement of Junior lab at MIT 
during COVID pandemic

● Designed around real data analysis 
from different research frontiers

● To be launched as a full, 
independent course in Spring 2023 
(material already available here)

● Dataset and project materials 
developed with FAIR guidelines

● An online version will be made 
available via the MITx platform

11

Predict neutrino 4-vector for 
H→ⲧⲧ reconstruction

Studies performed by Phil @ MIT

https://github.com/MIT-8s50/course
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Summary

● FAIR principles set a standard 
guideline for curation and 
preservation of digital content for 
scientific research

● FAIR4HEP is developing 
HEP-specific interpretation of 
FAIR and active implementation 
by developing FAIR datasets, 
models, and tools
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